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Traditional light field all-in-focus image fusion algorithms are based on the digital refocusing tech-
nique. Multi-focused images converted from one single light field image are used to calculate the
all-in-focus image and the light field spatial information is used to accomplish the sharpness eval-
uation. Analyzing the 4D light field from another perspective, an all-in-focus image fusion algo-
rithm based on angular information is presented in this paper. In the proposed method, the 4D light
field data are fused directly and a macro-pixel energy difference function based on angular infor-
mation is established to accomplish the sharpness evaluation. Then the fused 4D data is guided by
the dimension increased central sub-aperture image to obtain the refined 4D data. Finally, the
all-in-focus image is calculated by integrating the refined 4D light field data. Experimental results
show that the fused images calculated by the proposed method have higher visual quality. Quan-
titative evaluation results also demonstrate the performance of the proposed algorithm. With the
light field angular information, the image feature-based index and human perception inspired index
of the fused image are improved.

Keywords: all-in-focus image fusion, light field camera, spatial information, angular information, 
macro-pixel energy difference.

1. Introduction

Traditional all-in-focus image is obtained by fusing multiple local clear images which
are captured by multiple exposures of one camera with changing focal length. The pixel
-based or region-based image fusion algorithms are often used to evaluate the sharp-
ness of the multi-focused images and the fusion rules are established by comparing
the sharpness evaluation results [1, 2]. As the imaging geometry changing and me-
chanical shaking during the camera focusing [3], the imaging range and the imaging
angle of different images captured at different times are changed and the image match-
ing degree is declined, which eventually result in the high complexity of the image
fusion algorithms. The micro-lens array based light field camera is developed from the
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light field imaging theory and can calculate multiple highly matched refocused images
from one single light field raw image by digital refocusing technique [4, 5], which has
significant advantages in the all-in-focus image acquisition.

Generally, the traditional all-in-focus image calculation methods based on the light
field camera include two steps which are digital refocusing and refocused image fu-
sion [4–6]. In the digital refocusing, a 2D refocused image is obtained by a change of
basis of the 4D light field data in the spatial domain and then double integrating the
4D data along the angular direction [4], or taking a 2D slice from the 4D light field in
the frequency domain and then performing inverse Fourier transform on the 2D slice [5].
In the refocused image fusion, traditional image fusion algorithms can be directly used,
which can be accomplished in the spatial domain or in the transformed domain [7–10].
The most commonly used image fusion methods include the Laplace operator evalu-
ation (LOE) [11] algorithm, wavelet transform (WT) algorithm [12], principal com-
ponent analysis (PCA) algorithm [13], guided filtering fusion (GFF) [14] algorithm,
and boundary finding (BF) [2] algorithm, etc. In these image fusion algorithms, since
the inputs are the 2D images obtained by integrating the 4D light field data along the
angular direction, only the spatial information of the 4D light field is considered in the
focus measure and the angular information is ignored.

In this paper, the 4D light field data is analyzed from another perspective, and an
all-in-focus image fusion algorithm based on light field angular information is present-
ed. The 4D light field data is directly fused in the proposed algorithm. The light field
digital refocusing is split into two steps of change of basis and integration, then the
4D light field data fusion and guided filtering are added between the two steps. So the
all-in-focus image is calculated in the digital refocusing process with the proposed
method. In the 4D light field data fusion, a macro-pixel energy difference function
based on angular information is established to evaluate the image sharpness, and then
the fused 4D data is refined by the guided filtering of the central sub-aperture image.

2. Light field all-in-focus image calculation 
based on refocused images

The light field camera has the significant advantage of digital refocusing after the pic-
ture is taken. Therefore, based on the digital refocusing, multi-images focused at different
depths can be calculated from one single light field raw image [4]. The all-in-focus
image can be obtained by fusing multi-refocused images. According to the digital re-
focusing theory, multi-refocused images can be obtained by using the 4D light field
data L(x, y, u, v) which is decoded from the light field raw image [4, 5]:

(1)

where F denotes the distance between the main lens and the sensor plane of the light
field camera, αn is the refocusing parameter, and αn F denotes the distance between the
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main lens and the refocusing plane after refocusing. Letting n = 1, 2, 3, ..., N, the pa-
rameter αn has N different values corresponding to N refocused images.

Based on the traditional multi-focus image fusion algorithms, the refocused image
fusion can be accomplished in the spatial domain or in the transform domain. In the
spatial-domain-based algorithms, the pixels, blocks, and regions are used as the sharp-
ness evaluation units [15], and the weight map of each refocused image is calculated by
comparing the sharpness degree of each unit [2, 13, 14]:

(2)

where Cn(x, y) denotes the sharpness index value of the n-th refocused image In(x, y),
and max[ꞏ] denotes the maximum value of the sharpness index. The final fused image
is obtained by weighted averaging of the refocused images and the corresponding
weight maps:

(3)

For the transform-domain-based algorithms, the feature matrices of the refocused
images are calculated in a transform domain, then a fusion rule is established to cal-
culate the fused feature matrix, and the final fused image is obtained by performing
inverse transform of the fused matrix [12, 16]. Taking the basic wavelet transform
based image fusion algorithm as an example, the high frequency coefficients and low
frequency coefficients are extracted from the source images by using the wavelet trans-
form. According to the fusion rule, the maximum values are selected from the high
frequency coefficients and the mean values are calculated in the low frequency coef-
ficients. For the fused high and low frequency coefficients inverse transforms are per-
formed to obtain the final fused image [12].

3. All-in-focus image fusion based on 4D light field 
angular information

The light field digital refocusing technique and traditional multi-focus image fusion
algorithm are combined directly in the traditional light field all-in-focus image fusion.
Single light field raw image is converted to multi-refocused images with digital refo-
cusing technique and then multi-refocused images are fused to obtain an all-in-focus
image [6]. Since the multi-refocused images are obtained by double integration of the
4D light field data along the angular direction (u, v), only the spatial information (x, y)
is preserved. Therefore, the spatial information (x, y) of the 4D light field is used to
accomplish the sharpness evaluation and the sharpness variance of the integrated images
caused by angular information is ignored. Focusing on this problem, an all-in-focus
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image fusion algorithm based on light field angular information is proposed in this sec-
tion. The digital refocusing process is decomposed, and the series of 4D light field data
focused on different depths are obtained by basis change of the raw 4D data. The macro
-pixel energy difference of the 4D data are calculated by using the angular information
for sharpness evaluation to accomplish the 4D light field fusion, then the fused 4D data
is refined by the guided filtering of the central sub-aperture image, and finally an all-in
-focus image is obtained by integrating the refined 4D light field data.

3.1. Calculation of 4D light field matrices focused on different depths

In order to use the angular information (u, v) of the light field in establishing the 4D data
fusion rule, the digital refocusing described in Eq. (1) is split into two steps: changing
of the basis of the 4D light field L(x, y, u, v) firstly and then double integrating the
basis-changed light field to obtain the refocused images In(x, y). Based on the above
analysis, the Eq. (1) can be further expressed as [5]:

(4)

where Bαn
[ꞏ] denotes the change of the basis operator and  represents the double

integration operator. The operators of basis change and double integration are defined
as follows:

(5)

(6)

where [x, y, u, v] represents the row vector and Bαn
 is a 4D change of basis matrix de-

fined in Ref. [5].
According to Eq. (5), taking different αn values, different 4D light field data corre-

sponding to different focus depths can be obtained. The 4D light field Lαn
(x', y', u', v' )

at different focus depths can be expressed as

(7)

Compared with Eq. (1), the light field angular information is preserved in the
4D data calculated by Eq. (7). Sets of 4D light field data calculated in Eq. (7) are used
for the 4D data fusion in this paper, and an all-in-focus image fusion based on angular
information can be accomplished. To simplify the notation, Lαn

(x', y', u', v' ) are denoted
as Lαn

(x, y, u, v) hereafter.

3.2. Angular information analysis and 4D light field data fusion

Supposing that the spatial resolution of 4D light field camera is X × Y and the angular
resolution is U × V, the 4D light field data visualization can be shown in Fig. 1. The co-
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ordinate relationship between the 4D light field data L(x, y, u, v) and the 2D visualized
image I(i, j ) can be written as:

(8)

According to Fig. 1, the significant feature of light field image is each “macro-pixel”
corresponding to different micro-lens records of the angular information of the ray. In
order to track the ray captured by each macro-pixel, the 4D light field L(x, y, u, v) is
simplified as 2D L(x, u) and (x, u) is determined by the intercept of the ray with the
micro-lens array plane and the main lens plane on the ray-space diagram [17], as shown
in Fig. 2a. The micro-lens array plane is on the focal length of the main lens and the
sensor plane is on the focal length of the micro-lens. The energy collected by the sensor
plane is shown in Fig. 2b. Analyzing two points A and B in the space, A is on the cam-
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Fig. 1. The 2D visualization of the 4D light field data.
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Fig. 2. Focus measure based on angular information: (a) the ray tracing of different object points, (b) the
energy collected by the sensor plane, and (c) the angular difference when x is fixed. 
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era’s focal plane and B is out of the focal plane. Refracted by the main lens, the lights
emitted from A converge on point C of a micro-lens and then convert to collimated
light on the sensor plane. So the light radiation is uniform in the red region of Fig. 2b.
In contrast, point B is out of the focal plane, and the light radiation is nonuniform in
the blue region of Fig. 2b. 

Fixing the coordinate x, the light radiation is nonuniform through direction on the
sensor plane if the object point is out of the focal plane, otherwise the light radiation
is uniform which can be analyzed from Fig. 2c. In the left-sided blue dotted rectangle
of Fig. 2c, the colors of the pixels are different, which means that the light radiation
is nonuniform. In contrast, in the right-sided blue dotted rectangle of Fig. 2c, the pixels
are denoted with the same color, which means that the light radiation is uniform. Replac-
ing the 2D L(x, u) with 4D L(x, y, u, v), when we fix the spatial coordinate (x, y), the
corresponding light radiation region is defined as a macro-pixel in Fig. 1. So the energy
difference caused by angular difference of the ray recorded by each macro-pixel can
be used as a focus measure.

Based on the above analysis, a macro-pixel energy difference function is proposed
in this paper. For each macro-pixel (x, y), the energy difference can be calculated by
the following algorithm: 

(9)

where Lαn
(x, y, (U + 1) /2, (V + 1) /2) denotes the gray value of the central view point

in the macro-pixel (x, y) of the light field Lαn
(x, y, u, v).

Moreover, a 4D light field fusion rule based on macro-pixel energy difference is
established in this paper: for each macro-pixel, the smallest energy difference of all
the 4D light field matrices is chosen to construct the fused 4D light field matrix. By
scanning all the spatial coordinates (x, y) of the 4D light field, the weight matrices cor-
responding to different 4D light field matrices can be obtained:
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(10)

where [1]U × V  denotes the all-one matrix of size U × V, [0]U × V  denotes the all-zero
matrix of size U × V; min[ꞏ] denotes calculating the minimum, N denotes the number
of 4D light field matrices to be fused. In Eq. (10), the sharpness indices Dαn

(x, y) are
calculated based on the angular information of the light field. Smaller value of Dαn

(x, y)
indicates the higher sharpness degree of the refocused, so the minimum is used in
Eq. (10). The fused 4D light field matrix is calculated by weighted averaging of the
weight matrices and the corresponding 4D light field matrices:

(11)

3.3. Fused 4D light field data guided filtering and projection

The macro-pixel energy difference in Eq. (9) is calculated through comparing the gray
value of each pixel with the central view point. Based on Eq. (10) and Eq. (11), the
macro-pixels with smallest energy difference are selected to construct the fused
4D light field matrix. So the gray value is smooth inside the macro-pixel and the edge
is sharp between macro-pixels in the fused 4D light field matrix. If the macro-pixels
can be further smoothed by the guided filtering which has the feature of edge-preserv-
ing smoothing, the fused 4D light field can be refined. The central sub-aperture image
consisted of all the central view point in different macro-pixels can be used as the guid-
ance image. The central sub-aperture image can be calculated as

(12)

Since the dimension of the guidance image is not matched with the input 4D data,
the dimension increasing is performed on the 2D central sub-aperture image with the
nearest neighbor interpolation algorithm:

(13)

According to Eq. (13), each pixel in the central sub-aperture image is repeated to
construct a macro-pixel in the guidance matrix Lc(x, y, u, v).

The guided filter of the fused 4D light field data can be described as [18]:

(14)
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where Ο represents the refined 4D data  Ι represents the dimension in-
creased central sub-aperture image Lc(x, y, u, v), and ak and bk are the coefficients which
are related to the input 4D data  and Lc(x, y, u, v). The guided filter win-
dows ωk centered at different pixels k contain the pixel i.

Integrating the refined 4D light field matrix along the (u, v) direction, the final
all-in-focus image is obtained:

(15)

The flow chart of the proposed light field all-in-focus image fusion algorithm is
shown in Fig. 3. The 4D light field matrix L(x, y, u, v) is decoded from the raw light
field image Iraw(i, j ). Changing the basis of 4D matrix L(x, y, u, v), different 4D light
field matrices Lαn

(x, y, u, v) corresponding to different focused depths can be achieved.
Calculating the macro-pixel energy difference Dαn

(x, y) of all the 4D light field ma-
trices Lαn

(x, y, u, v), the weight matrices Wαn
(x, y, u, v) can be obtained by comparing

the values of Dαn
(x, y). The fused 4D light field  is calculated by weighted

average the 4D matrices Lαn
(x, y, u, v) with the weight matrices Wαn

(x, y, u, v), and then
guided filtered by the central sub-aperture image Ic(x, y) to obtain a refined 4D light
field  Finally, the fused all-in-focus image of  is got by double
integration of the refined 4D light field 
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Fig. 3. Flow chart of the proposed all-in-focus image fusion based on angular information.
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4. Experiment results and analysis

In order to verify the feasibility of the proposed light field all-in-focus image fusion
algorithm based on angular information, the dataset in Ref. [19] which is captured by
the Lytro light field camera is used. The image Dinosaur is chosen to calculate the
all-in-focus image. The number and value of αn should be chosen firstly. N denotes the
number of αn. In theory, the larger N, the more images focused at different depths can
be calculated, and a higher quality all-in-focus image can be obtained. However, con-
sidering the time complexity of the fusion algorithm, the smaller N is better when the
fused all-in-focus image can satisfy the sharpness index. The value of αn determines
the focus region of the refocused image, so the value of αn can be selected equidistantly
in a reasonable range. The effective range of the αn has been given in Ref. [4]. 

Three αn are chosen in this part. When α1 = 0.9, α2 = 10, and α3 = 200, the 2D vis-
ualization of the 4D light field Lα1(x, y, u, v), Lα2(x, y, u, v), and Lα3(x, y, u, v) are shown
in Figs. 4a–4c, respectively. Figure 4d shows the 2D refocused image of raw 4D light
field L(x, y, u, v) and Fig. 4e shows the magnified red rectangles in Fig. 4d. Calculating
and comparing the macro-pixel energy difference of Figs. 4a–4c, the corresponding
weight matrices are shown in Figs. 4f–4h. It can be seen based on the angular informa-
tion, the reasonable weight map can be calculated. The final fused all-in-focus image
is shown in Fig. 4i. And the magnified red rectangles in Fig. 4i are shown in Fig. 4j.

a b c

d e

Fig. 4. Light field all-in-focus image fusion based on angular information. 2D visualization of the basis
-changed 4D light field data at (a) α1 = 0.9, (b) α2 = 10, and (c) α3 = 200; (d) the 2D refocused image of
raw 4D light field L(x, y, u, v); (e) the magnified red rectangles in d; (f–h) the weight matrices of a–c,
respectively; (i) all-in-focus image fused by the proposed algorithm; (j) the magnified red rectangles in i.
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Comparing the magnified local regions in Fig. 4e and 4j, the sharpness is obviously
improved in Fig. 4i, which demonstrates the feasibility of the proposed algorithm.

Moreover, another two images Wheel and Buddha in Ref. [19] are used as the test
images to qualitatively and quantitatively evaluate the performance of the proposed
algorithm, as shown in Figs. 5a and 6a. The LOE algorithm [11], WT algorithm [12],
PCA algorithm [13], GFF algorithm [14], and BF algorithm [2] are used as the com-
parison algorithms to calculate the fused images. Adjusting the value of αn , multi-re-
focused images can be obtained according to Eq. (1). To speed up the data processing,
two refocused images whose focused regions are notably different are chosen as the
source images to be fused with the comparison methods, as shown in (b) and (c) of
Figs. 5 and 6, and the fused results are shown in (d–h) of Figs. 5 and 6. Choosing the
same αn , two basis-changed light field matrices can be calculated according to Eq. (9),
and the final fused images obtained by the proposed algorithm are shown in Figs. 5i
and 6i. The magnified local areas of the fused images of different algorithms are shown
in ( j) and (k) of Figs. 5 and 6. Comparing the sharpness degree of the magnified areas,
the GFF algorithm, BF algorithm and the proposed algorithm perform better than that
with the LOE algorithm, WT algorithm and PCA algorithm in general. In ( j) and (k)
of Figs. 5 and 6, the edge texture in the local regions (emphasized by the white dotted
rectangles) calculated by the proposed algorithm are clearer than that of the other com-
parison algorithms, which indicates that the image visual effect of the proposed angular
information based algorithm is better than that of the other spatial information based
algorithms. 

Considering the limitation of human vision, the qualitative evaluation may not re-
flect the fused image quality objectively, so the fused images are further quantitatively

f g h

i j

Fig. 4. Continued.
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evaluated. Since the available light field databases do not give the standard all-in-focus
images, three types of widely adopted image quality evaluation metrics are used to
evaluate the fused images of different algorithms. They are image feature-based index,

a b c

Fig. 5. Comparison of fused image Wheel. (a) the light field raw image; the refocused image at (b) α1 =
= 0.4, and (c) α2 = 0.85; (d–i) the fused image of LOE algorithm, WT algorithm, PCA algorithm, GFF al-
gorithm, BF algorithm and the proposed algorithm respectively; (j, k) the local magnified areas of the fused
images of different algorithms.

d e f

g h i

j k
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image structure similarity-based index, and human perception inspired index. The fea-
ture mutual information (FMI) [20] and phase congruency (PC) [21] belonging to the
image feature-based index, the modified structural similarity index (MSSI) [22] be-
longing to the image structure similarity-based index, and perceptual sharpness of im-

a b c

Fig. 6. Comparison of fused image Buddha. (a) the light field raw image; the refocused image at (b) α1 =
1.0, and (c) α2 = 5.5; (d–i) the fused image of LOE algorithm, WT algorithm, PCA algorithm, GFF algo-
rithm, BF algorithm and the proposed algorithm, respectively; ( j, k) are the local magnified areas of the
fused images of different algorithms.

d e f
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j k
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age (PSI) [23] belonging to the human perception inspired index are used as the image
quality evaluation functions.

The quantitative evaluation results of different algorithms are shown in the Table.
Greater value means better performance of the corresponding algorithm. The bold blue
value indicates the best value in the corresponding column, and the bold black value
indicates the second-best value. The distributions of the best and second best values
in the Table verify the advantage of the proposed algorithm. Analyzing the values of
different indices in the Table, the proposed algorithm performs best on the FMI and
PSI indices and second-best on the PC index. For the MSSI index, even though the
proposed algorithm performs worst on the Wheel image, the “worst” only reflects in
the third decimal place of the evaluation value.

In order to demonstrate the representativeness of the data shown in the Table, ten
light field raw images are used to calculate the fused images based on different algo-
rithms. The results of each evaluation index are averaged and the data distribution are
given in Fig. 7. By using the proposed algorithm, the fused image quality is best based
on the FMI, PC and PSI indices, and third-best based on the MSSI index, which further
demonstrates the effectiveness and stability of the proposed algorithm.

T a b l e. Performance evaluation indices comparison of different fusion algorithms based on Wheel
image and Buddha image.

Wheel Buddha

FMI PC MSSI PSI FMI PC MSSI PSI

LOE 0.6880 0.9131 0.9874 0.3260 0.4494 0.8321 0.9768 0.2542

WT 0.6733 0.9128 0.9872 0.3307 0.4388 0.8253 0.9762 0.2515

PCA 0.6748 0.9328 0.9902 0.2844 0.4569 0.8653 0.9826 0.2019

GFF 0.6898 0.9167 0.9884 0.3157 0.4506 0.8359 0.9827 0.2391

BF 0.6883 0.9108 0.9876 0.3291 0.4587 0.8370 0.9810 0.2501

Ours 0.6905 0.9198 0.9862 0.3406 0.4738 0.8423 0.9822 0.2767

Fig. 7. Average performance evaluation indices comparison of different fusion algorithms: (a) the average
values distribution of FMI; (b) the average values distribution of PC; (c) the average values distribution
of MSSI; and (d) the average values distribution of PSI.
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The advantages of the proposed algorithm can be also explained by Fig. 7. Since
the 4D light field matrices are directly fused in the proposed method while the 2D re-
focused images are fused in the other comparison algorithms, the proposed method is
more likely to preserve the original information from the source data, resulting in its bet-
ter performance in the information theory based index FMI. The edge feature is further
emphasized by the guided filtering in the proposed algorithm, for which the image fea-
ture based index PC is higher in the proposed algorithm. In the proposed method, since
the 4D light field matrices are fused directly and then filtered by the central sub-aper-
ture image, the structure of the light field is changed twice, resulting in the declined
MSSI index value. The macro-pixel difference function is established based on the in-
tensity perception of human vision in the proposed method, so the human perception
inspired index PSI of the proposed method is higher than that of the other algorithms.

5. Conclusions

Different from the traditional light field all-in-focus image acquisition algorithms
based on light field spatial information, an all-in-focus image fusion algorithm based
on light field angular information is proposed in this paper. Groups of 4D light field
matrices corresponding to different focused depths are calculated firstly by changing
the basis of the raw 4D light field, then the 4D light field matrices are fused and refined
by the guided filtering of the central sub-aperture image, and finally the all-in-focus
image is obtained by integrating the refined 4D light field matrix. In the 4D light field
matrix fusion, the macro-pixel energy difference caused by the light field angular dif-
ference is used to evaluate the sharpness degree and an all-in-focus image can be ob-
tained with higher quality. Experiment results demonstrate the effectiveness and the
stability of the proposed algorithm. Quantitative evaluation shows that the proposed
algorithm performs best on the information theory-based index and human perception
inspired index. 

Fig. 7. Continued.
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