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Preface

ACIIDS 2022 was the 14th event in a series of international scientific conferences on research and applica-
tions in the field of intelligent information and database systems. The aim of ACIIDS 2022 was to provide an
international forum for research workers with scientific backgrounds in the technology of intelligent information
and database systems and their various applications. The ACIIDS 2022 conference was co-organized by the Inter-
national University - Vietnam National University HCMC (Vietnam) and the Wrocław University of Science and
Technology (Poland) in cooperation with the IEEE SMC Technical Committee on Computational Collective Intel-
ligence, the European Research Center for Information Systems (ERCIS), Al-Farabi Kazakh National University
(Kazakhstan), the University of Newcastle (Australia), Yeungnam University (South Korea), Quang Binh Univer-
sity (Vietnam), Leiden University (The Netherlands), Universiti Teknologi Malaysia (Malaysia), Nguyen Tat Thanh
University (Vietnam), BINUS University (Indonesia), the Committee on Informatics of the Polish Academy of Sci-
ences (Poland) and Vietnam National University, Hanoi (Vietnam). ACIIDS 2022 was held in Ho Chi Minh City,
Vietnam, and was conducted as a hybrid event during 28-30 November 2022.

This volume contains abstracts of peer-reviewed papers selected for presentation from 406 submissions, with
each submission receiving at least three reviews in a single-blind process. It is the first time the Book of Abstracts
was published, but we will continue this in the future.

We would like to express our sincere thanks to the honorary chairs for their support: Arkadiusz Wójs (Rec-
tor of Wrocław University of Science and Technology, Poland) and Zhanseit Tuymebayev (Rector of Al-Farabi
Kazakh National University, Kazakhstan). We would like to thank the keynote speakers for their world-class ple-
nary speeches: Tzung-Pei Hong from the National University of Kaohsiung (Taiwan), Michał Woźniak from the
Wrocław University of Science and Technology (Poland), Minh-Triet Tran from the University of Science and the
John von Neumann Institute, VNU-HCM (Vietnam), and Minh Le Nguyen from the Japan Advanced Institute of
Science and Technology (Japan).

We cordially thank our main sponsors: International University - Vietnam National University HCMC, Hitachi
Vantara Vietnam Co., Ltd, Polish Ministry of Education and Science, and Wrocław University of Science and
Technology (Poland), as well as all of the aforementioned cooperating universities and organizations.

We thank the Special Session Chairs, Organizing Chairs, Publicity Chairs, Liaison Chairs, and Local Organizing
Committee for their work towards the conference. We sincerely thank all the members of the international Program
Committee for their valuable efforts in the review process, which helped us to select the highest quality papers for
the conference. We cordially thank all the authors and the other conference participants for their valuable contribu-
tions. The conference would not have been possible without their support. Thanks are also due to the many experts
who contributed to the event being a success.

December 2022 Krystian Wojtkiewicz
Rafał Palak

Marcin Jodłowiec
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G-Fake: Tell me how it is shared and I shall tell you if it is fake.

ABSTRACT

The propagation of fake news is an increasingly serious concern in social platforms, and designing methods to
automatically detect them and limit their spread is an important research challenge. Most existing methods rely
on inspecting the content of news to decide on their veracity, but this information is not always available. In this
paper, we present G-Fake (Graph-Fake), the first fake-news detection method that is entirely network-based. G-
Fake only relies on the sharing history of news items. It does not assume any information on the content of these
items (e.g. text or pictures), nor on the trustworthiness of users. In fact, G-Fake does not even require access
to the underlying social graph, nor to the interactions between users. Our experimental evaluation conducted on
real-world data shows that G-Fake can limit the spread of fake news in the earliest stages of propagation with an
accuracy of 96.8%.

I INTRODUCTION

Social networks have become the first information exchange platforms, gathering billions of active users. On these
platforms, anyone can share and propagate anything, including false information. For instance, Twitter was subject
to this kind of manipulation to influence the 2016 US presidential election [1]. The use of a human workforce
to fact-check the news and counter the propagation of fake ones is generally inefficient, and does not scale to the
immense volume of content shared on social media platforms. Clearly, this calls for automatic methods to solve
this problem - and they can be used to assist humans in charge of detecting false information.

Fake news can be seen as a data-science problem. Most approaches rely on analyzing the content of shared
news items, but this approach has significant limitations. A complementary approach involves exploiting the
underlying social graph, i.e., the graph of friendships or followers.

In this paper, we explore a novel approach that does not require access to either the underlying social graph
or the content of news items. As an alternative, we propose G-Fake, a new protocol that builds an influence
network from the history of shared news items, and uses this graph to effectively identify fake news early in the
dissemination process.

In other words, the data (1) we consider is simply the history of sharing actions of news items and their labels
(2). Sharing actions (3) are represented by a list of user identifiers, ordered by the time of sharing. Labels are
binary variables “fake”/“not fake”.

data = {item1, item2, . . . , itemN} (1)

itemi = (actionsi, labeli) (2)

actionsi = (user1
i ,user2

i , . . . ,userK
i ) (3)

The goal of G-Fake is to use a set of actions (tweeting, in the context of Twitter) related to some news items,
to classify the latter as fake or not fake.

II STATE OF THE ART

There are primarily three approaches to perform automatic fake-news detection. Most prevalent are content-based
approaches, which rely mainly on the content analysis of news items (e.g. text and pictures). Less common are
strategies based on reputation and credibility. They exploit the history of user involvement w.r.t. to fake news, and
attempt to estimate the reliability of news items based on the reputation of users who choose to share or not share
them. Finally, network-based approaches attempt to classify news items using the social-graph features and the
dissemination process. Numerous methods are hybrid, that is: they blend content-based methods with network- or
credibility-based methods.
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III ORIGINAL CONTRIBUTION

Our primary contribution is a novel, content-independent method for detecting fake news. We were able to ob-
tain good performance in identifying fake news despite having limited access to data, and we demonstrated that
unsupervised learning is helpful in extracting rich and meaningful user representations from social graphs.

IV METHODOLOGY

G-Fake assumes a realistic view of the environment. It only accesses the history of sharing actions. This can, of
course, be achieved by the social network owner but also by third parties (external observers) that have access to
very limited data. G-Fake is itself composed of three sub-protocols, each interesting in its own right. The first
protocol is a fast and lightweight social influence graph construction method. The second is a deep-learning-based
graph-embedding method that derives rich representations of users, reflecting their sharing patterns. The third
protocol is a content-agnostic, network-based approach for fake-news detection.

V RESULTS

Using only the first 30 sharing actions (for each news item), G-Fake is able to achieve excellent results: 96.8% in
accuracy, 85.5% in F1-score and 92.0% in precision for the fake-news class, but also 98.2% in F1-score and 97.5%
in precision for the real-news class. We also demonstrated that our method for recovering influence graphs is as
effective as the Netrate [2] algorithm, but significantly faster for detecting fake news.

VI EVALUATION

We test G-Fake using a real-world dataset, FakeNewsNet, which contains 21,595 annotated news articles, over 1.7
million tweets, and over 500,000 users. We divided the dataset into two comparable subsets (training set and test
set). Since the dataset is unbalanced, we evaluate the performance of the classifier using not just accuracy, but also
precision, recall, and F1-score by class to determine how well the model can detect fake news.

VII CONCLUSIONS

Our findings strongly indicate that content-agnostic and privacy-preserving machine learning is feasible, partic-
ularly for automatic fake-news detection. Our findings pave the way for third parties to effectively combat the
propagation of fake news.
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ABSTRACT

Super-resolution reconstruction is a common term for a variety of techniques aimed at enhancing spatial resolution
either from a single image or from multiple images presenting the same scene. While single-image super-resolution
has been intensively explored with many advancements proposed attributed to the use of deep learning, multi-image
reconstruction remains a much less explored field. The first solutions based on convolutional neural networks were
proposed recently for super-resolving multiple Proba-V satellite images, but they have not been validated for
enhancing natural images so far. Also, their sensitiveness to the characteristics of the input data, including their
mutual similarity and image acquisition conditions, has not been explored in depth. In this paper, we address this
research gap to better understand how to select and prepare the input data for reconstruction. We expect that the
reported conclusions will help in elaborating more efficient super-resolution frameworks that could be deployed in
practical applications.

I INTRODUCTION

Super-resolution is a process of creating a high-resolution image with more details visible from a low-resolution
image (or from many images) that show the same scene. If there are multiple low-resolution images available, then
each of them carries a different part of the information necessary to create a high-resolution image that we need.

Such techniques may be beneficial, especially if we do not have a camera that can capture an image that is
large enough. For example, such limitations exist for satellite images—we cannot get closer to the Earth to take a
picture at higher resolution, but we can take many pictures of the same area to generate a higher-resolution image
with more details visible afterward.

II STATE OF THE ART

There have been many methods proposed for super-resolution which are based on deep learning [3]. At first, they
were developed for enlarging single images, as this is an easier task to do using a deep neural network, but later the
methods that operate from many images were also proposed [1]. Such techniques use a neural network to do the
job—a low-resolution image (or images) are presented to the network input, and the network is expected to return
an enlarged image. Of course, the network must be trained to do so using a large number of image pairs. Each
pair contains a low-resolution image together with a high-resolution one that shows the same scene. In this way,
the network learns how to enlarge the images and it should be able to do it well for images which it has not seen
during training.

III ORIGINAL CONTRIBUTION

In this paper, we wanted to answer the question of what to do if we have a large number of input images available.
Is it better to use all of them or to exploit just some of them? How to select the good ones? How many images do
we need to say we have enough of them? If it is possible, how should we capture such small images? Should they
be captured in the same lighting conditions, or each one using a different light?

We have taken an attempt to answer the above questions, and here we present our conclusions. They may be
helpful for those who want to apply super-resolution techniques in practice, and they may also help in developing
better super-resolution methods in the future.
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Input Enlarged (max. sim.) Enlarged (min. sim.) Real large image

Figure 1: Outcome of RAMS for the scene with simulated low-resolution input (a), and for two scenes with real
low-resolution input (b, c). The input images were selected based on maximized and minimized mutual similarity.

IV METHODOLOGY

In the reported research, we use one of the recent techniques for super-resolution that process multiple images—
a residual attention model (RAMS) [2] which was developed for enlarging satellite images. We use a model
trained using the images captured by the Proba-V satellite, and we use it for enlarging different kinds of images,
including synthetic, natural, and satellite ones. We have considered several cases in which we checked the outcome
depending on whether the input images are most similar to each other or most different from each other. Also, we
considered different lighting conditions, including regular light, flash lamp, and a sidelight.

V RESULTS

An example of the obtained results is shown in Figure 1. We present the original small input image, enlarged
images from most similar (max. sim.) and most different (min. sim.) input images, and the real large image. It
can be seen that the best outcome was obtained from most different images—for example, note the details in the
hat in (b). Also, we found out that if the differences among the input images are high, then increasing the number
of input images improves the final outcome. On the other hand, it occurred that combining input images acquired
under different lighting conditions is not beneficial and results in obtaining a blurred outcome.

VI CONCLUSIONS

The reported study showed that the selection of input images has a significant impact on the obtained outcome
of super-resolution. This definitely requires further investigation, however, our initial results suggest that the best
outcome is obtained from images that differ between each other, provided that they were acquired in similar lighting
conditions. This observation is important for practical applications of super-resolution, and it may be helpful in
developing methods for preprocessing the input images before they are subject to the enlargement process.
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Layer-wise Optimization of Contextual Neural Networks with Dynamic Field of Aggregation

ABSTRACT

This paper includes a presentation of experiments performed on Contextual Neural Networks with a dynamic
field of view. It is checked how their properties can be affected by the usage of not-uniform numbers of groups
in different layers of contextual neurons. Basic classification properties and activity of connections are reported
based on simulations with H2O machine learning server and Generalized Backpropagation algorithm. Results
are obtained for data sets with a high number of attributes (gene expression of bone marrow cancer and myeloid
leukemia) as well as for standard problems from UCI Machine Learning Repository. Results indicate that layer-
wise selection of numbers of connection groups can have a positive influence on the behavior of Contextual Neural
Networks.

I INTRODUCTION

Common neural network model types analyze all inputs of their neurons for every data vector. Such a solution
forces the model to store all internal connections active whenever the model is utilized. This feature limits their
capabilities of analyzing contextual relations which can be found in data. Contextual Neural Networks (CxNNs)
bypass this problem by introducing a novel architecture.

The schema of input signals processing by contextual neurons in CxNNs reflects the idea of the scan-path
theory which was developed by Stark to mimic the human sensory system. This is achieved by the usage of
neuronal aggregation functions which perform conditional, multi-step accumulation of input signals. Therefore
every single contextual neuron can calculate its output based on different subsets of inputs in relation to different
data vectors. As a result, data sets can be processed more accurately and with lower time and energy costs. The
paper covers the analysis of Contextual Neural Networks (CxNN) with different numbers of connection groups in
different layers of neurons. Especially, three patterns of numbers of groups in hidden layers have been considered
(from inputs to outputs): increasing, decreasing and constant (uniform).

II STATE OF THE ART

The main elements of CxNNs are neurons with multi-step aggregation functions. Such neurons can aggregate
signals from their all or only selected inputs depending on the data vector being processed. Such possibility makes
CxNN generalization of Multilayer Perceptron (MLP) model of which neurons analyze signals from all their inputs
and without any relation to data. It was shown that conditional, multi-step aggregation functions – in comparison
to MLP – can notably increase classification accuracy and decrease its computations cost.

Current knowledge about Contextual Neural Networks covers mostly models in which every hidden neuron
in a CxNN network uses the same count of groups K. The architecture presented in [1] considers layer-wise
assignments of groups for neurons with Constant Field of Aggregation (CFA).

III ORIGINAL CONTRIBUTION

The paper introduces the results and their analysis from the experiment which verifies if the properties of Contex-
tual Neural Networks with a dynamic field of aggregation (implemented by SIGMA-IF neurons) can be modified
by layer-wise optimization based on mentioned patterns of numbers of groups. We extend our previous analysis
using not-uniform patterns of numbers of groups in CxNNs with SIGMA-IF aggregation function.
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IV METHODOLOGY

We have used experimental methodology to verify our hypotheses. The experiment has been conducted on a
dedicated H2O machine learning server for standard problems from UCI Machine Learning Repository, as well
as for real-life data sets with a high number of attributes (gene expression of bone marrow cancer and myeloid
leukemia). Six datasets have been analyzed: Breast cancer, Crx, Golub, Heart disease, Sonar and Soybean. We
have simulated four-layer CxNN with SIGMA-IF neurons to observe how their properties change for different
layer-wise patterns of connection groups. All networks had two hidden layers. Each of the layers was built of ten
SIGMA-IF units. One-hot and one-neuron-per-class unipolar encodings were used to construct input and output
layers. The following patterns of numbers of groups were considered: increasing (G1471), decreasing (G1721,
G1741) and constant (G1771).

V RESULTS

Obtained results show that nonuniform number patterns of connection groups can significantly modify results
achieved by CxNN models. Especially, the decreasing pattern of number of connection groups seems to increase
the chances of creation of CxNNs with higher average classification accuracy. This has been observed both for
G1721 and G1741 patterns, but the former leads to a stronger effect. Additionally, for G1721 pattern, four out
of six data sets generated outcomes with decreased standard deviation of classification accuracy. It can be also
noticed that usage of layer-wise decreasing patterns of numbers of groups (G1741 and G1721) decreases activity
of hidden connections of CxNNs. The effect is stronger for G1721 – in this case lowered activity of connections
can be observed for four out of six analyzed data sets.

Similar behavior was earlier observed for CxNNs with CFA aggregation function and in both cases it was
unexpected. This is because single contextual neurons with lower number of groups typically present higher
activity of input connections. The most evident case of such relation is contextual neuron with only one group,
which by default has maximal, 100% activity of connections.

VI EVALUATION

Measurements of classification accuracy obtained for test data are presented in Table 1.

Table 1: Average activity and its standard deviation of hidden connections of considered CxNNs with SIGMA-IF
neurons and various patterns of numbers of groups in the hidden layers.

Dataset G1441 [%] G1771 [%] G1471 [%] G1741 [%] G1721 [%]
Breast cancer 3.2 ± 1.7 4.8 ± 1.8 4.6 ± 2.9 3.8 ± 3.1 3.7 ± 2.8
Crx 12.7 ± 4.6 12.5 ± 4.7 12.4 ± 4.3 11.6 ± 4.4 10.2 ± 1.6
Golub 7.2 ± 0.4 7.6 ± 0.3 7.3 ± 0.4 6.7 ± 0.2 6.3 ± 0.3
Heart disease 11.5 ± 4.8 12.8 ± 4.7 11.2 ± 3.9 11.6 ± 4.3 11.2 ± 4.3
Sonar 7.4 ± 2.0 6.7 ± 1.4 6.8 ± 1.8 7.8 ± 1.6 5.4 ± 1.2
Soybean 4.6 ± 1.7 4.2 ± 1.5 4.5 ± 1.3 4.7 ± 1.6 3.1 ± 1.1

.

VII CONCLUSIONS

To our best knowledge, this study is the first to present in practice that GBP algorithm can successfully build CxNN
models constructed of SIGMA-IF neurons when layer-wise setting of numbers of connection groups is used. This
suggests that GBP method can be further extended with automatic optimization of numbers of connection groups
– both in ‘per-neuron’ and layer-wise modes.
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SIMPLIFIED TITLE

Ciphertext behaviour in modes of operation using multiple encryption

ABSTRACT

This paper explores the Advance Encryption Standard (AES) block cipher in Electronic Code Book (ECB), Cipher 
Block Chaining (CBC), Output Feedback (OFB) and Cipher Feedback (CFB) modes of operation to compare the 
characteristic properties of ciphertext, and to compare the block complexity level of building ciphertext schemes using 
the methodology of periodic regularities.

This paper investigates the features of four block modes of operation, which includes two analytical principles: the first 
principle, which defines periodicity with respect to the ciphertext; and the second, which includes the principle of  
repeated cipher iterations, to react the characteristic manifestations of the ciphertext, under certain control input data. In 
accordance with the above principles, the results of analysis of the regularities of ciphertext with respect blocks and with 
respect encryption iterations were shown in tables and respectively in obtained formulae. Package Matplotlib of the  
Python programming language was used for graphical visualization ciphertexts of first iteration of encryption on all  
investigated modes of operation under different key sizes. The implementation of AES algorithm and obtaining 
encryption results were performed using package Crypto.

I INTRODUCTION

This paper investigates the AES block cipher in four modes of operation: ECB, CBC, OFB, and CFB [1, 2]. Block 
ciphers handle a text of a constant length, called the block size. Modes of operation are such special constructions  
designed to enhance the cryptographic strength of block ciphers and ensure the confidentiality of information [3]. In 
this paper, the following encryption modes were investigated: ECB, CBC, OFB and CFB, using the example of the 
AES block cipher. The study was conducted by the method of multiple encryptions to study the schemes for  
constructing modes of operation. The paper consists of an introduction, a central part: an analysis of behavioral 
characteristics in the modes of operation and a conclusion.

II STATE OF THE ART

In this paper, analysis of ciphertext behaviour was done for four modes of operation: ECB, CBC, OFB and CFB 
under certain control data. The analysis consists of identifying the periodicity of the ciphertexts. The authors applied 
method of  multiple  encryptions to  analyze of  ciphertexts  in  four  modes of  operation for  a  128-bit  key.  The 
visualization technique in Python programming language using the package Matplotlib was applied to visualize the 
behaviour of changes in the dynamics of the ciphertexts under different key sizes. The implementation of the AES  
algorithm and obtaining encryption results were carried out using the package Crypto.

III ORIGINAL CONTRIBUTION

The scientific novelty of the research consists in identifying the main characteristics of the ciphertext behaviour and 
in the detect the periodicity of ciphertexts by method of multiple encryptions in the analysis of schemes for the  
construction of modes of operation on the example of the AES block cipher in investigated modes of operation.
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IV METHODOLOGY

To determine the level of complexity and identify the distinctive characteristics of modes of operation, the method 
of multiple encryption iterations was applied as an exploratory technique under certain control input data to obtain 
reactions of characteristic manifestations of the encrypted text. The implementation of AES algorithm and obtaining 
encryption results were performed using the package Crypto and performed work related to experimental research. 

V RESULTS

In the paper, the first object of research was selected the ECB mode, where all encryption results are periodic  
sequences relative to each block. Then for research, the CBC, OFB and CFB modes were selected, respectively.  
Under certain control data in the three modes of operation: CBC, OFB and CFB, the periodicity relative to the blocks 
was not detected, and a multiple encryption approach was applied for them. As a result of the exploration of the 
CBC, OFB and CFB modes, certain relations were identified, which were represented in tables and in formulae. In  
CBC mode, with multiple encryption iterations, a symmetric matrix was obtained, the elements of the main diagonal 
of which correspond to the result of encryption in ECB mode. We observe a connection between ECB and CBC 
modes: the ciphertext of the first block of n iterations in ECB mode corresponds to the ciphertext of the first iteration 
of n blocks in CBC mode. In the OFB mode, there is an obvious periodicity with respect to encryption iteration,  
where at odd iterations, the ciphertext corresponds to the ciphertext of the first iteration. At even iterations, the  
ciphertext corresponds to the plaintext, which is reflected in the formula. In this mode, the encryption algorithm  
matches the decryption algorithm, so we can encrypt and decrypt messages with the encryption algorithm. In CFB  
mode, a sequence of repetitions was determined, which changed in accordance with the geometric progression 
formula for detecting the period (absolute cycle) for n block ciphertext.

VI EVALUATION

In accordance with the above principles, the results of analysis of the regularities of ciphertext with respect to 
blocks and with respect to encryption iterations were shown in tables and respectively in obtained formulae, which 
will allow to take a new look at the problems level of complexity of schemes of modes of operation and strength of 
encryption algorithms.

VII CONCLUSIONS

All encryption results were obtained using the Python programming language using the packages: Matplotlib and 
Crypto. From the received results of the analysis of the ciphertext behaviour in investigated modes of operation using 
the example of the AES block cipher, the authors plan further research and development of an expert system model to 
analyze and estimate the level of complexity of schemes of modes of operation, to detect periodicity of ciphertexts and 
recognize different modern cryptographic ciphers with the assistance machine learning tools.
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SIMPLIFIED TITLE

An Extended LDA Model for Topic Hierarchy and Discovery.

ABSTRACT

The success of topic modeling algorithms depends on their ability to analyze, index and classify large text corpora.
These algorithms could be classified into two groups where the first one is oriented to classify textual corpus ac-
cording to their dominant topics such as LDA, LSA and PLSA which are the most known techniques. The second
group is dedicated to extract the relationships among the generated topics like HLDA, PAM and CTM.
However, each algorithm among these groups is dedicated to a single task and there is no technique that makes it
possible to carry out several analyses on textual corpus at the same time.
In order to cope with this problem, we propose here a new technique based on LDA topic modeling to automati-
cally classify a large text corpora according to their relevant topics, discover new topics (sub-topics) based on the
extracted ones and hierarchy the generated topics in order to analyse data more deeply.
Experiments have been conducted to measure the performance of our solution compared to the existing techniques.
The results obtained are more than satisfactory.

I INTRODUCTION

n recent years, there has been an exponential growth in the number of complex documents and texts that require a
deeper understanding of machine learning methods to be able to accurately classify texts in many applications[1].
So, it requires using new techniques or tools that deals with automatically organizing, searching and indexing a
large collection of textual documents, in order to have a better way of managing the explosion of electronic docu-
ment archives[2].
Topic modeling has demonstrated a good performance in this task. However, the existing topic modeling tech-
niques are dedicated to a single task (Topic generation and text classification, Topic hierarchy and extracting corre-
lated topics) and there is no technique that makes it possible to carry out several analyses at the same time. In order
to overcome these challenges, we provide a new approach consisting of automatic large text corpora classification
based on the LDA [3] topic model which provides a powerful tool for discovering and exploiting the hidden topics
structure in large text archives and it can easily used as a module in more complicated models for more complex
goals[2].

II STATE OF THE ART

The Latent Semantic Analysis (LSA), Probabilistic Latent Semantic Analysis (PLSA) and Latent Dirichlet Allo-
cation (LDA) topic models can only find topics in a flat structure, but fail to discover the hierarchical relationship
among topics. These topic model categories cannot discover structural relations among topics, thus losing the
chance to explore the data more deeply. An alternative model that not only represents the topic correlations, but
also learns them, is the Correlated Topic Model (CTM).
Thus, in CTM topics are not independent, however, note that only pairwise correlations are modeled and the num-
ber of parameters in the covariance matrix grows as the square of the number of topics.
Hierarchical topic modeling has the capability of learning topics, as well as discovering the hierarchical topic
structure of text data.
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III ORIGINAL CONTRIBUTION

Our approach named LDA+ and it is able to (i) automatically classify documents from a heterogeneous corpus
according to their dominant topics, (ii) automatically discover new topics (sub-topics) from the extracted ones in
order to analyse the data more deeply, and (iii) automatically hierarchy the generated topics which facilitate the
data analysis and interpretation tasks.

IV METHODOLOGY

In order to achieve our objectives we evaluated our approach based on experimental study.
Moreover, we used LDA Topic Model not only to classify documents into topics but also the originality of our
approach resides in discovering and generating new topics from existing ones, which allows to discover the sub-
topics of each extracted one and analyze the data in greater depth. Then we integrated the hierarchical clustering
to find the hierarchical relationships between topics.
The originality of our approach reside also in the automation of LDA parameters initialization based on coherence
measure. So we used the optimum parameters values for each used corpus.

V RESULTS

With the application of our approach we can have several results: in a first place we generate topics from the used
corpus in order to classify documents according to their relevant topics which give the user an overview of his
documents topics and the terms which represents each generated one.
In a second place, we will have the possibility to discover new topics from the already extracted ones by and finally
we will have a hierarchical representation of the topics.

VI EVALUATION

Our experiments aimed at comparing well-known topic modeling techniques such as LSA, PLSA, LDA, CTM,
HLDA, PAM and our approach (LDA+) in order to evaluate the quality of the extracted and discovered topics as
well as the performance of each method with a different corpus size.
We implement and experiment these techniques on the same dataset and with the same parameters setting. We
evaluate the results using the coherence measures which help distinguish between topics that are semantically
interpretable topics and topics that are artifacts of statistical inference and run-times.
The evaluation study shows that our approach LDA+ absolutely outperforms the existing techniques.

VII CONCLUSIONS

Our approach can be used in several fields in order to properly manage large amounts of textual data. This man-
agement can be summarized in the probabilistic classification of documents by topic and by the discovery of new
ones as well as the extraction of the hierarchy between the extracted themes. All these results can be obtained with
the use and the application of our LDA+ approach.

REFERENCES

[1] KAMRAN KOWSARI, KIANA JAFARI MEIMANDI, M. H. S. M. L. B., AND BROWN., D. Text classification
algorithms: A survey.

[2] RUBAYYI, A., K. A. A survey of topic modeling in text mining.

[3] ZHIYUAN LIU, Y. L., AND SUN, M. Representation Learning for Natural Language Processing. Springer,
ISBN 978-981-15-5573-2 (eBook) https://doi.org/10.1007/978-981-15-5573-2., 2020.

Reproduced with permission from Springer Nature 2Reproduced with permission from Springer Nature 10



DOI: https://doi.org/10.1007/978-3-031-21743-2_1
Link to repository: https://github.com/Dennis1989/textClust-experiments

Keywords: stream clustering, text mining, concept drift

Textual One-Pass Stream Clustering with Automated
Distance Threshold Adaption

Dennis Assenmacher[0000-0001-9219-1956], Heike Trautmann 2[0000-0002-9788-8282]

dennis.assenmacher@gesis.org,trautmann@uni-muenster.de
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Textual One-Pass Stream Clustering with Automated Distance Threshold Adaption

ABSTRACT

Stream clustering is a technique capable of identifying homogeneous groups of observations that continuously
arrive in a digital stream. In this work, we inherently refine a TF-IDF-based text stream clustering algorithm by the
introduction of an automated distance threshold adaption technique for document insertion and cluster merging,
improving the performance during distributional changes in the data stream. By conducting a thorough evaluation
study, we show that our new fast approach outperforms state-of-the-art one-pass and batch-based stream clustering
algorithms on various existing benchmarking datasets as well as a newly introduced dataset that poses additional
challenges to the community. Moreover, we find that current evaluation approaches in the field of textual stream
clustering are not adequate for a sound clustering performance assessment of evolving distributions. We thus
demand the utilization of time-based evaluation.

I INTRODUCTION

Stream clustering is concerned with identifying homogeneous groups of observations in an unsupervised manner.
While traditional offline algorithms allow iterating over incoming data objects multiple times, this is not feasible
for large, potentially unbounded data streams. While different algorithms were presented in the past, they suffer
from susceptible parameter settings that profoundly impact the algorithm’s performance. Within this work, we
enhance an existing text-based stream clustering algorithm that works on TF-IDF representations. We propose
a technique to automatically set a crucial distance threshold and adjust it over time to account for distributional
changes.

II STATE OF THE ART

II.1 Algorithms

Recently a plethora of different stream-clustering algorithms have been proposed. Typically they are model-based
or belong to the vector-space category and allow either batch processing or are restricted to one-time passes over
the data. Most existing algorithms require parameters that highly influence the final cluster solution quality. Often
those parameters are not trivial to set and highly depend on the underlying data distribution.

II.2 Datasets

There currently are only a handful of well-established benchmarking datasets available. Existing datasets such as
News-T or Tweets-T are small in size and provide clear class boundaries.

III ORIGINAL CONTRIBUTION

We extend textClust, a text-based stream clustering algorithm that works on TF-IDF representations of cluster
centers. The algorithm assigns a new observation to an existing cluster if it is close to it (according to the cosine
distance); otherwise, a new cluster is created. The distance threshold determining if a cluster is close enough is a
sensitive method parameter that can profoundly impact the final cluster performance. We introduce a mechanism
to automatically determine and adapt this parameter based on the current data stream and cluster distribution.
Additionally, we enhance the existing cluster merging approach similarly by combining those clusters that are in
close proximity, considering the current and previous inter-cluster distances. Besides algorithmic improvements,
we also publish a new Twitter benchmarking dataset that poses additional challenges to existing alternatives in
terms of size and complexity.
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IV METHODOLOGY

Our study is of theoretical nature (algorithm development). To evaluate our new technique’s performance, we
conduct several experiments.

V RESULTS

The new textClust method outperforms competitors on most of the tested datasets. The newly introduced op-
tion to adjust the distance threshold automatically proved robust in different settings. Therefore it can be considered
a superior alternative to manual specification. Our new dataset Trends-T challenged existing stream-clustering
methods because of its high number of observations and diffuse class boundaries.

VI EVALUATION

We evaluate the proposed method in a series of experiments on different benchmarking datasets, including our
newly introduced Twitter corpus. We test for various external clustering performance metrics such as Homogeneity,
Completeness, and Normalized Mutual Information. The algorithms are evaluated globally and interval-based,
providing additional insights into how they react and adapt to distributional changes over time.

VII CONCLUSIONS

Our new, improved version of textClust1 can compete with existing text-based one-pass stream clustering
algorithms and outperform them on various datasets. At the same time, we inherently simplify the practical utiliza-
tion of the algorithm by removing the burden of selecting a sensitive distance threshold manually. Our automatic
approach proved to perform appropriately under different domain and stream settings. Our results indicate that
similar to previous observations, TF-IDF-based stream clustering algorithms, despite their simplicity, are tough,
hard-to-beat baselines. With the introduction of our new dataset, we found that existing approaches still struggle
in more complex scenarios and with larger streams. Therefore, future research should focus on the development of
benchmarking suites.

1The algorithm is now part of the Python framework River - https://github.com/online-ml/river
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ABSTRACTIVE TEXT SUMMARIZATION

ABSTRACT

We live in a digital  era -  an era of technology, artificial  intelligence, big data,  and information. The data and 
information on which we depend to fulfil several daily tasks and decision-making can become overwhelming to deal 
with and requires effective processing. This can be achieved by designing improved and robust automatic text 
summarization systems. These systems reduce the size of text document while retaining the salient information. The 
resurgence  of  deep  learning  and  its  progress  from the  Recurrent  Neural  Networks  to  deep  transformer  based  
Pretrained Language Models (PLM) with huge parameters and ample world and common-sense knowledge have 
opened the doors for huge success and improvement of the Natural Language Processing tasks including Abstractive 
Text Summarization (ATS). This work surveys the scientific literature to explore and analyze recent research on pre-
trained language models and abstractive text summarization utilizing these models. The pretrained language models 
on abstractive summarization tasks have been analyzed quantitatively based on ROUGE scores on four standard 
datasets while the analysis of state-of-the-art ATS models has been conducted qualitatively to identify some issues 
and challenges encountered on finetuning large PLMs on downstream datasets for abstractive summarization. The 
survey further highlights some techniques that can help boost the performance of these systems. The findings in  
terms of performance improvement reveal that the models with better performance use either one or a combination of 
these strategies: (1) Domain Adaptation, (2) Model Augmentation, (3) Stable finetuning, and (4) Data Augmentation.

I INTRODUCTION

With  the  current  information  and  communication  technologies  in  place,  more  and  more  people  are  getting 
connected through the world wide web. This has resulted in a tremendous explosion of unstructured data via  
emails,  online  workspaces,  shopping  websites,  blogs,  journals,  articles,  digital  libraries,  and  social  media 
websites. This data needs to be handled effectively to allow for the useful and efficient consumption of data.  
Automatic summarization systems can alleviate this issue by compressing the size of data while retaining only the 
significant information from it.

With  neural  network  architectures  like  the  Recurrent  Neural  Network  (RNN),  Long  Short-Term  Memory 
(LSTM), and other variants, the performance of existing summarization models has improved to a reasonable  
extent, but the downside is that these models require large datasets to be trained on. If sufficient data is not  
available, the performance of the summarization model is degraded. However, large resource training datasets are  
not always available. It becomes very expensive and time-consuming to manually annotate a large dataset. 

Based on the transfer learning paradigm of deep learning, the current Pretrained Language Models (PLM) are 
based on the Transformer architecture and possess massive parameters. These models have been pre-trained with  
specific objectives on huge resources in an unsupervised manner and possess a good deal of real-world and 
common-sense  knowledge.  PLMs-based  ATS models  work  well  on  low-resource  datasets.  However,  certain 
challenges are still associated with these models.

This research work analyses PLMs for abstractive summarization tasks and identifies challenges for PLMs-based 
summarization models through a literature review while indicating some improvement strategies from state-of-
the-art models that can be opted to design future summarization models with better performance. 

II STATE OF THE ART

Neural Abstractive text summarization is inspired by neural machine translation. It is a sequence-to-sequence 
modeling problem where an input sequence (source text) is  processed to produce an output sequence (target  
summary). The initial models were built on top of RNN/LSTM/GRU architectures and the attention mechanism.  
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Later, these models evolved with the emergence of Transformer architecture. The Transformer architecture is at 
the core of current PLMs.

II.1 Transfer Learning

Abstractive text summarization using PLMs occurs via Transfer Learning. It is a process where large pre-trained language 
models are finetuned on the downstream summarization datasets. This results in the transfer of knowledge from the PLM 
to improve the target task.

III ORIGINAL CONTRIBUTION

As a literature review, this study contributes an analysis of recent pre-trained language models including UNILM, 
BART,  MASS,  PEGASUS,  T5,  LED,  and  BIGBIRD specifically  for  abstractive  summarization  tasks  on  four 
standard datasets (CNN/Daily mail, XSum, Gigaword, ArXiv) using ROUGE scores, identifies some issues with 
these systems, and highlights some strategies for performance improvement of PLM-based summarization systems.

IV METHODOLOGY

This study is a literature review and follows the methodology for finding and collecting the articles for review. 
Later, it uses quantitative and qualitative analysis methods to analyze and present its findings.

V RESULTS

The results of the analysis of the PLMs on abstractive summarization datasets using ROUGE scores reveal that  
BART and PEGASUS perform competitively on CNN/Dailymail dataset, PEGASUS gives high performance on 
both XSum and Gigaword datasets while BIGBIRD and LED perform equally well in terms of R1 on the ArXiv 
dataset.

The identified challenges in the fine-tuning process include Catastrophic Forgetting, Representational Collapse,  
Overfitting/underfitting, and Few-shot domain transfer.

The indicated strategies for designing better abstractive summarization systems are, domain adaptation, model 
augmentation, better/regularized finetuning, and data augmentation.

VI EVALUATION

Evaluation of the reviewed literature has been done using critical reading. The assumptions are reliable sources,  
useful, relevant, and recent research papers.

VII CONCLUSIONS

This article presents a comprehensive overview of neural abstractive text summarization. The emphasis is on the  
latest trends - the use of pre-trained language models for the task of abstractive text summarization. The survey 
presents  multiple  outcomes,  including,  an  analysis  of  PLMs on  abstractive  summarization  tasks,  issues  in  the 
finetuning  process,  and  performance  improvement  techniques.  The  problems in  the  finetuning  process  include 
catastrophic forgetting, representational collapse, model overfitting/underfitting, few-shot domain transfer, and low-
quality generalization. Future research efforts may be directed toward tackling these challenges effectively. The 
performance improvement techniques include domain adaptation, model augmentation, stable finetuning, and data 
augmentation.  We  expect  this  survey  will  provide  the  abstractive  summarization  models  to  the  research 
community with the latest trends, useful insights, and future research directions to design and develop better  
abstractive summarization models.
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soning

ABSTRACT

Trust relationship is one of the kinds of reciprocal relationship and basis of communications among agents, espe-
cially in open and decentralized systems, e.g., Public Key Infrastructure (PKI). In such systems, it is difficult to
know whether an agent that is required to communicate with us can be trusted or not. Thus, it is indispensable
to calculate the degree of trust of the target agent by using already known facts, hypotheses, and observed data.
Trust reasoning is a process to calculate the degree of trust of the target agents. Although the current extension of
reciprocal logic is an expectable candidate for a logic system underlying trust reasoning, it has a limitation when
we deal with trust messages from other agents as a proposition. From the viewpoint of predicate logic, the current
extension of reciprocal logic deals with messages from other agents as countable objects and are represented as
individual constants. However, Demolombe represents messages from other agents as a proposition. From the
viewpoint of expressive power, Demolombe’s approach is better and the current extension of reciprocal logic is
not enough. Following the Demolombe’s approach, we introduced modal operators Bel and In f and add several
axioms to the current extension of reciprocal logic and a case study of trust reasoning based on the proposed
extension in PKI is also presented.

I INTRODUCTION

The trust relationship is one of the important reciprocal relationships in our society and cyber space. Trust reason-
ing is one of the calculation methods used to calculate the degree of trust or to decide which target can be regarded
as a trust one. It is an indispensable process to establish trustworthy and secure communication under open and
decentralized systems that include multi-agent systems. The logic-based trust reasoning method can be applied to
various target domains because formalization based on logic is qualitative and abstract.

Although we need a logic system underlying trust reasoning, there is no such logic system. The logic system
underlying trust reasoning should satisfy the following two conditions: 1) the logic system is suitable for reasoning
rather than proving, and 2) the logic system can deal with trust properties that are pointed out in previous works
about trust reasoning [3]. A logic system that satisfies the two conditions is demanded to realize logic-based trust
reasoning.

The purpose of our study is to propose the logic system underlying trust reasoning. We proposed extended
reciprocal logic by introducing trust properties suggested by Demolombe [3] into reciprocal logic [2]. We also
showed a case study in Public Key Infrastructure (PKI) to explain the usage of the proposed logic system.

II STATE OF THE ART

Several logic systems for trust reasoning were proposed. Their advantage is to deals with various trust properties.
Especially, Demolombe [3] represents several trust properties, i.e., sincerity, validity, vigilance, credibility, cooper-
ativity, and completeness, as logical formulas by using two modal operators Bel and In f . Although the expressive
power is enough, the logic systems are not suitable for reasoning because they are based on classical mathematical
logic and its conservative extension. Through studies about relevant logics, as known, classical mathematical logic
and its conservative extension are not suitable for reasoning.

Reciprocal logic [2] is an expectable candidate for a logic system underlying trust reasoning because it can deal
with simple trust relationship and is suitable for reasoning. Reciprocal logic is a family of strong relevant logic
that is suitable for logic systems underlying reasoning rather than classical mathematical logic and its conservative
extensions. However, reciprocal logic cannot deal with the trust properties that Demolombe represented. The
expressive power of reciprocal logic is not enough for a logic system underlying trust reasoning.
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We proposed an extension of reciprocal logic by introducing trust properties [1]. However, the expressive
power of the extension is not enough to represent trust reasoning in multi-agent systems.

III ORIGINAL CONTRIBUTION

We proposed a new extension of reciprocal logic, named “extended reciprocal logic”, by introducing trust proper-
ties proposed by Demolombe [3] into reciprocal logic [2]. We also showed a case study in Public Key Infrastructure
(PKI) to explain the usage of the proposed logic system.

IV METHODOLOGY

At first, we add a predicate “TR(pe1,pe2,PROP)” where pe1 and pe2 are agents, and PROP is an individual con-
stant that represents trust properties: sincerity, validity, completeness, cooperativity, credibility, and vigilance into
reciprocal logic. Secondly, we introduced two modal operators “Beli(A)” (an agent i believes that a proposition
A is true) and “Inf i, j(A)” (an agent i has informed an agent j about A) used in Demolombe’s logic system into
reciprocal logic to represent the trust relationship between agents and messages that comes from other agents.

Finally, we add new axioms into reciprocal logic. The axioms are as follows. ERcL1: ∀i∀ j(TR(i, j,sincerity)⇒
(Inf j,i(A)⇒ Bel j(A))). ERcL2: ∀i∀ j(TR(i, j,validity)⇒ (Inf j,i(A)⇒ A)). ERcL3: ∀i∀ j(TR(i, j,vigilance)⇒
(A⇒ Bel j(A))). ERcL4: ∀i∀ j(TR(i, j,credibility)⇒ (Bel j(A)⇒ A)). ERcL5: ∀i∀ j(TR(i, j,cooperativity)⇒
(Bel j(A)⇒ Inf j,i(A))). ERcL6: ∀i∀ j(TR(i, j,completeness)⇒ (A⇒ Inf j,i(A))).
BEL: ∀i(Beli(A⇒ B)⇒ (Beli(A)⇒ Beli(B))).

Let RcL be all axioms of reciprocal logic. Our new extension, named extended reciprocal logic, is RcL∪
{ERcL1, . . . ,ERcL6,BEL}.
V RESULTS

Through an application of a case study in the domain of PKI, we showed that our approach is consistent when
dealing with messages from other agents as a proposition because it is based on strong relevant logic.

Modal operators and new trust axioms aid in the reasoning out beliefs of agents in public key infrastructures
(PKI). One of the advantages of our approach is generality. Trust reasoning based on a new extension of reciprocal
logic is general in terms that messages from other agents in public key infrastructures (PKI) could be dealt with and
represented as individual constants as well as propositions. Using extended reciprocal various complex scenarios
can be described. Thus, we believe there is an improvement in our new extension of reciprocal logic.

VI EVALUATION

We have evaluated our research by using a case study. We applied our extended reciprocal logic in the domain of
public key infrastructure (PKI). The obtained results from the method show that the change in the trust relationships
also causes the change in our reasoning results.

VII CONCLUSIONS

Results obtained by applying our extended approach for trust reasoning will be used to maintain the belief of the
agent and also to deal with trust relationships with time-related constraints.
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ABSTRACT

Information nowadays plays a critical role in our lives, and its misinterpretation or lack of data, makes decisions
wrong. It is important to systematize it, not only in the local context but globally. Finance is one of the key areas
where standardization and normalization are attempted. One of the attempts is the XBRL format which is widely
used in finance. However, the problem is the nature of local implementations. There are many different taxonomies
that are implemented independently by countries and organizations. Currently there are no attempts to combine
them and create a single standard. The paper presents a formal model for storing data in graph structures and the
concept of using graph grammar to search financial indicators in big data storage. It provides a basis for the future
construction of a common graph representation and thus the accumulation of cross-cutting knowledge.

I INTRODUCTION

The growing global market requires us to make quick and precise decisions. One of the format that is used for
storing financial information is XBRL. It is used widely in many countries. The problem is that it usually store
information that is hard to process and for different taxonomy in different form. The main concern raised in the
publication is an attempt to map graph structures and convert them to a uniform format using the existing data
processing algorithms. The goal is not to present a new standard, but to show a tool that will easily transform data
from one taxonomy.

II STATE OF THE ART

Many publications in the literature deal with the problem of mapping real structures into graph structures and
then processing them. An example may be publications introducing formal methods of introducing agent systems
using graph grammars[3] [4] , or creating similarity graphs [1]. Those examples are used to form a formal graph
representation of XBRL financial files.

III ORIGINAL CONTRIBUTION

This article introduces formal graph notation that is dedicated to the storage of data from the XBRL format. The
notation is independent of taxonomy. Importing reports to a graph database allows us to perform operations related
to identifying structures with the same similarity. It can be used in practice for speedy data retrieval. The last part
shows a practical representation of the report parts in the US GAAP taxonomy. The compilation and storing of
those data in graph structure allow to search quickly for the needed data. Not only based on one taxonomy.

IV METHODOLOGY

The article introduces XBRL graph. That has been used to present practical report and process them to obtain
missing information. The definition of structures has been used to form practical example. To create the final
model, the bft24.com [2] platform was used, which helped to obtain and model data.

V RESULTS

The paper presents a formal model which can be used for storing XBRL reports and a case study of processing a
group of 46,736 individual XBRL reports. With the proposed approach, it took about 130 seconds to create the
ad-hoc report, and in comparison, the standard method reduced the preparation time by more than 10 times.

VI EVALUATION

The primary assumption and purpose of the article were to create foundations and methods that can be extended
and expanded in the future. The main goal was to design a method that, by converting reports to graph structures,
allows their analysis to be independent of the type of taxonomy.
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VII CONCLUSIONS

The concept presented can be used for developing an agent-based system that would offer even faster estimation.
The use of parallel processing would allow initial estimates to be obtained in time comparable to real-time.

REFERENCES
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ABSTRACT

The 3GPP's Cellular Vehicle-to-Everything (C-V2X) specifications cover both short-range Vehicle-to-Vehicle 
(V2V) communications,  which utilize an air  interface called sidelink/PC5, and wide-area Vehicle-to-Network 
(V2N) communications, which enable vehicles to communicate with base stations (referred to as eNodeB in 3GPP). 
The primary contribution of this work is to investigate the performance of C-V2X Mode 4 in realistic highway 
scenarios by altering the vehicle's speed, vehicle density, resource keep probability (Prk), and Modulation Coding 
Scheme (MCS) parameters. Simulation scenarios in this work will use three types of vehicle’s speed. Each vehicle’s 
speed type can be described as: Type 1 is 40 km/h, Type 2 is 80 km/h and Type 3 is 120 km/h. The simulation results 
show that  the  MCS = 9,  and  Prk =  0.8  configuration achieved the  best  95% Packet  Delivery  Ratio  (PDR) 
performance distance breaking point with 380, 300, and 280 meters for the density of vehicles is 0.1, 0.2 and 0.3  
vehicles/meter respectively.

I INTRODUCTION

Vehicle-to-Everything (V2X) communications are used broadly to describe methods for transmitting information 
flows in various Intelligent  Transportation System (ITS) applications related to traffic  safety and efficiency, 
automated driving, and infotainment. Vehicle-to-Vehicle (V2V), Vehicle-to-Network (V2N), Vehicle-to-Pedestrian 
(V2P), and Vehicle-to-Infrastructure (V2I) communications are all included in V2X. In short-range C-V2X, two 
techniques for resource allocation are defined: one that is network-controlled named Mode 3, and another that is 
entirely distributed among nodes, named Mode 4. To address this constraint and present an in-depth examination of 
Mode 4, we concentrate on the key factors mentioned, such as vehicle speed, vehicle density, resource keep  
probability (Prk), and MCS. Previous work in [1] stated that the C-V2X performance for very slow vehicles speed 

depends on the number of vehicles and the value of Prk. Where the higher Prk showed better PDR performance in 
the higher vehicle’s density. Considering similar vehicle’s speed, vehicles tend to group and cause a significant loss 
in overall PDR performance.

II STATE OF THE ART

To  investigate  an  in-depth  exploration  of  C-V2X  Mode  4,  we  enhance  the  OpenCV2X  simulator  with  the 
corresponding vehicle’s mobility scenarios. The SUMO framework is used to design the vehicle’s mobility and road 
traffic control. Within the OmNet++ simulator, INET and SimuLTE modules are used to simulate the cellular network 
communication and packet data generator.

III ORIGINAL CONTRIBUTION

The major contribution of this work is the design and implementation of vehicle’s speed variation within a single  
simulation with different vehicle classifications and particular traffic configurations. The Packet Delivery Ratio 
(PDR) and the distance breakpoint are used to emphasize the system’s performance.

IV METHODOLOGY

We use OpenCV2X simulator as mentioned in [2]. Some known simulation parameters and configurations are used 
by authors in [3] investigated. OpenCV2X uses SUMO as the vehicle’s mobility engine and OmNet++ for as the 

Reproduced with permission from Springer Nature 19



networking simulator. In this work, we design the SUMO’s mobility script to simulate the three types of vehicle’s  
speeds; Type 1 is 40 km/h, Type 2 is 80 km/h and Type 3 is 120 km/h. Each vehicle’s mobility type will be applied 
to particular highway road lanes as pictured in the report. The vehicle’s density (β) used in this work are: 0.1 (200 
cars), 0.2 (400 cars) and 0.3 (600 cars) per meter. We evaluate the Packet Delivery Ratio (PDR) as the evaluation 
metric and the distance breakpoint to investigate the system stability.

V RESULTS

The simulation result shows six simulation conditions for MCS = 7, Prk = 0; MCS = 7, Prk = 0.8; MCS = 7, Prk 

= 1; MCS = 9, Prk = 0; MCS = 9, Prk = 0.8; MCS = 9, Prk = 1 as shown in Figure 1. Each of the six conditions was 

also tested with three different densities β  = 0.1, 0.2 and 0.3. From Figure 1, it can be seen that the best overall 

performance is with the MCS = 9, Prk = 0.8 conditions. Moreover, the 95% PDR performance chart is shown in 

Figure 2, which shows the superiority from MCS = 9 with Prk = 0.8 configurations.

Figure  1. PDR  Comparison  for  β =  0.3 
vehicles/meter. Figure  2. 95%  PDR  Performance  Distance 

Breaking Point.

VI EVALUATION

From  the  corresponding  configurations  and  conditions,  the  Packet  Delivery  Ratio  (PDR)  is  observed.  To 
investigate the stability of each configuration, a 95% PDR threshold is set. Then each condition is again observed 
until how far the distance that the PDR can stay above the 95% threshold. The distance number in the 95% PDR  
threshold means that the configuration can achieve above 95% PDR till corresponding distances.

VII CONCLUSIONS

This work emphasized mixed vehicle's speed inside the road environment. This mixed vehicle's speed comprises the 
varying vehicle's speed to create a realistic highway situation. Simulation results show that the MCS = 9 with Prk = 
0.8 achieves the overall best performance compared to the other configurations and achieve the highest result for  
95% PDR threshold distance breaking point.
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ABSTRACT

The problem of graph summarization has been studied in the literature and many approaches for static contexts
are proposed to summarize the graph in terms of its communities. These approaches typically produce groupings
of nodes which satisfy or approximate some optimization function. Nevertheless, they fail to characterize the
subgraphs and do not summarize both the structure and the content in the same approach. This means that there is
no framework that provides summarization of mixed-source and information with the goal of creating a dynamic,
syntactic, and semantic data summary. In this paper, we address the aforementioned problems by proposing an
appropriate approach able to model heterogeneous sources based in a single graph based on a schema-driven
approach, providing a personalized summary model capable of synthesizing graphically the content and finally
summarizing the structure of the graph in order to reduce its size, minimize its complexity and keep the important
nodes and relations. We illustrate this approach through a case study on the use of E-health domain.

I INTRODUCTION

Recently graph summarization has become a hot topic in the database research community in recent years. It fa-
cilitates the identification of structure and meaning in data. A summary is a concise representation of the original
graph, whose objectives can significantly vary from reducing the number of bits needed for encoding the original
graph, to the more complex database-style operations that summarize graphs where the resolution could be scaled-
up or scaled-down interactively. Furthermore, existing approaches are only suitable for a static context, and do
not offer direct dynamic counterparts. Some algorithms like [1], [2] work in a dynamic setting, but focus only on
finding static patterns that appear over multiple time steps. This means that there is no framework that provides a
summarization of mixed-source and information with the goal of creating a syntactic and semantic data summary.
Given the above problems, the proposed paper focus on how we can best describe both structure and content in
one summary and thus not just generate succinct summaries for the mixed-sources, but also understand its corre-
sponding interactions and relationships with the past. Thus, towards building a semantic and dynamic summary,
the following challenges emerge: (i) How to provide multi-sources-based summary, due to multi-modality of data
(e.g.,text, video, and image) that can be encoded in different formats? (ii) How to provide user-oriented semantic
based summary, due to the difficulty of retrieving information according to user‘needs? and (iii) How to incorpo-
rate the dynamic nature of real data in computation and perform analysis efficiently? Our work aims to generate a
concise semantic summary of heterogeneous sources to better understand their underlying characteristics.

II STATE OF THE ART

To compare existing approaches, we define here nine criteria such as input data, data type, represented stan-
dard, summarization technique, summarization approach, medical knowledge based summarization, output type,
context-aware, and user-oriented. So, we observe that most of the existing studies do not consider real data in
their analysis and do not consider the context of creating the summary and they rely only on the time property.
Thus, existing systems can still not contextually interpret and reason on the transferred knowledge among real
data, and, consequently, cannot synthesize data to provide accurate desired results. All existing systems focus on
one objective, while none provide various functionalities in the same framework despite its importance in support-
ing users’ preferences to find the data according to diverse needs. All objectives should be an integral part of a
summarization-based system. Most of the above studies can only satisfy a certain aspect of user needs. Finally,
another important part of this study is the output type of summarized data. They do not propose dedicated tools
that make the summary accessible to the user nor provide them with appropriate perceptions of their needs. Users
are more and more concerned about security, confidentiality, understanding of their data, and the accuracy and
completeness of their data.
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III ORIGINAL CONTRIBUTION

The proposed approach aims to summarize data into a single graph model. It’s a schema-driven approach based
on labeled graphs and links the graph model to the relevant domain knowledge to find relevant concepts to provide
meaningful and concise summary. Last but not least, it provides a personalized visualization model capable to
summarize graphically both the structure and the content of the data from databases, devices and sensors to reduce
cognitive barriers related to the complexity of the information and its interpretation. To achieve this goal, our
framework architecture is composed of four main modules: Data Pre-Processing module, Data Graph generation
module, Data Summarization module and Data Post-Processing module.

Data Graph Formalism (DGM): Here, we define the DGM graph to efficiently represent important heteroge-
neous data as Data Node (DN) and the Relationship (DR) between them.

Summarization based structure model: This model aims to summarize the graph based on its topology to
reduce the size and minimize the complexity of the graph. Here we used some summarizing techniques such
as compression, grouping, simplification and visualization.

Summarization-based content model: We provide a user-centered summarization model depending on the user
preferences. Our goal is to provide data model adjusted based on user preferences and needs. To this end, we
define a new node to allow users to personalize the content according to the analysis needs and preferences.
We provide here a calculation process aiming at calculating a mathematic function from any number of
incoming numeric values from one of many Data Nodes from the GDM.

IV METHODOLOGY

In this study, we propose an appropriate approach able to model heterogeneous sources based in a single graph
based on a schema-driven approach, providing a personalized summary model capable of synthesize graphically
the content-based and finally summarizing the structure of the graph in order to reduce its size and minimize its
complexity and keep the important nodes and relations. We propose a summary-driven formalism based on labeled
graphs, which provides exciting data summary conserving better data integrity.

V RESULTS

The result of summary graph visualization contains only linked nodes for structured summarization an attribute
that expresses user needs such as a particular disease, or summarize medical prescriptions of X-ray interpretation.
For the based content summarizes, the result of this type of synthesis shows us either the maximum value or
the minimum value, the average of these measurements during the period mentioned (1 month) or a curve that
interprets the variations of the measurements.

VI EVALUATION

For our benchmarking, we used a medical database. We have proposed two metrics, the running time and the loss
of information to evaluate our approach . We compared our algorithm in term based content summarization to other
ones based on the structure in the literature. We choose the approach proposed using the execution time metric. We
considered the execution time of our algorithm always remains low, and this guarantees its applicability to large
graphs (nodes, relationships) and that shows good performance for our approach. We compare our algorithms
from aggregation nodes, and aggregation relationships with algorithm of approach [2] using a loss of information
metric. We noted that our approach is more efficient keep a large percentage of the content graph (nodes and
relationships).

VII CONCLUSIONS

In this work, we study utility-driven graph summarization in-depth and make several novel contributions. We
present a new, lossless graph summary, the first structured and the second content-based. In future works we will
be interested for other types of node summarization like textual and image.
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Digital Camera Identification with Neural Networks

ABSTRACT

In this paper we consider the issue of digital camera identification which matches the area of digital forensics. This
problem is well-known in the literature and many algorithms based on camera’s fingerprint have been proposed.
However, one may find that there is a little number of methods providing a fast and accurate digital camera iden-
tification. This problem is especially observed in terms of today’s digital cameras, producing images of big sizes.
In this paper we discuss several existing approaches based on convolutional neural networks (CNN). We try to
find out whether it is possible to speed up the process of learning the networks by the images. One of the findings
include replacing the ReLU with SELU activation function. We experimentally show that using SELU speeds up
significantly the process of learning. We also compare the identification accuracy of all considered methods. The
experiments are held on extensive image dataset, consisting of many images coming from modern cameras.

I INTRODUCTION

Digital forensics is a field that has attracted much attention in recent years. One of the most popular topics
in digital forensics is the identification of imaging sensors in digital cameras. Nowadays, digital cameras are
widely accessible and affordable, which makes them very popular. Smartphones and mobile devices are even more
popular. Today’s smartphones are equipped with built-in digital cameras what encourage people to take photos
and share them on social media networks. However, the possibility of establishing whether an image was taken
by a given camera may expose users’ privacy to a serious threat. Hence, a number of papers in recent years are
dedicated to the study of imaging device artifacts that may be used for digital camera identification. Digital camera
identification can be realized in two approaches: individual source camera identification (ISCI) and source model
camera identification (SCMI). The ISCI is capable of distinguishing a certain camera model among cameras of
both the same and different camera models. On the other hand, the SCMI distinguishes a certain camera model
among the different models but is not able to distinguish an individual copy of the camera from other cameras of
the same model. Our main goal is to find such a convolutional neural network (CNN) structure that will make it
possible a fast learning process.

II STATE OF THE ART

The state-of-the-art algorithm for the ISCI aspect was proposed by Lukás et al.’s [3] which serves as a unique´
camera’s fingerprint. Lukás et al.’s algorithm [3] is based on the calculation of the noise residual N

N = I−F(I) (1)

where F is a denoising filter, N stands for a noise residual of the image I. Thus, this procedure should be repeated
for a certain number of images from a camera (authors propose using at least 45 images). Images are denoised
using a wavelet-based denoising filter F . The camera’s noise residual is finally calculated as an average of a
particular number of noise residuals. Images are processed in their original resolution.

III ORIGINAL CONTRIBUTION

We propose a shallow convolutional neural network that may be used for an individual source camera identification.
A first convolutional layer with 8 filters of size 3×3×3 and stride 1 with a max-pooling layer with kernel size 2
and stride 2, ReLU as activation function. The second convolutional layer with 8 filters of size 3×3×8 and stride
1 with a max-pooling layer with kernel size 2 and stride 2, ReLU as activation function. The third convolutional
layer with 16 filters of size 3×3×8 and stride 1 with a max-pooling layer with kernel size 2 and stride 2, ReLU
as activation function. Fully connected layers for classification.
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IV METHODOLOGY

We compare our network with the proposed by Bondi et al.’s [1], Tuama et al.’s [5], Mandelli et al.’s [4] and
Kirchner and Johnson SPN-CNN [2].

V RESULTS

We conduct two experiments. The first includes a comparison of the classification accuracy of Lukás et al.’s,
proposed CNN, Bondi et al.’s and Tuama et al.’s CNNs. The second experiment compares CNNs with various
hyper-parameters and their impact on the training accuracy. We use a set of 17 modern cameras https://
kisi.pcz.pl/imagine/.

The results clearly indicate that all methods ensure very high identification accuracy. In all cases, the overall
identification accuracy obtains 92%; the particular TPRs are not lower than 90% for each camera. Interestingly,
Lukás et al.’s algorithm achieves almost the same results compared to CNN-based methods. This clearly confirms
that all methods ensure a reliable individual source camera identification. In the case of the discussed CNNs, the
results are very similar to each other both in terms of identification accuracy and speed of learning. All the CNNs
require a similar number of training epochs to obtain the desired level of identification accuracy.

We also analyzed the usage of different activation functions for each convolutional layers. Analyzed functions
include the ReLU, Leaky ReLU, and SELU activation functions. Since the ReLU, Leaky ReLU, and SELU ac-
tivation functions are well-known, we will not recall them. Let us note that the discussed CNNs use ReLU as
the activation function. Instead, we propose to use the Leaky ReLU and SELU functions. We have analyzed the
training accuracy using all three activation functions.

The results clearly indicate that using the SELU activation function allows for much faster learning than ReLU
or Leaky ReLU functions. Training already of 10 epochs for all considered CNNs gives 80% train accuracy, while
training for 20 epochs obtains 90% of train accuracy. The Leaky ReLU function needs at least 10 epochs more for
the same results, while the ReLU achieves the lowest results, demanding even two times more of training epochs
than the SELU function. Therefore, achieving at least 90% accuracy for the ReLU activation function requires
learning all the networks for at least 35 epochs.

VI CONCLUSIONS

In this paper, we discussed individual source camera identification based on images. We analyzed several ap-
proaches for digital camera identification in terms of identification accuracy and speed of learning. Experiments
conducted on an extensive image dataset confirmed that modern algorithms obtain very high identification accu-
racy. We also showed that in the case of convolutional deep learning methods, different activation functions have a
significant impact on the speed of network learning. Experiments confirmed that using the SELU activation func-
tion significantly speeds up the network learning process. The Leaky ReLU activation function obtains a visibly
lower learning speed, while the very common ReLU is the slowest.
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A smart framework based on advanced deep learning techniques to detect and mitigate SQL injection and Cross
Site Scripting Attacks. The framework also deceive the attackers launching these Web Application Attacks.

ABSTRACT

Safeguarding websites is of utmost importance nowadays because of a wide variety of attacks being launched
against them. Moreover, lack of security awareness and widespread use of traditional security solutions like sim-
ple Web Application Firewalls (WAFs) has further aggravated the problem. Researchers have moved towards
employing sophisticated machine learning and deep learning based techniques to counter common web attacks
like the SQL injection (SQLi) and Cross Site Scripting (XSS). Lately, keen interest has been taken in tackling
these attacks through cyber deception. In this paper, we propose an ensemble based deep learning approach by
combining Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM) models. This detection
framework also contains a Session Maintenance Module (SMM) which maintains user state in an otherwise state-
less protocol by analyzing cookies thereby providing further optimization. The proposed framework detects SQLi
and XSS attacks with an accuracy of 99.83% and 99.47% respectively. Moreover, in order to engage attackers,
a deception module based on dockers has been proposed which contains deceptive lures to engage the attacker.
The deceptive module has the capability to detect zero-days and is more efficient when compared to other similar
solutions

I INTRODUCTION

The main purpose of this research is to propose an ensemble-based deep learning framework using CNN and LSTM
classifiers for detecting and mitigating SQLi and XSS attacks and then to deceive and engage the attackers with
the help of a light-weight high interaction docker based deception module which comprises of a docker daemon.
The prime motivation was not just to stop the attacks but to study attacker behavior, motives, attack tactics and
techniques [2]. Moreover, attackers are also profiled with the help of a state maintenance module.

II STATE OF THE ART

Most existing web attack detection solutions lack the key feature of analyzing the state of the incoming traffic,
thereby lacking the ability to maintain attacker’s profile over time [1]. Few research works have focused on
profiling attackers in order to enhance the attack detection capability. Moreover, these techniques only counter
attacks and do not have any deception module to engage the attacker. Most of the deception solutions do not
offer customized deception and are static in nature. Moreover, they are not coupled with attack detection modules.
Since the proposed technique is based on an ensemble approach using CNN and LSTM models along with a
Session Maintenance Module which helps in maintaining the attacker’s state, thereby augmenting the performance
and efficacy of the deception module.

III ORIGINAL CONTRIBUTION

Our framework has improved the capability of web attack (SQLi and XSS) detection engines by adding the key
feature of attacker categorization and profiling which helps us in providing customized deception for attackers
launching these two attacks.

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 25



IV METHODOLOGY

Our framework is based on real-time experiments and has been deployed in a controlled environment. The incom-
ing web requests are analyzed in order to extract state-related information that helps in profiling and categorizing
the attacker(s). Later the request is passed to the ensemble based deep learning model that comprises of CNN and
LSTM classifiers trained on a publicly available benchmark dataset. The requests if found to be SQLi and XSS
attacks are diverted to the attack specific dockers designed to engage the attacker. Benign requests are forwarded
to the website.

V RESULTS

The proposed framework was deployed and tested in front of actual websites which were exposed to simulated
red teaming attacks along with benign traffic. Both the CNN and LSTM models were evaluated on the test traffic
comprising SQL and XSS traffic (attack and benign requests) for ten epochs in order to maximize accuracy and
minimize validation loss. Later the ensemble classifier made the final classification decision by combining the
CNN and LSTM classifications. Moreover, it was observed that by using the docker-based approach, no major
delay was observed in the response time of the deception module as HTTP responses by both the attack dockers
were very minutely greater than the response time of the actual website making the framework suitable for real
world deployment [3].

VI EVALUATION

The proposed framework primarily focused on SQLi and XSS attacks as these are the two most common web
application attacks. The main assumption was users do not discard, evade and ignore the Web Cookies before
visiting a website. The main outcome that can be drawn from this research work is that the key feature of attack
detection and deception can be combined in a single solution so that attacks are detected, and attackers are profiled,
and their tactics are analyzed in a single solution.

VII CONCLUSIONS

This research work proposes an ensemble-based deep learning approach comprising of CNN and LSTM classifiers
along with a State Maintenance Module for detecting XSS and SQL injection attacks with very high accuracy.
Deception is being carried out with the help of a full-fledged deception framework based on docker containers. In
this module, the highly secure docker daemon controls the attack dockers that have lures to engage the attacker.
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Blockchain-based Decentralized Digital Content System

ABSTRACT

With the explosion of the big data era, storing and sharing data has become a necessity. However, sharing and using 
misleading data can lead to serious consequences. Therefore, it is necessary to develop safe frameworks and 
protocols for storing and sharing data among parties on the Internet. Unfortunately, the current systems struggle  
against the typical challenges to maintain confidence, integrity, and privacy. This paper proposes a blockchain 
network in a decentralized storage system that supports the management and shares digital content preserving its 
integrity and privacy. The system allows users to access authenticated data and develops protocols to protect the 
privacy of data owners. The detailed analysis and proof show that the proposed system is considered a promising 
solution for sharing and storing data in the big data era.

I INTRODUCTION

Along with the increase in the need to share data, the demand for data storage and retrieval is also increasing.  
However, storing data in traditional data centers is expensive and lacks scalability [1]. Cloud storage service is 
much cheaper and easier to expand the solution. It offers unlimited storage space, convenient sharing and accessing 
services, and offsite backup [9]. We can categorize storage services into centralized and decentralized storage  
systems based on the architecture. A centralized storage system has been proven to lack availability and data 
privacy.

Decentralized storage systems that utilize blockchain technology are promising solutions to overcome these 
limitations. Data uploaded to Decentralize storage systems are encrypted, split, and stored on a different node; only 
the Data Owner has the authorization to share or access. Since the decentralized storage system is a peer to-peer 
network, there is no administration required, then the risk of losing control of data to a higher authority is removed. 
Decentralized storage systems also possess the availability property. If there are unavailable nodes due to being 
attacked, other nodes can still maintain the whole system operation.

II STATE OF THE ART

II.1 Blockchain

A blockchain network consists of multiple nodes in which each minor node holds a copy of the ledger. Nodes in the 
blockchain network communicate together directly through a peer-to-peer network. Minor node’s ledgers are 
synchronized through a consensus algorithm [6]. Two most well-known consensus algorithms can be mentioned 
are Proof-of-work (PoW) [5] and Proof-of-stake (PoS) [4].

II.2 Decentralized storage system

Decentralized  storage  systems  solve  the  remaining  problems  of  centralized  storage  systems,  such  as  data  
availability and data privacy [10]. Storj [8] supports end-to-end encryption as well as shards and distributes data to 
nodes around the world for storage. Sia [7] divides the document into pieces and encrypts them before delivering 
each piece to the storage nodes through smart contracts. IPFS [2] is a peer-to-peer distributed storage system that 
builds on content-based addressing.
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II.3 Decentralized data sharing

Huynh et al. [3] proposed a model consisting of data producing scheme, a data-storing scheme, and a data-sharing 
scheme that guarantees the privacy of the Data Owner and prevents fraud from sharing data.

III ORIGINAL CONTRIBUTION

We propose a data-storing model integrated with a blockchain network and decentralized storage system to form 
a secure storage system. We design a data-sharing method to manage the sharing process that maintains the 
privacy and integrity of shared data. Finally, we analyze the proposed model and method to show their strong 
properties.

IV METHODOLOGY

The involvement of the mentioned entities can be observed through multiple real-life data-sharing circumstances. 
For example, a candidate (DO) takes part in an IELTS test from an assessment center (DP). An employer (DU)  
needs the IELTS result (digital certificate generated by DP) for qualification evaluation. Though, the result must  
meet  accuracy,  integrity,  and privacy.  Another realistic  situation is  that  a  scientist  (DU) requires data from 
sample(s) taken by hospitals (DP) from the patient(s) (DO) with a rare disease for research purposes. These sample 
data must also be highly correct and private. We introduce two phases: (1) Data sharing between the Digital content 
agency and Data Owner, and (2) Data sharing between the Data Owner and Data User.

V RESULTS

The proposed model meets the following characteristics: Confidentially; Integrity; Non-repudiation; Scalability; 
Availability.

VI EVALUATION

This research utilizes the mathematical evaluation via the blockchain characteristics.

VII CONCLUSIONS

This paper proposes a model integrated with a blockchain network and decentralized storage system that supports 
the management and shares digital content preserving its integrity and privacy. We analyze the model to prove its 
properties, such as confidentially, integrity, anonymity, non-repudiation, scalability, and availability.
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ABSTRACT

The ensemble methods are meta-algorithms that combine several base machine learning techniques to increase the
effectiveness of the classification. Many existing committees of classifiers use the classifier selection process to
determine the optimal set of base classifiers. In this article, we propose the classifiers selection framework with
relearning base classifiers. Additionally, we use in the proposed framework the newly generated features, which
can be obtained after the relearning process. The proposed technique was compared with state-of-the-art ensemble
methods using three benchmark datasets and one synthetic dataset. Four classification performance measures are
used to evaluate the proposed method.

I INTRODUCTION

The purpose of the supervised classification is to assign to a recognized object a predefined class label using known
features of this object. Therefore, the goal of the classification system is to map the feature space of the object into
the space of class labels. This goal can be fulfilled using one classification model (base classifier), or a set of base
models called an ensemble, committee of classifiers or multiple classifier system. The multiple classifier system is
essentially composed of three stages: 1) generation, 2) selection and 3) aggregation or integration. The generation
phase aims to create basic classification models, which are assumed to be diverse. In the selection phase, one
classifier (the classifier selection) or a certain subset of classifiers is selected (the ensemble selection or ensemble
pruning) learned at an earlier stage. The final effect of the integration stage is the class label, which is the final
decision of the ensemble of classifiers.

II STATE OF THE ART

For about twenty years in the literature related to classification systems, there has been considered the problem of
using more than one base classifier at the same time to decide whether an object belongs to a class label. During
this period, multiple classifier systems were used in many practical aspects, and ensemble pruning significantly
impacted the performance of recognition systems using an ensemble of classifiers. The taxonomy of the selection
methods distinguishes static and dynamic selection. The static pruning process selects one or a certain subset of
base classifiers that is invariable throughout all feature space or defined feature subspaces. In the case of dynamic
selection, knowledge about the neighborhood of the newly classified object is used (most often defined by a fixed
number of nearest neighbors) to determine one or a certain subset of the base classifiers for the classification of a
new object.

III ORIGINAL CONTRIBUTION

The main objectives of this work can be summarized as follows:

• A proposal of a new relearning ensemble selection framework.

• A proposal of the feature generation that is used to learn second-level base classifiers used in ensemble
selection process.

• An experimental setup to compare the proposed method with other multiple classifier system approaches
using different classification performance measures.
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IV METHODOLOGY

This study is experimental research. The experiments were conducted on four real datasets from UCI repository
and one synthetic dataset. The experiments were conducted to compare the classification performance metrics of
the proposed relearning ensemble selection based on new generated features algorithm with referential ensemble
techniques: majority voting and sum rule without ensemble selection.

V RESULTS

We treat our research as a preliminary study. The directions of further research include:

• evaluation on more datasets with performing statistical analysis,

• evaluating the computational complexity of the proposed algorithm,

• evaluation of larger groups base classifiers,

• validating the method against other classifier selection methods,

• development of new features dedicated to the semi-supervised problem,

• development of a new feature dedicated to the problem of decomposition of a multi-class task that eliminates
the problem of an incompetent binary classifier,

• development of new features dedicated to imbalanced dataset problem.

VI EVALUATION

A performance classification metric such as the area under the curve, the G-mean, the F-1 score and the Matthews
correlation coefficient have been used for evaluating the proposed method.

VII CONCLUSIONS

The proposed method may constitute a new scientific research topic on classifier ensemble problems.
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ABSTRACT

Vehicle searching from videos by textual descriptions is one of the most important tasks in traffic management
towards smart cities. This paper proposes a method for retrieval of vehicles using a natural language-based query.
Our method consists of two main components of textual extractor based on Bi-LSTM and visual extractor using
ResNet-50 model. Both components extract hidden features from different modalities and then match them in a
common space. This end-to-end process tries to build a textual-visual alignment model that will be utilized for
the search phase. Our particularities in this framework are two-fold. In the video stream, we evaluate in detail
the role of vehicle appearance compared to its motion. In the textual stream, we apply back-translation systems
to enrich the textual dataset for the training phase. Experiments are conducted on AI City Challenging, showing
the efficiency of each contribution in the overall framework. It confirms that not only appearance but additional
motion cues are promising for vehicle retrieval, which provides the results of MRR, Rank@5 and Rank@10 are
0.2333, 0.3587 and 0.4837, respectively.

I INTRODUCTION

Vehicle searching from videos by textual descriptions has emerged recently, thanks to its wide applications in
different factual situations. In this work, we explore vehicle motion information in addition to vehicle appearance
information for the vehicle searching problem based on textual descriptions. An appearance alignment model is
proposed to learn the common space of the visual and textual features extracted from these information cues. In
order to improve the model performance, we perform vehicle motion analysis and re-ranking step.

II STATE OF THE ART

In natural language-based object search, person search has recently attracted more attention. The standard method
of person search is embedding the images and descriptions into shared feature space and then ranking the object
images based on the cross-modal similarities. This approach can be applied for vehicle searching by exploiting not
only the vehicle appearance information (color or shapes) but also the vehicle movement information. In vehicle
search, motion information could become the most relevant cue to distinguish one vehicle from the others.

III ORIGINAL CONTRIBUTION

An overall framework is proposed for vehicle search based on natural language descriptions. A joint training
strategy is applied by combining both instance loss and triple loss. In addition, vocabulary enrichment for tex-
tual embedding is done by translating back-and-forth vehicle descriptions from English to French. The achieved
experimental results show that the proposed method can effectively exploit the vehicle appearance and motion
information for vehicle searching by textual descriptions.

IV METHODOLOGY

IV.1 Appearance feature model

For the visual branch, a Resnet-50 backbone model is used on cropped vehicle images from full video frames.
This model maps an appearance image to a 256 dimension vector. In the textual branch, the descriptions are pre-
processed and embedded to high dimension space. Each textual vector is then fed into BiLSTM network to extract
a feature vector of (1024×1×1). Then an additional linear layer maps the output of BiLSTM to the feature vector
with the same dimension as the visual feature vector.
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IV.2 Visual-Textual Alignment

In order to learn the mapping of visual and feature space to a common space, a contrast learning method with
triplet loss is utilized. Instance loss is also used for discriminative learning in each appearance model of image and
text.

Triplet loss: Inspired by [2], a logistic form of the triplet loss function used is expressed as 1. For contrast
learning, the positive samples (a pair of descriptions and images belonging to the same class) and the negative
samples (the remaining pairs of other classes) are exploited.

Lalign =
1
N

N

∑
i=1

{
log
[
1+ e−τp(cosθ+

i −α)
]
+ log

[
1+ eτn(cosθ−i −β )

]}
(1)

where cosθ+
i and cosθ−i are cosine similarity of a positive pair and a negative pair, respectively. τp and τn are

hyper-parameters that control the slope of gradient. α defines as the lower bound for a positive score and β defines
as the upper bound for a negative score.

Instance loss: In this work, this loss is implemented for both separate models as a cross entropy loss with the
number of class being the number of instances.

The final loss for the training cross-appearance model is the sum of instance loss and triplet loss.

IV.3 Movement Analysis

In this step, we classify the description and the vehicle track into six classes: ”Straight”, ”Left”, ”Right”, ”Stop”,
”Slow” and ”Other”. For the description, the verb phrases are extracted from the description by a built-in NLP
tool and classified based on a pre-defined set of keywords. For the vehicle trajectory inspired by [1], we convert
track positions into GPS values. The velocity and the turn angle of the vehicle are computed based on the speed of
movement through each frame and the angle between the first and last vectors of trajectory in GPS coordinates.

Re-ranking the results of the appearance model: The ranking lists from the appearance model go through
the motion analysis phase for re-ranking. In this phase, the vehicle motion is classified based on both the query
description and the trajectory of tracks in the input list. If the class of the query and the class of the track’s trajectory
is not matched, the track’s ranking will be decreased.

V RESULTS

Experimental results show that thanks to the proposed visual-textual alignment framework, the vehicle retrieval
performance obtained using a combination of appearance and motion cues is very promising.

VI EVALUATION

In order to evaluate the performance of a vehicle, Mean Reciprocal Rank (MRR) and Recall@5, Recall@10 are
employed as the main evaluation metric.

Three different experimental scenarios are set in this work to evaluate the performance of the proposed system.
In the first scenario, the impact of the number of vehicle images and the descriptions on the quality of the ranking
accuracy is evaluated. The experimental results show that the more images and descriptions used for vehicle
representation, the higher accuracy obtained with MRR gain from 0.1848 to 0.2272.

In the second scenario, in comparison with the case of using the whole description and augmented textual data
(Appearance with augmented descriptions), the case of using appearance noun phrase with augmented descriptions
gains lower results at MRR, Rank@5, Rank@10 (0.1668 compared to 0.2195 at MRR, 0.2663 against 0.3098 at
Rank@5, and 0.3804 versus 0.4728 at Rank@10).

Finally, in the third scenario, when using motion analysis, we obtain a light improvement with the gains of
0.0138, 0.0489 and 0.0109 for MRR, Rank@5 and Rank@10 respectively (compared to 0.2195 at MRR, 0.3098
at Rank@5, 0.4728 at Rank@10).

VII CONCLUSIONS

The proposed method can effectively exploit the vehicle appearance and motion information for vehicle searching
by textual descriptions. The obtained results are promising but it still exists a large margin between the performance
of the proposed method with others teams that participated in AI City challenge.
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Using GPUs to Speed Up Genetic-Fuzzy Data Mining. 

ABSTRACT 

In fuzzy data mining, the membership function significantly influences exploration performance. Therefore, some 

scholars have proposed genetic-fuzzy mining to determine a set of good membership functions for effectively 

mining fuzzy association rules. Some scholars proposed evaluating the membership functions using both the number 

of large 1-itemsets and the suitability of chromosomes. They only considered large 1-itemsets instead of all large 

item-sets because of the time-consuming problem. We analyzed the time-consuming reason and found that there are 

many independent calculations in the mining process. Given this, we adopt the GPU devices and propose a GPU-

based mining algorithm with evaluation on all large itemsets to improve obtained membership functions and reduce 

time cost. Experimental results also show the efficiency of using GPUs on genetic-fuzzy data mining. 
 

I INTRODUCTION 

Due to the Apriori algorithm is only suitable for binary data, many scholars have proposed various algorithms to 

mine fuzzy association rules by adopting the concept of fuzzy sets [2]. They used the membership functions to 

convert quantitative values into fuzzy expressions and combined the fuzzy expression to mine fuzzy association 

rules. In addition to the predefined membership functions used by previous scholars, some researchers have also 

proposed to evolve the membership function through the genetic algorithm [3]. The time-consuming problems 

plague existing methods, so some scholars have proposed some strategies to accelerate the process of evolution and 

exploration. Hong et al. proposed a divide-and-conquer algorithm to speed up the mining process [3].  

With the rise of the Graphics Processing Unit (GPU), we propose an algorithm to fasten the evolution process using 

GPUs, named the genetic-fuzzy mining (GFM) using GPUs on large all itemsets (GFM-GPU-LAll). It first 

randomly generates the initial population, configures the transaction database and chromosomes into GPUs, 

converts all the transactions into fuzzy values, and calculates the fuzzy support. The fuzzy support of each item is 

compared with the minimum support to get the number of large 1-itemsets (L1). In the previous research [1], it used 

the GPU to accelerate the exploration process of L1 and got a good performance. Therefore, in this paper, we want 

to complete the mining process to consider all large itemsets. After the L1 is obtained, all itemset candidates will 

be generated, calculated, and filtered. Finally, all frequent itemsets (LAll) are collected. When those operations are 

processed, better chromosomes will be selected into the next generation until the termination condition is met for 

the next iteration.  

The massive and independent calculations are the reason that causes the time-consuming problem. Thus, we take 

those calculations into the GPUs and process these calculations through the massive parallel characteristic of the 

GPUs, thereby significantly reducing the execution time. Due to time constraints, we completed GFM-GPU-LAll 

within an acceptable time and successfully broke through all previously impossible items to explore. Through the 

experiments, the number of rules obtained by GFM-GPU-LAll is better than that by GFM-GPU-L1. 

II STATE OF THE ART 

The state of the art approach in literature is that one utilizes GPU to speed up the evolutionary process to find number 

of large 1-termsets in GFM.  

III ORIGINAL CONTRIBUTION 

The two main contributions of this work are listed as follows: The GFM-GPU-LAll approach is proposed to speed 

up the evolutionary process. Using GFM-GPU-LAll, number of derived fuzzy association rules is better than 

existing approach.  
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IV METHODOLOGY 
Table 1: Pseudo code of the proposed approach. 

Input: A transaction data from IBM generator; population size (Psize); the number of generations; minimum support (MS); random 

number d. 

Output: A set of fuzzy association rules; the best membership functions set from evaluation. 

1 Generate the initial population randomly with the number of Psize. 

2 Calculate the fitness value of each chromosome. 

2.1 Transform the purchased quantity of item 1 to q into three fuzzy values of low, mid and high, where the q is the maximum 

quantity of the purchased item. Organize those fuzzy values into an index table, called fuzzy regions conversion table 

(FRCT). 

2.2 Convert the purchased quantity of each item Iij is in each transaction data, where j is the amount of item from 1 to n, and i 

is the transaction data of 1 to m, into the fuzzy set through the FRCT represented as 𝑓𝑢𝑧𝑧𝑦 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 = 𝐹𝑆(𝐼𝑗) =
𝛴𝑖=1

𝑚 𝐹𝑅𝐶𝑇(𝐼𝑖𝑗)

𝑚
, 

2.3 Compare the fuzzy support and minimum support to get the 1-item frequent itemset, call L1. 𝐿1 = {𝐼𝑗 | 𝐹𝑆(𝐼𝑗) ≥ 𝑀𝑆}, 
2.4 Determine whether there are unprocessed chromosomes. If there are, go to Step 2-6; otherwise, go to Step 2-5. 

2.5 Go to Step 2-12. Output the large itemsets and fuzzy support. 

2.6 Determine whether there are unprocessed candidates. If there are, go to Step 2-7; otherwise, go to Step 2-4. 

2.7 Generate candidate itemsets from the large itemset string, allocate and copy the data to the GPUs. 

2.8 Scan the database and calculate the fuzzy support. 

2.9 Select the large itemset by minimum support. 

2.10 Copy the data to the CPU and concatenate it to the corresponding string. 

2.11 Go to the Step 2-6. 

2.12 Calculate the suitability and the fitness value of each chromosome (Cp). 

3 Determine the termination condition is met or not. If not, continue the execution; otherwise, output the result. 

4 Select the next generation. 

5 Execute the MMA crossover on the population. 

6 Execute the one-point mutation on the population and go to Step 2.  

It first randomly generates an initial population and then calculates the fitness function of each chromosome. The 

fitness calculation includes many details, such as many independent calculations like fuzzy region conversion table, 

fuzzy support, and chromosome suitability. We all perform those operations on the GPU in parallel to reduce time 

costs. Since there is no fixed amount of data after L2, we allocate threads to each chromosome dynamically through 

a nested loop. After the LAll calculation is completed, the fitness value of each chromosome could be calculated 

and compared. The algorithm then outputs the best chromosome and mines the association rules through the best 

chromosome. 

V RESULTS 

The proposed GFM-GPU-LAll approach provides a more efficient way to find membership functions and fuzzy 

association rules for analyzing the quantitative transaction dataset. In other words, it can be used for basket analysis.  

VI EVALUATION 

Comparison result of the proposed approach (GPU-GFM-LAll) and the existing approach (GPU-GFM-L1) is 

shown in Table 2. The result shows that GPU-GFM-LAll is better than GPU-GFM-L1 in terms of number of rules. 
Table 2. Number of extracted association rules by the two methods. 

 GPU-GFM-L1 GPU-GFM-LAll 

Minimum Support Association rules # Association rules # 

0.00015 34 48 

0.00020 20 27 

0.00025 3 15 

VII CONCLUSIONS 

When users that want to find fuzzy association rules without the predefined membership functions in a limited time, 

the proposed GFM-GPU-LAll approach  can be utilized to reach the goal by preparing the transaction dataset and 

the equipment that has GPU in it.  
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ABSTRACT

Counting  of  people  crowd is  an  important  process  for  video  surveillance,  anomaly  warning,  public  security  
control, as well as ongoing protection of people and public facilities. People counting methods are also applied for  
controlling the numbers of people entering and leaving such places as a tourist bus, an office or an university  
building, a public building, a supermarket or shopping mall, a culture or sport center, etc. The problem arises  
when the number of exiting people is not equal to the number of entering people. How many people are missing  
and who is missing? The paper presents an approach for people counting and detection of missing persons. This  
approach includes two procedures. First, the dominant color of people detected on video was analyzed. Next, the  
silhouette sizes were used. Both procedures finally allow us to define specific features distinctive for missing  
people. The results of tests performed with video recordings of people entering and exiting through the door are  
promising. In this approach individual’s identities are not registered; therefore, privacy violation is avoided.

I INTRODUCTION

People counting is useful in monitoring of people entering or leaving some places. In such a case the direction of  
a person movement is important, not only the appearance in a camera. In many applications these entering and 
leaving people are observed at the door or some gate. Such a situation is noticed in the case of counting people 
entering or leaving a tourist bus, an office or an university building, a public building, a supermarket or shopping 
mall, a culture or sport center, etc. It is important to know whether the number of leaving people is the same as  
the number of people who have entered. Then it is important to know which person or persons are missing.

In such surveillance applications the people counting is performed in a relatively narrow passage like a 
tourist bus door, when the faces are frequently not clearly visible. Moreover, it happens that it is not allowed to  
register individual’s identities. So, in this paper a solution is proposed for this problem taking into account, that  
we cannot violate people privacy by collecting the personal information.

II STATE OF THE ART

Counting of people crowd from a single still  image or video sequence frames has become an essential part of  
computer vision systems [1]. It is an important process for video surveillance, anomaly warning, security control, as 
well as ongoing protection of people and public facilities. Automatic crowd counting is frequently used to estimate 
the number of people participating in some outdoor events such as processions, political meetings or manifestations,  
protest events, subway stations, tourist attractions, open-air concerts, sports competitions, and in many other mass 
activities. In past many methods of crowd counting have been proposed based on the detection and calculation of 
objects (faces, heads, human bodies) in images or videos. Then these methods tried to estimate crowd density and on 
the basis of the crowd density estimate the number of people. In recent years methods based on convolutional neural  
network (CNN) models have become very popular. Crowd counting is applied for images presenting almost static 
crowd during the mass events such as music concerts, sports events, or meetings, etc. People counting is also used 
for people walking (pedestrian detection), for example during political demonstrations, or simply on streets or 
passages in a supermarket or shopping mall, etc. Then counting of people is also useful for the people entering and 
exiting buses [2] or some buildings, crossing the gate observed by a digital video camera, etc.

III ORIGINAL CONTRIBUTION

The proposed and experimentally examined approach is based on three steps: detection of people, people counting, 
and then people annotation using the dominant color and the silhouette size.
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IV METHODOLOGY

The people detection method applied in the proposed solution is based on the algorithm of point tracking that is a  
centroid of a rectangular shape of an object detected by a convolutional neural network. People detection is 
achieved by the already trained model MobileNet-SSD. The software used in the experiments is based on the 
computer program code available in the Internet [3], however, it was modified to ensure not only counting people  
but also recognizing the direction of movement (entering or exiting). Moreover, to enable the detection of the 
dominant color and the silhouette size of a passing person, then used in people annotation process, a camera could 
not be placed vertically down at the door as in majority of people counting algorithms. If a camera is placed  
vertically down the people heads are clearly visible and people counting is much easier, however, the detection of  
the dominant color of their dresses is rather impossible. Also the dimensions of the human body including human  
height cannot be observed and measured.

The dominant color was found by analyzing the frequencies of colors of a detected person. The HSL (Hue  
Saturation Lightness) color model was used and three most frequently observed H values were registered for each 
detected person in an entering people registration list. In this list also the size of a detected person was saved. The  
dimensions of the rectangle were taken as the size of a person silhouette. The similarity of two persons on the  
basis of the dominant colors was calculated using the Euclidean measure.

V RESULTS

The standard efficiency measures of detecting missing people based on dominant colors such as recall, precision,  
and F-measure achieve the level of 0.66 to 1.00 for recall,  0.50 to 0.75 for precision, and 0.60 to 0,86 for  
F-measure. In the case of the analyses of human silhouettes, these values ranged from 0.33 to 0.75, so they were 
much lower. The measuring of silhouette sizes should be improved in further experiments.

VI EVALUATION

The  results  of  tests  performed  with  video  recordings  of  people  entering  and  exiting  through  the  door  are  
promising. However some unexpected adversities have been encountered. To achieve good results a camera  
should be placed not above the entry but in front of entering people. When detecting dominant colors of people 
entering and leaving the dominant colors of background are at the beginning recognized and then should not be 
included in the set of colors characterizing a given person. Unfortunately, the most dominant colors are not  
always  exactly  the  same or  even not  evidently  similar,  although they were  registered for  the  same person 
entering and then leaving the room, because the lighting conditions are not the same for the both events. It 
happens that they are significantly different.  The best  situation is when clothes are of expressive colors.  In 
practice many people wear clothes that are usually quite muted colors, so, only color may be not significantly  
discriminative.  Because it  happens that  one leaving person is  similar  to more than one entering person the  
matching procedure of entering people and those leaving may have a great influence on final results. 

VII CONCLUSIONS

The approach presented in the paper can be applied for controlling the numbers of people entering and leaving  
such places as a tourist bus, an office or an university building, a public building, a supermarket or shopping mall,  
a culture or sport center, etc. The problem arises when the number of exiting people is not equal to the number of  
entering people. How many people are missing and who is missing? The paper presents an approach for people 
counting and detection of missing persons.

Both procedures, i.e. the analyses of dominant colors and people silhouettes, finally allow us to define 
specific features distinctive for missing people. The results of the tests performed with video recordings of people  
entering and exiting through the door are promising. What is very important in this approach is the fact that 
individual’s identities are not registered; therefore, privacy violation is avoided. This is critical factor because the 
protection of personal data and the protection of privacy is a priority in the present day.
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ABSTRACT

In recent years, many papers and models have been developed to study the classification of X-ray images of lung
diseases. The use of transfer learning, which allows using already trained network models for new problems, could
allow for better results in the COVID-19 disease classification problem. However, at the beginning of the pandemic,
there were not very large databases of SARS-CoV-2 positive patient images on which a network could perform
learning. A solution to this problem could be a Generative Adversarial Network (GAN) algorithm to create new
synthetic data indistinguishable from the real data using the available data set. It would allow training a network
capable of performing classification with greater accuracy on a larger and more diverse number of training data.
Obtaining such a tool could allow for more efficient research on how to solve the global COVID-19 pandemic
problem. The research presented in this paper aims to investigate the impact of using a Generative Adversarial
Network for COVID-19-related imaging diagnostics in the classification problem using transfer learning.

I INTRODUCTION

Since the first infections were reported in November 2019 in Wuhan, China, SARS-CoV-2 has spread worldwide,
including reaching Europe in early 2020. The World Health Organization (WHO) has declared ca the center of
the pandemic. From the very beginning, a critical element in the fight against the pandemic has become its correct
diagnosis and the choice of the correct therapeutic approach for the individual course of the disease . Chest X-ray
has been selected as one of the diagnostic tools, although it should be noted here that it is relatively insensitive in
detecting pulmonary abnormalities in the early stages of the disease. However, it can be very useful to monitor the
progression of pulmonary involvement in COVID-19, especially in patients with advanced disease.

To obtain a good quality diagnostic system, it was necessary to collect a sufficiently large database containing
images of COVID-19 sufferers and healthy patients. At the beginning of the pandemic, the main problem was
obtaining images of infected individuals, so the so-called problem of building a diagnostic system based on im-
balanced data was encountered., i.e., the disproportion between the number of observations from different classes.
One of the techniques used to balance the distributions is data augmentation, which involves adding synthetic mi-
nority class objects to the data set. Among the various techniques that can be chosen to implement such a process,
it was decided to use a generative adversarial network (GAN). It allows two competing generator and discriminator
modules to generate synthetic chest x-ray images of individuals infected with Sars-Cov-2. With such a technique, a
sufficient volume of images can be obtained to adequately train a deep network allowing diagnosis in the indicated
range.

The main goal of this work is to evaluate whether the use of Generative Adversarial Network for generating
synthetic images and transfer learning techniques is helpful in the problem of learning deep models dedicated to
the COVID-19 classification problem.

II ORIGINAL CONTRIBUTION

We how the data was prepared, how synthetic images were generated, and how transfer learning techniques were
used in the task of classifying lung images of COVID-19 patients.

III METHODOLOGY

The pipeline of the proposed framework is presented in Fig. 1.
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Figure 1: The pipeline of the proposed framework.

IV RESULTS

Goal. The experimental study aimed to answer whether the augmentation of minority class images using GAN
and transfer learning can improve the quality of x-ray image classification toward COVID-19 diagnosis.
Used datasets. The collection COVID-19 Radiography Database from the kaggle repository was used to investi-
gate the posed thesis. It consists of several thousand X-ray images of 299x299 pixels, divided into four classes:
(i) COVID (3616 images), (ii) Lung Opacity - (6012 images), (iii) Normal - (10192 images), (iv) Viral Pneumonia
(1345 images).

As the aim of this study was to propose an effective tool for diagnosis of covid-19 patients, hence only images
of healthy Normal) subjects and those diagnosed with covid-19 (COVID) were selected from the above database.
This choice is also justified by the need for extensive computational resources when performing the GAN model
learning process on high-resolution images. For this reason, the number of images was limited to 1000 COVID
class images and 2819 Normal class images (the proportions of the number of images present in the selected data
set were preserved). 1.
Implementation and reproducibility. Complete source code, sufficient to repeat the experiments, was made
available at public avalialble repository2. The proposed algorithm, as well as the experiments described in this
work, were implemented in the Python programming language. We also used Keras library.

IV.1 Using GAN to generate synthetic images

The resulting dataset was imbalanced, i.e., the imbalance ratio was ca. 1:3. Hence it was decided to choose a
method how to balance it. One of the popular data augmentation methods is oversampling, i.e., adding the number
of minority class objects (COVID) to the original set equals the number of majority class objects (Normal). We
may distinguish two main approaches, i.e., random oversampling or generation of synthetic objects. We decided
to generate synthetic minority class X-ray images from the used dataset to provide more diversity in the learning
set One of the problems that had to be solved was the appropriate choice of generation parameters. Since it was
impossible to determine in advance what number of epochs was needed to generate realistic images of covid-19
patients, the subjective expert evaluation was used every ten epochs to determine whether the generated images
were already of satisfactory quality.

According to expert judgment, it was considered that satisfactory quality was obtained after 180 epochs, and
these images were used in the next step to learn the classifier.

IV.2 Transfer Learning

The final step of the research was to perform classification with transfer learning, using real and synthetic data. For
this purpose, the following research method was proposed: (i) performing a training of the transfer learning model
with real data only to proceed with the classification; (ii) performing a training of the transfer learning model with
real and generated data, to proceed with the classification; (iii) comparison of the results obtained from the two
experiments. Two pre-trained models were selected to perform transfer learning: VGG16 and VGG19.

V CONCLUSIONS

The purpose of the study was to answer the question of whether the use of transfer learning and data augmentation
based on the generation of synthetic images using GAN can improve the quality of classification. Based on the
results obtained, the answer to both questions is positive. It was possible to obtain synthetic images that resembled
real images in expert opinion, and adding them to the dataset resulted in an increase in classification quality for
both trained networks. However, we have to emphasize that it required more epochs to obtain the final model.

1https://www.kaggle.com/tawsifurrahman/covid19-radiography-database, June 2021
2https://github.com/jderen/Covid-19-GAN-Results
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Complement Naive Bayes Classifier for Sentiment Analysis of Internet Movie Database

ABSTRACT

Sentiment analysis (SA), often known as opinion mining, is the subjective examination of a written text. Moreover, 
SA is a critical technique in today's artificial intelligence (AI) field for extracting emotional information from huge 
amounts of data. The study is based on the Internet Movie Database (IMDB) dataset, which comprises movie 
reviews and the positive or negative labels that relate to them. Our research experiment's objective is to identify the 
model with the best accuracy and the most generality. Text preprocessing is the first and most critical phase in a  
Natural Language Processing (NLP) system since it significantly impacts the overall accuracy of the classification 
algorithms. The experiment implements the Term Frequency-Inverse Document Frequency model (TFIDF) to 
feature selection and extractions. The following classifiers are used in this work: Linear Model and Naïve Bayes.  
Besides, we explore the possible options of loss functions such as  square_hinge, huber, modified_huber, log,  
epsilon_insensitive, perceptron, and modified_huber. ComplementNB achieves the highest accuracy, 75.13%, for 
both classification reports based on our experiment result.

I INTRODUCTION

Sentiment analysis (SA) is a critical technique in today's field of artificial intelligence (AI) for extracting  
emotional information from vast amounts of data [1]. Sentiment analysis has improved over the years using several 
machine  learning  and  dictionary-based  algorithms to  improve  accuracy.  In  the  industrial  context,  businesses  
primarily use SA to collect and assess client feedback. The fields of natural language processing (NLP) and SA are 
inextricably linked. The Internet Movie Database (IMDB) dataset comprises 50,000 reviews, equally split between 
25,000 train and 25,000 test reviews. Positive or negative movie reviews are categorized, and the task is to guess the 
sentiment of an unseen review. The sentiment of a movie review is usually associated with a different rating, which 
can be used for classification dilemmas. It can be used as a reference instrument for movie preference. 

II STATE OF THE ART

Researchers have been working on various recommendation algorithms based on text data supplied by internet 
users over the last couple of years. Zirn et al. [2] developed a completely automated system for fine-grained SA at the 
sub-sentence level, incorporating several sentiment lexicons, neighborhood links, and discourse linkages. Appel et 
al. [3] established a hybrid strategy based on ambiguity management, semantic rules, and a sentiment lexicon using 
Twitter sentiment and movie review datasets. The authors evaluated the performance of their suggested hybrid  
system to that of conventional supervised algorithms such as Naive Bayes (NB) and Maximum Entropy (ME). The 
recommended approach outperforms supervised methods in terms of precision and accuracy. Naive Bayes (NB) is a 
well-known classification technique in data mining.

III ORIGINAL CONTRIBUTION

The following are the significant contributions of this work: (1). The study is based on the IMDB dataset, 
which comprises movie reviews and the positive or negative labels that relate to them. (2). The goal of our study  
experiment is to find the model with the highest accuracy and the greatest generality. (3). The following classifiers 
are used in this work: Linear Model and Naïve Bayes. Different techniques, including Count Vectorizer, Term  
Frequency-Inverse Document Frequency model (TFIDF)Vectorizer, minimum-maximum number of words, and 
max features, are implemented. We can observe that the complement naive Bayes model performs well compared to 
other methods.

IV METHODOLOGY

The following methods are used to resolve the classification problem: Logistic Regression (LR), Bernoulli 
Naïve Bayes (BernoulliNB), Complement Naïve Bayes (ComplementNB), and Linear Support Vector Machine 
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(Linear  SVM)  with  SGDClassifier  and  different  loss  type  (square_hinge,  huber,  modified_huber,  log,  
epsilon_insensitive, perceptron, modified_huber). Finally, the classification procedure is carried out, sentiment 
analysis will show the positive or negative result, and the methods used are analyzed.

V RESULTS

ComplementNB achieves the highest accuracy, 75.13%, for both classification reports. ComplementNB was 
created to address the "severe assumptions" imposed by the ordinary Multinomial Naive Bayes classifier. It is  
especially well-suited for unbalanced data sets. Naive Bayes is often used as a baseline in text classification  
because  it  is  fast  and  easy  to  implement.  Therefore,  we  apply  the  sklearn  class  as  follows: 
sklearn.naive_bayes.ComplementNB (*,  alpha=1.0,  fit_prior=True,  class_prior=None,  norm=False). On the 
other hand, BernoulliNB only achieves 54.71% accuracy for both classification reports.

VI EVALUATION

Some advantages of the Naive Bayes Algorithm are: (1). The NB method is efficient and 
can save a significant amount of time. (2). NB is well-suited for tackling challenges involving 
multi-class prediction. (3). If the premise of feature independence remains true, NB can 
outperform other models and require less training data. (4). NB is more appropriate to 
categories than to numerical input variables.

VII CONCLUSIONS

Based on our experiment result, we can conclude: (1) ComplementNB achieves the highest accuracy, 75.13%, 
for both classification reports. (2) In the group of Linear classifiers SVM with SGD training, SGDClassifiers with 
loss functions "log" achieve the best performance 75.07% accuracy in the classification report for the bag of words. 
(3) In the classification report for TFIDF features, SGDClassifiers with loss function "perceptron" exhibit the  
optimum accuracy of 74.99%. We will explore the other loss function in future research to increase our performance 
results. We also want to combine sentiment analysis with Shapley Additive Explanations (SHAP) for explainable  
artificial intelligence (XAI).
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ABSTRACT

The application of Artificial Intelligence (AI) is increasing in areas like sentiment analysis and natural language 
processing (NLP). Automatic sentiment analysis provides a guide to capture the user emotions and classify the reviews 
into positive or negative. One of the challenges of using general lexicon analysis is its insensitivity to all domains. There 
arises a need for the interpretability of the output predicted from the AI sentiment analysis models.  This paper  
developed a Shapley Additive Explanations for Text Classification (SHAP) based model to classify the user opinion 
texts into negative or positive labels. Our sentiment analysis model is evaluated on the Internet Movie Database  
(IMDB) datasets which have rich vocabulary and coherence of the textual data. Results showed that the model predicted 
89% of the user reviews correctly. This model is very flexible for extending it to unlabeled data.

I INTRODUCTION

Sentiment analysis (SA) is a rapidly expanding field of research due to the massive growth of digital information. 
In the field of artificial intelligence (AI), SA is a crucial tool for extracting emotional information from huge amounts 
of data [1]. In the Internet Movie Database (IMDB) dataset, there are equal numbers of 25,000 train and 25,000 test 
reviews, for a total of 50,000 reviews. Whether a film review is positive or negative, users must try to deduce the  
author's intent from the context in which it was written. The sentiment of a movie review is usually associated with a 
different rating, which can be used for classification dilemmas. It can be used as a reference instrument for movie  
preference. Shapley Additive Explanations (SHAP) is a highly valuable technique for dealing with one of the most 
difficulties associated with machine learning models: interpretability and explaining ability. It can be utilized both  
during the development and verification stages. SHAP can aid in the creation of an ML model by detecting outliers 
and missing values, segmenting data, selecting variables, and doing variable interaction analysis. In the validation  
governance stage, SHAP provides a clear means of explaining the interactions and consequences of the components.

II STATE OF THE ART

Moreover, there is various related research about SA, including Taboada et al.  [2] proposed an approach to 
extract the sentiments from text using a semantic orientation calculator and assign positive or negative labels based 
on the polarity and strength. Bandhakavi et al. [3] proposed a generative unigram mixture model to extract the 
emotions of weekly labelled data using the word emotion association. SHAP is the state-of-the-art Machine Learning 
explanation ability, and it is available for free. Developed by Lundberg and Lee in 2017 [4], this method provides a 
great approach to reverse-engineer the output of any prediction algorithm. The purpose of SHAP is to provide an 
explanation for the prediction of an instance x by calculating the contribution of each characteristic to the prediction 
of the instance x. 

III ORIGINAL CONTRIBUTION

The following are the significant contributions of this work: (1). The study is based on the IMDB dataset, 
which comprises movie reviews and the positive or negative labels that relate to them. (2). The goal of our study  
experiment is to do text classification and sentiment analysis by Shapley Additive Explanations (SHAP). 

IV METHODOLOGY

SHAP Values dissect a prediction to reveal the relative importance of its various components. how much each 
player contributed to the success of a collaborative game can be determined using this method. To put it another way, 
each SHAP value measures how much of a role each feature in our model plays in our prediction. In our experiment, 
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we use 100 data of IMDB and implement SHAP for text classification and sentiment analysis.

V RESULTS

The statistical performance of SHAP is described in Table 1. From the 100 data of IMDB dataset the sentiment 
analysis by SHAP got 89% accuracy. The total of positive data is 31 and Negative 58 for class “Yes”. In other hand, 
class “No” have 4 positive sentiments and 7 negative sentiments.

Table 1. Statistic Performance of SHAP.

Data Yes % No % Total
Positive 31 4 35
Negative 58 7 65

Total 89 11 100

VI EVALUATION

Some great benefits of the explanation by SHAP are as follows: (1). At the global level, the SHAP values 
together contribute to the interpretation and understanding of the model. Specifically, they demonstrate how much 
each  predictor  contributes  to  the  target  variable,  either  favorably  or  negatively.  (2)  At  the  local  level,  each  
observation receives its own set of SHAP values, which are then combined (one for each predictor). Transparency is 
substantially increased because of this, as contributions to predictions are shown on a case-by-case basis, something 
that standard variable significance algorithms are unable to achieve. There are some limitation of SHAP as follows: 
(1) An expected value is inferred by SHAP using data from the surrounding environment. (2) Predictions are 
explained by SHAP by comparing them to the training dataset's expected value. 

VII CONCLUSIONS

In this paper, we introduced SHAP based movie sentiment analysis model for user comments. The model learns 
the word representation and gives insight into the captured sentiments, classifying the comments into positive and 
negative categories based on the text analysis.  IMDB dataset is used for evaluating the model. The reviews are 
labelled with a positive/negative rating.  A total of 100 samples with 35 positive and 65 negative ratings are  
evaluated using the model. The model correctly predicted 31 positive and 58 negative ratings. The user comments 
largely influenced the text perturbations and correlated well with our model analysis. In the future, this model can be 
extended to characterize a wide variety of text data, and thus can be applied in various areas of sentiment analysis.
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SIMPLIFIED TITLE

Polarization in Personalized Recommendations

ABSTRACT

Recommender systems are beneficial to both service providers and users, but may also have unintended side
effects. In this paper, we address the societal impact of recommender systemss on user polarization resulting
from over-personalized recommendations. First, we model the user preference gap (uPG) as the distance between
two timeseries, representing the user’s consumption per content categories. Second, we map the uPG score onto
the not-yet-rated items, and consider two approaches to minimize uPG per user, when they go beyond a certain
threshold. In particular, we propose post and pre-constrained versions of the alternating least square algorithm
that reduce the user’s uPG score, hence avoiding to reinforce her polarization over time. Interestingly, these newly
constrained algorithms still maintain a high level of recommendation accuracy. Our simulation results, derived
from real datasets, show that our solutions enable personalization with a reasonable level of polarization.

I INTRODUCTION

Recommendation systems have recently attracted high interest from academic and industrial actors. This is mainly
due to their impact in guiding user behavior through proposed services and products, which often result in sig-
nificant business profit and user satisfaction. However, due to over-personalization and algorithmic bias, these
algorithms are vulnerable to unfavorable societal side effects, raising serious safety concerns regarding these sys-
tems. In this paper, we focus on mitigating users’ polarization by controlling their preference gap (uPG) while
interacting with the RS, and propose a simple way to avoid its widening throughout the user-RS interaction pro-
cess.

II STATE OF THE ART

A large number of recent research works have considered users’ latent vectors derived from the user-item matrix
factorization for encoding the user’s preference toward items. As a result, they proposed different approaches for
limiting their amplification over time as a potential solution to mitigate user polarization in RSs.

II.1 Item Polarization Score and User Bias Amplification

Some research works assigned polarization scores to items based on their ratings in order to detect the most
polarizing ones among the top-N recommendations. They consider that high polarization scores are associated
with items receiving opposite ratings and thus having a U-shaped rating histogram. However, these techniques fail
when applied to items that do not have a U-shaped rating histogram and are still considered polarizing. Some other
research works looked at users’ bias as a potential cause of polarization behavior that the recommender system then
amplifies through their interaction loop with the user. Several research works tried to ensure diversity, serendipity,
and novelty of recommendations to decrease their polarizing effect. However, doing so can result in what is called
“exposure bias”, and reinforce user polarization even further.

II.2 RS Algorithmic Bias Amplification

The RS algorithm itself can be polarizing, as it encourages users, through recommendations, to adopt the views
and opinions of like-minded users, and keeps them away from the views of opposite-minded users. This may result
in the formation of echo-chambers, consisting of isolated and polarized sets of users sharing similar preferences,
opinions and/or views. Therefore, item- and user-based polarization detection techniques should be combined with
a non-polarizing RS algorithm too, so that the user preference is not significantly amplified over time.
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Figure 1: Precision vs Recall of our proposed polarization-constrained RS algorithms, compared to some uncon-
strained baselines: Truncated SVD, Funk SVD and ALS.

III ORIGINAL CONTRIBUTION

In this work, we introduce two methods for minimizing user polarization in RSs. To this end, we model the user
preference gap (uPG) between a predefined set of item categories. Then, by controlling this gap, the RS balances
between accuracy and user polarization reduction in its list of top-N recommendations.

IV METHODOLOGY

To minimize user polarization in RS, we propose a post-constrained (i.e., applicable to any unconstrained RS algo-
rithm) and pre-constrained alternating least square (PreALS) algorithms, that minimize the uPG while maintaining
an acceptable accuracy compared to some unconstrained RS algorithm baselines.

IV.1 Approach 1: Post-constrained uPG

Based on our modeling of uPG, our first low-complexity yet effective methodology to minimize user polarization
is referred to as Approach 1. It relies on post-constraining the uPG score in the top-N list of recommendations. In
particular, we directly operate on the output data of the RS model, and favor top-N items that reduce uPG scores if
consumed by the user.

IV.2 PreALS Algorithm

Our second simple (but more involved) approach to minimize uPG scores is to consider that the not-yet-rated items
(if consumed by the user) leading to high uPG scores have virtually been rated by the user, and fictitiously assign
them a rating with a minimal value. Consequently, the RS model treats these ratings as training data, and will not
recommend them to the active user. Obviously, assigning a low rating to all not-yet-rated items with high uPG
scores may result in accuracy loss for the RS, because not all of these items will necessarily be among the top-N.

V RESULTS

Our proposed methods reveal that ensuring the safety of recommender systems does not necessarily compro-
mise their accuracy performance. As shown in Fig. 1, the Recall and Precision performance of our proposed
polarization-constrained methods (Approach 1 and PreALS) are compared against the unconstrained RS algo-
rithms Truncated SVD, Funk SVD, and ALS. Interestingly, Funk SVD and PreALS (middle of Fig. 1) are close in
terms of performance, and yet, PreALS is safe in terms of user polarization.

VI EVALUATION

Our results are evaluated on the MovieLens 100k dataset for N ranging from N = 10 to N = 80, with an increment
of 10; k and the number of iterations of SGD and ALS are set to 10. For our PreALS algorithm, the value of the
pre-constrained items’ ratings is set to 3.5.

VII CONCLUSIONS

Our work addressed the problem of mitigating user preference amplification in RSs, through new modeling and
measurement of its evolution. To minimize its effect in enforcing user polarization, we first introduced a simple
uPG post-constraining approach and then our pre-constrained PreALS RS algorithm.
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Using Explainable Artificial Intelligence (AI) such as SHapley Additive exPlanations (SHAP) explanations for
interpolation of missing values for predicting efficient scheduling in cloud computing.

ABSTRACT

The importance of cloud computing has been rapidly growing due to the increasing number of users’ requests for
diverse sets of resources. Although clouds have rich resources to handle these incoming requests, under or over-
provisioning of resources can lead to failure. Therefore, it is important to provision cloud resources appropriately.
Machine-learning-based techniques have been proven to be effective in the management of resources along with
maintaining a Service Level Agreement (SLA). These techniques require complete data to produce better predic-
tion results. In practice, it may happen that the data is incomplete and data with more missing attribute values
can negatively affect the outcome of the predictions. Therefore, interpolation of missing attribute values is crucial
for better predictions. However, the existing methods for interpolation of missing attribute values are heavy in
terms of computation. This paper first predicts resource usage in terms of CPU by applying the lightGBM model
to a real dataset. Furthermore, using the explanations of SHapley Additive exPlanations (SHAP) in combination
with the K-Nearest Neighbor (KNN) to interpolate missing values in the dataset for CPU usage prediction. The
experimental results show that SHAP explanations can be helpful for cloud providers in the selection of important
features for the interpolation of missing values. This SHAP-based interpolation results in lower computational
time along with acceptable accuracy in comparison with KNN-based interpolation.

I INTRODUCTION

For prediction, the datasets having missing attribute values of more than 15% can negatively affect the outcome
of the predictions [1]. Therefore, it is essential to have complete data for the prediction of optimal resources in
cloud computing. However, it is difficult to have complete data in practice [2]. Therefore, interpolation of missing
values is required to achieve better prediction results. In this work, we considered the publicly available dataset
from Delft University of technology GWA-T-12 Bitbrains (tudelft.nl) that provides the performance matrices of
VMs. To tackle with missing attribute values problem for prediction, first, we created missing values in a complete
dataset then we consulted SHAP explanations and K-Nearest Neighbor (KNN) for interpolation of missing values.
Lastly, we used the predictions of interpolated data values with the predictions of the original completed dataset
for comparisons.

II STATE OF THE ART

SHAP is one of the methods used in literature for complex model explanations from local and global perspectives.
SHAP explanations have been used to explain black-box models such as Random Forest and Convolutional Neural
Network (CNN) to get important features based on SHAP values and also the impact of features on workload
prediction output. These explanations can be helpful to practitioners in selecting the most important features for
resource management. The existing studies uses SHAP only for explaining complex models. However, SHAP
explanation provides important features, which can be used for the interpolation of missing attribute values to
reduce the computational time of interpolation while achieving acceptable prediction accuracy.

III ORIGINAL CONTRIBUTION

The existing studies considered SHAP for explanations of complex models. However, in this work, we considered
SHAP explanations for the interpolation of missing values to reduce interpolation computational time along with
acceptable prediction accuracy from the interpolation. Therefore, we used the SHAP explanations along with K-
Nearest Neighbour (KNN) for reducing interpolation computational time.
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Table 1: Experimental results

Actual RMSE: 805.15
Test Data Accuracy: 0.9396

Percentage of
Null values 10 % 30 % 50 %

K-nearest
neighbors K=3 K=5 K=7 K=3 K=5 K=7 K=3 K=5 K=7

KNN

RMSE: 851.33 856.07 869.78 966.59 952.73 975.49 1042.74 1022.83 1074.18

Accuracy: 0.9324 0.9317 0.9295 0.9129 0.9154 0.91136 0.8987 0.9025 0.8925

Computational
time: 1h 9min 26s 1h 16min 41s 1h 14min 14s 3h 15min 58s 3h 19min 58s 3h 14min 20s 4h 7min 54s 4h 20min 11s 4h 38min 24s

KNN with Most
Important Attribute

RMSE: 907.00 901.40 906.34 1044.82 1095.30 1129.89 1159.38 1169.75 1189.46

Accuracy: 0.9233 0.9243 0.9234 0.8983 0.8882 0.8810 0.8748 0.8725 0.8682

Computational
time: 1h 5min 1s 1h 11min 59s 1h 17min 52s 2h 46min 8s 3h 1min 14s 3h 3min 6s 4h 39s 4h 13min 21s 4h 15min 57s

KNN with Mult-
iple Attributes

RMSE: 874.38 893.33 898.37 1017.24 1037.77 1039.21 1116.30 1136.53 1156.82

Accuracy: 0.9287 0.9256 0.9248 0.9036 0.8996 0.8994 0.8839 0.8796 0.8753

Computational
time: 1h 10min 12s 1h 14min 41s 1h 38min 32s 2h 52min 55s 3h 16min 33s 3h 26min 33s 4h 5min 9s 4h 19min 16s 4h 30min 12s

KNN with Least
Important Attribute

RMSE: 958.88 922.17 953.40 1175.37 1211.14 1195.62 1330.29 1394.31 1404.14

Accuracy: 0.9143 0.9207 0.9153 0.8713 0.8633 0.8668 0.8351 0.8189 0.8115

Computational
time: 1h 5min 1h 7min 21s 1h 9min 54s 3h 23s 3h 4min 58s 3h 10min 5s 3h 58min 33s 4h 10min 20s 4h 12min 50s

IV METHODOLOGY

We performed several experiments using the following steps as shown in Table 1.
– Using publicly available dataset from Delft University of technology GWA-T-12 Bitbrains (tudelft.nl).
– Using SHAP for model explanations and extracting important features.
– Using KNN and SHAP explanations for interpolation of missing values.
– Using Light Gradient Boosting Machine (LightGBM) model for predicting CPU resource with the completed

dataset, KNN interpolated dataset and SHAP-based KNN interpolated dataset.

V RESULTS

The results in Table 1 show that interpolation of missing values with one or fewer features compared to a complete
set of features leads to less computational time. The proposed approach can be helpful to practitioners in the
selection of important attributes for the interpolation of missing values in test datasets to reduce computational
time along with achieving acceptable prediction accuracy.

VI EVALUATION

In this work, we performed experiments in multiple parts. First, the dataset is trained on the LightGBM model.
Secondly, we used KNN and SHAP explanations based KNN for the interpolation of null values. Lastly, the results
of all the experiments were compared as shown in Table 1. Using the most important features for interpolation
suggested by SHAP compared to using all the features in KNN not only provides acceptable accuracy but using
the SHAP important features greatly reduces the computational time of interpolation.

VII CONCLUSIONS

The approach can be used by practitioners for the interpolation of datasets with missing values with SHAP-
provided important features to reduce computational time along with acceptable prediction accuracy compared
to other interpolation methods.
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Radiomics-based prediction of metastasis

ABSTRACT

Lung cancer is the most common cause of cancer-related death worldwide. One of the most significant negative
prognostic factors is the occurrence of metastasis. Recently, one of the promising way to diagnose cancer samples
is to use the image data (PET, CT etc.) and calculated on the basis of these images so called radiomic features.
In this paper we present the attempt to use the radiomic features to predict the metastasis for lung cancer patients.
We applied and compared three feature selection methods and two classification methods: logistic regression and
support vector machines. The obtained accuracy of the best classifier confirms the potential of the radiomic data
in prediction of metastasis in lung cancer.

I INTRODUCTION

Lung cancer is the most deadly malignancy, causing almost 20% of cancer-related deaths worldwide. The main
cause of cancer death is associated with metastases, which are mainly incurable. We present the attempt to use
radiomic features to predict metastasis for lung cancer patients.

II STATE OF THE ART

Medical imaging has been the subject of many cancer-related studies. It is considered a great potential source
of data for diagnostic and prognostic classifiers and models thanks to the low invasiveness of their acquisition.
Radiomics proved to be a reasonable compromise between extracting as much information as possible from the
images and preventing model overfitting for usually limited cancer patient cohorts [1]. Radiomic features were
demonstrated to be effective for detection and prediction of local metastasis, and even in some cases, distant
metastasis.

III ORIGINAL CONTRIBUTION

Most studies focus on binary prediction of whether or not metastasis will occur. However, lung cancer is so invasive
that the eventual appearance of metastases is almost certain. Therefore we also predicted the time of metastasis
onset, in particular whether it will appear within a year or not. Additionally, we provide a detailed discussion of
challenges related to use of radiomics in a machine learning context.

IV METHODOLOGY

We extracted 105 radiomic features from PET/CT images of 131 patients treated for non small cell lung cancer. For
the majority of patients multiple regions of interest (ROI) were available. We performed clustering and principal
component analysis to investigate any trends in the data. We used two classification models, logistic regression and
support vector machine, to predict metastasis and metastasis within one year. We applied three feature selection
methods, fold change, t test and Wilcoxon test.

V RESULTS

Several issues had to be addressed to process the data. In addition to the multiple, very different, ROI per patient,
the features were highly correlated, and the differences between classes were relatively small. For most features,
the value distributions overlapped, there were also strong imbalances between classes.

The accuracy values achieved by both models were comparable, with a slight advantage of SVM classifier. As
for selection methods, the feature rankings for t test and Wilcoxon test were highly similar and consisted primarily
of first order features. In the fold change method, which performed slightly better, texture features were at the top
of the ranking, including Contrast, ClusterShade and LargeAreaLowGrayLevelEmphasis.
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VI EVALUATION

The models were evaluated using the Monte Carlo cross-validation method with 500 iterations, preventing infor-
mation leakage. The obtained results show, that although radiomic data present many challenges, they have a
potential for predicting metastasis.

VII CONCLUSIONS

The ability to accurately predict that a cancer patient would soon develop metastasis would be a breakthrough in
therapy planning. Using such knowledge the treatment could be intensified to prevent or slow down the process of
cancer dissemination. In contrast, treatment for lower risk patients could be spread in time to minimize unnecessary
adverse effects.
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SIMPLIFIED TITLE

Try the representation of words, typically in the form of a real-valued vector that encodes the meaning of the word, 
for Arabic text analysis to determine whether data is positive or negative.

ABSTRACT

In Natural Language Processing (NLP), the manual features (part-of-speech tagging, stemming…) might not be 
helpful sometimes to deciding the feeling expressed in a sentence. That more properties need to be considered. Word 
embedding, which is the key component for learning the text features, has just started to appear in Arabic sentiment 
analysis. On the other hand, Deep Neural Networks were widely used recently for this task, especially for the English 
language.  In  this  paper,  we  focus  on  the  Tunisian  dialect  sentiment  analysis  used  on  social  media  using  a  
Convolutional Neural Network and Bidirectional Long Short-Term Memory. The results show that our models on 
the publicly available TUNIZI dataset achieved superior performances than the other models applied for the same  
dataset.

I INTRODUCTION

Sentiment analysis, the field of study, that analyzes people’s opinions, sentiments, evaluations…towards entities 
such as products,  services,  organizations,  individuals...has become one of the essential  research areas whose 
application is clearly visible in many domains (politics, health, tourism…) due to the proliferation of reviews,  
recommendations and other forms of expression.

Most of studies have been applied on English and some other Latin languages successfully. However, very few 
studies have focused on sentiment analysis in Arabic, due to its complexity and rich morphology.

The growing number of Arab Internet users and the exponential growth of Arabic content online pushed the  
attention of many researchers to this task. Moreover, Arabic can be written in both scripts, Arabic and Arabizi. The 
last one, which was defined as the newly emerged Arabic variant written using the Arabic numeral system and  
roman script characters, was a reason that encourage researchers to deal with this variant of Arabic.

We try to improve sentiment classification results. We perform a Tunisian dialect used on social media using the 
representation of words in the case of binary classification (positive, negative).

II STATE OF THE ART

A lexicon-based  sentiment  analysis  system was  used  to  classify  the  sentiment  of  Tunisian  tweets.  A  Tunisian 
morphological analyzer developed to produce linguistic features. 800 Arabic script tweets are used (the TAC dataset) and 
achieved an accuracy of 72.1%.

The support vector machine was presented for Tunisian Arabic script tweets. It achieved the best results for binary  
classification with an accuracy of 71.09% and an F-measure of 63%.Different bag-of-word schemes used as features, 
binary and multiclass classifications were conducted on a Tunisian Election dataset (TEC) of 3,043 positive/negative 
tweets combining MSA and Tunisian dialect.

A study is conducted on the impact of the Tunisian sentiment classification performance when it is combined with other 
Arabic based preprocessing tasks (Named Entity Tagging, stopwords removal…). A lexicon-based approach and the 
support vector machine model were used to evaluate the performances on two datasets; TEC (Tunisian Election dataset) 
and TSAC (Tunisian Sentiment Analysis Corpus).

Three  deep  learning  methods  (convolutional  neural  network  (CNN),  Long  short-term  memory  (LSTM),  and 
Bidirectional LSTM (BiLSTM)) were evaluated on a corpus containing comments posted on the official Facebook pages 
of Tunisian supermarkets to conduct to an automatic sentiment analysis. In their evaluation, authors wanted to show that 
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the gathered features could lead to very encouraging performances through the use of CNN and BiLSTM neural  
networks.

A robustly optimized BERT approach was used to establish sentiment classification for a Tunisian corpus. A Tunisian 
Robustly optimized BERT approach model called TunRoBERTa was proposed, which outperformed Multilingual-
BERT, CNN, CNN combined with LSTM and RoBERTa. The proposed model was pretrained on seven unlabeled 
Tunisian datasets publicly available.

To produce document embeddings of Tunisian Arabic and Tunisian Romanized alphabet comments, the doc2vec 
algorithm was used. The generated embeddings were fed to train a Multi-layer Perceptron (MLP) classifier where both 
the achieved accuracy and F-measure values were 78% on the TSAC (Tunisian Sentiment Analysis Corpus) dataset. This 
last dataset combines 7,366 positive/negative Tunisian Arabic and Tunisian Romanized alphabet Facebook comments.

Syntax-ignorant n-gram embeddings representation composed and learned using an unordered composition function and 
a shallow neural model was proposed, it helps to relieve hard work due to the hand-crafted features. A proposed model, 
called Tw-StAR, was evaluated to predict the sentiment on five Arabic dialect datasets including the TSAC dataset.

We observe that, word embeddings are used for learning the text features. This type of work, the representation learning, 
has just started to appear in Arabic sentiment analysis. Therefore, fastext word embedding will be used.

III ORIGINAL CONTRIBUTION

These new representations of textual data have made it possible to improve the performance of automatic language 
processing methods (or Natural Language Processing), such as Sentiment Analysis.

The word vector representations proved to be efficient and successful technique in the applications of NLP due to its 
capability to take under consideration the morphology of words.

IV METHODOLOGY

CNN  and  BiLSTM  deep  neural  network  classifiers  were  used.  Convolutional  Neural  Network  (CNN)  is  
traditionally used in the application of image processing, and is good at capturing the patterns. The use of CNN is  
efficient for Natural Language Processing (NLP) on various benchmark tasks. Bidirectional LSTM (BiLSTM) is a 
class of RNN models. BiLSTMs are used for sequential processing of the data and are efficient at capturing long-
range dependencies. Our work consists of experimented these two classifiers; a CNN with a number of filters equal 
to 100 and a BiLSTM. Our study is experimental.

V RESULTS

We can notice that the representation of words; the fastText embedding combined with CNN leads to the best  
performance with an 84.25% of accuracy compared to 83.69% scored by BiLSTM. This is also the case for the  
F1.micro and F1.macro performances with values 84.25% and 84.16%, respectively.

VI EVALUATION

The  dataset  includes  more  than  9k  Tunisian  social  media  comments  written  only  using  Latin  script  [1]. 
Performance metrics are needed to evaluate how well our models do. In sentiment analysis area, accuracy and F-
score are usually the most used. We can notice that the representation of words used combined with CNN leads to 
the best performance of accuracy compared to BiLSTM. This is also the case for the F1.micro and F1.macro  
performances. Compared to other models applied on the tackled dataset,  our fastText models based CBOW  
outperformed other models. This is one of the main strength in our models, which demonstrates their capacity for 
handling this type of Dialectal Arabic emerged in social media.

VII CONCLUSIONS

We achieved good results on the TUNIZI dataset. This last helped us to better understand the nature of the Tunisian 
dialect.
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ABSTRACT

Hyperspectral cameras acquire images containing information across the electromagnetic spectrum, which convey
useful information about the scene. To enable effective analysis of such data, spectral unmixing is often used. It
is an important task in hyperspectral imaging, allowing one to obtain the information about spectral endmembers
which make up each hyperspectral pixel. This task, traditionally solved with dedicated statistical methods, has
recently been explored with deep learning methods. One of the methods well-suited to this task are autoencoders.
These neural networks are initialized using multiple random weights, and their initialization often has a significant
impact on their efficiency. Because of that, to improve the initialization of autoencoders for the spectral unmixing
task, we propose to use the pre-training scheme consisting of clustering-based artificial labeling. We test the
approach on two popular hyperspectral datasets, i.e. Samson and Jasper Ridge. Our experiment delivers promising
results, improving autoencoders effectiveness in the case of Samson dataset, i.e. for 25-class labeling endmembers’
and abundances’ errors improve by 0.045 and 0.008, respectively. The worse results in the case of Jasper Ridge
dataset (improvement of the endmembers’ error by 0.001, and worsening of the abundances’ error by 0.006 for
25-classes labeling) show that more research is required to understand when the proposed approach improves the
results of the spectral unmixing. The auxiliary experiments that we also conduct allow us to partially answer that
question.

I INTRODUCTION

In this work, we explore the transfer learning approach to enhance the efficiency of autoencoders in the problem
of spectral unmixing. We test our solution on the problem of hyperspectral unmixing because it is an important
step in hyperspectral image processing, for which autoencoders are an effective solution. We utilize the clustering
algorithm to generate artificial labels for the unlabeled dataset. We then use these labels to pre-train the autoencoder
on the classification task. Last, we use the pre-trained model to perform unmixing on the original, unlabeled
dataset. We test our pipeline using two different hyperspectral datasets as well as four different weight initialization
methods. In the case of one of the datasets, the results show that the proposed approach improves the unmixing
quality. In the case of the second dataset, the proposed approach does not bring about improvement. Given that
with the subsequent experiments, we partially answer the question of why this is the case.

II STATE OF THE ART

The classical methods of hyperspectral unmixing include geometrical, statistical, and sparse regression-based ap-
proaches, e.g., SISAL and N-FINDR. Moreover, the hyperspectral unmixing task was solved using autoencoders
by numerous authors. The problem of nonoptimal weights initialization in the case of deep learning models was
observed in multiple studies, including instability of autoencoder training in the case of hyperspectral unmixing.
In this work, we utilize the autoencoders for the spectral unmixing task. However, we also use the pre-training
method to pre-train the models and reduce the problem of nonoptimal weight initialization.

III ORIGINAL CONTRIBUTION

We propose a way to improve the quality of hyperspectral unmixing in the case of autoencoder neural network, i.e.
we utilize self-supervised learning approach, in which classification pretext task based on artificial labels is used to
pre-train the model, making the subsequent unmixing easier to perform. We test our approach using two different
hyperspectral datasets and four different weight initialization methods. In situations where our approach does not
bring about any improvement over the baseline, we conduct additional experiments to find out why this is so.
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IV METHODOLOGY

In our experimental study, we utilized the autoencoder model from [1] as well as the clustering method from [2]
to generate artificial labels for pre-training. The autoencoder is composed of encoder, which transforms the input
to the latent space, and the decoder, which transforms the output of the encoder so that it resembles the input
to the model. The clustering method works as follows: For a given hyperspectral scene, it is divided into the
given number of rectangles. The pixels in a given rectangle belong to the same cluster and are given the same
artificial label. This simple labeling technique allows us to prepare the original dataset for the pre-training of the
autoencoder. We use the artificial labels to pre-train the encoder part of the autoencoder on the classification task.
Then the autoencoder is used to perform unmixing on the original dataset.

V RESULTS

The results of our experiments are mixed. In the case of one of the datasets, the proposed pre-training resulted
in lower errors compared to baseline results. However, when considering the second dataset, our approach did
not result in statistically significant improvement, and in some cases, even higher errors were obtained compared
to the baseline. In summary, the investigated approach has the potential to be a valuable tool for improving the
effectiveness of autoencoders in the task of spectral unmixing, but more research needs to be done to learn under
what conditions the method can bring improvements. Our analysis of the classification maps, where we observed
that more empty maps were present in the case of the second dataset, can be considered a first step in that direction.

VI EVALUATION

To test the proposed approach, we performed the experiment using two hyperspectral datasets as well as four
weight initialization methods. The experiment was composed of 50 runs per weight initialization. The number
of classes for the artificial labels, which is a hyperparameter of the used clustering method, was varied to better
test the proposed pipeline. Furthermore, statistical tests were utilized to verify whether the differences between
baseline model initializations and pre-training experiments were statistically significant.

VII CONCLUSIONS

In this work, we have investigated the usage of an unsupervised pre-training method in the case of autoencoders
and the spectral unmixing task. We conducted the experiment using two different hyperspectral datasets and four
different weight initialization methods. Moreover, we used a known artificial label generation algorithm based on
clustering. The results can be used to improve the effectiveness of autoencoders in the task of spectral unmixing,
and in the case where such improvement is not observed, it can provide a possible explanation for this fact.
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Meet your email sender - hybrid approach to email signature extraction

ABSTRACT

Email signature is considered imperative for effective business email communication. Despite the growth of social
media, it is still a powerful tool that can be used as a business card in the online world which presents all business
information including name, contact number, and address to recipients. Signatures can vary a lot in their structure
and content, so it is a great challenge to automatically extract them. In this paper, we present a hybrid approach
to automatic signature extraction. The first step is to obtain the original most recently sent message from the
entire email thread, cleaned from all disclaimers and sufficient lines, making the signature to be at the bottom
of the email. Then we apply the Support Vector Machine (SVM) Machine Learning (ML) technique to classify
emails according to whether they contain a signature. To improve obtained results we apply a set of sophisticated
Information Extraction (IE) rules. Finally, we extract signatures with great success. We trained and tested our
technique on a wide range of different data: Forge dataset, Enron with our own collection of emails, and a large set
of emails provided by our native English-speaking friends. We extracted signatures with a precision 99.62% and
recall of 93.20%.

I INTRODUCTION

Email is one of the most used communication services. Its usage is steadily growing, with more than 4 billion
users worldwide in 2021 and about 6.8 billion email accounts – and it continues to grow. Email signatures serve
the purpose of business cards or letter pads in this electronic world. They contain the sender’s name, organization,
location, phone number, company’s personal web page URL, social networks addresses and so on. Still, signatures
may be highly varying depending on the individuals or based on the company information. Our goal in this paper
is to develop a hybrid - machine learning/rule based approach to automatic email signature extraction.

Although some commercial solutions for signature extraction from emails do exist on the market, more sophis-
ticated analysis and use, broader coverage and range of data, specific collections and clients, and the need for an
as perfect methodology as possible, combining Machine Learning (ML) and Information Extraction (IE) methods,
was the challenge of the project that inspired this work and the paper.

II STATE OF THE ART

Signature extraction is envisaged more as an image detection than a Natural Language Processing problem and
still, no significant effort in image detection deep learning methods has been put into solving this problem. Some
strategies for the component-level analysis of plain text email messages are based on applying different machine
learning algorithms to a sequential representation of an email message, represented as a sequence of lines, and each
line defined as a set of features. Other methods use a combination of geometrical analysis and linguistics analysis
to convert the two-dimensional signature block into one-dimensional reading blocks and to identify functional
classes of text in a one-dimensional reading block. These methods are trained and tested on quite a limited set of
data.

III ORIGINAL CONTRIBUTION

Since machine learning classifiers may make substantial errors, we provided additional Information Extraction
technique-based verification of the decision made by the machine learning classification algorithm. For each
email, we considered the email address and metadata associated with it (first and last name, if present). We also
used three different datasets (collections of emails) for training and testing our hybrid approach, with a high volume
of high-quality data, providing high-quality classification results.
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Table 1: Result of SVM email classification with 10-cross validation on Forge, Enron and our own email datasets.
Dataset P R ACC F1
ForgeUnique 0.924152 0.987207 0.945879 0.954639
ForgeUniqueNotBots 0.948665 0.989293 0.962169 0.968553
Enron 0.857342 0.943707 0.867096 0.897685
OurEmails+Enron 0.919156 0.959001 0.936205 0.938490

IV METHODOLOGY

Following the strategy described in [1], we performed an experimental study, specifying a specific classification
procedure consisting of the following steps:

• Data preprocessing. First, we extracted the most recent emails from the threads and applied different
preprocessing techniques to ensure that the signatures would be at the bottom of the email if they existed
(we deleted all reply lines, disclaimer lines, notification lines, long lines, etc.)

• SVM email classification and IE refinement. Then we applied the SVM supervised learning method to
classify all emails into the P category (signature-containing emails) or N category. Obtained results are
refined using additional IE rules.

• Signature extraction. At the end, for all emails that contain the signature (classified into the P category) we
extracted signature blocks.

V RESULTS

We have built a robust signature extraction tool. A Python library has been defined for feature rewriting, fea-
ture pattern design, feature-based file representation, SVM model training, SVM model testing, elimination of
unwanted lines, reply lines extraction, etc. A set of rules for signature extraction has also been developed.

We applied the designed protocol and the tool to three datasets - a set of Forge formatted emails containing P –
1243 emails, N - 1474 emails, Enron email dataset complemented with our own mail collections and mailing lists
(P – 400 emails and N - 400 emails), and Dataset-3 – quite a large email dataset in its original format (not in Forge
format), consisting of 15264 emails without signatures and 5105 emails with signatures.

VI EVALUATION

The results obtained could be evaluated in terms of quality measures Recall, Precision, Accuracy, and F1 measure,
for different datasets, in the table 1.

When the SVM algorithm is applied to signature extraction from the emails of the P class, the results obtained
on the Dataset-3 dataset are presented in the table 2.

Table 2: Result of signature extractor on Dataset-3 with SVM method only (V2.1) and hybrid method (V2.2).
Dataset-3 P R ACC F1
V2.1 0.964784 0.759530 0.932816 0.849941
V2.2 0.996231 0.932027 0.982081 0.963060

VII CONCLUSIONS

The results obtained suggest that the developed tool may be successfully applied to many different fields and tasks,
such as preprocessing emails for text-to-speech systems, automatic formation of personal address lists, email
threading, etc. An application that may have a broad social and economic impact is a development of a network of
contacts as a core of a successful customer relationship management system.
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Data-driven Resilient Supply Management and Demand Forecasting

ABSTRACT

The article discusses several challenges related to resilient supply management and demand forecasting. Both of
those topics are of great importance for food retailers and producers who aim at reducing the risk of lost sales
opportunities and food waste. In the investigated case study of FitBoxY.com, due to the overestimated demand
and too large deliveries, historically, even 30% of the products were overdue. The developed ML framework
integrated with the supply management system enabled optimization of business costs and reduced food waste
from overestimated demand. The experimental evaluation showed that, with the developed solution, it is possible
to improve demand forecasting by nearly 50% compared to estimates proposed by human operators.

I INTRODUCTION

Providing reliable forecasts of the future demand for fast-moving consumer goods (FMCG) is a big challenge,
especially for retailers and producers in the food market. Here, the demand misestimation may lead to lost sales
opportunities and extra costs related to food waste. A special case requiring even more attention is sales through
vending machines, where the limited capacity causes additional difficulties in optimal supply management (SM).
The correct analysis of data from a dispersed points-of-sale (PoS) network causes many difficulties, for instance,
related to distributed data sources and their integration or challenges connected to a small number of historical
purchase transactions of a particular product in an analyzed PoS. In this regard, researchers indicate an opportunity
to build data-driven SM systems.

II STATE OF THE ART

Food production is a complex process under high uncertainty resulting in differences between the planned supply
and actual demand. Predicting demand may be modeled as the regression of the historically observed sales in
the investigated location. Several approaches are often adapted to dealing with this task, including simple statis-
tical methods, multivariate machine learning models, or obtaining near-optimal results with optimization meta-
heuristics. Another essential element of data-driven supply management systems is a concise and understandable
data representation [2, 3]. Recently, entrepreneurs have also considered applying prescriptive analytics to sup-
port decision-making [1]. For such systems to make reliable recommendations, it is critical to employ effective
mechanisms of demand forecasting.

III ORIGINAL CONTRIBUTION

In the article, we discuss the possibility of integrating the supply management system with a machine learning
(ML) framework that allows for predicting the demand for a distributed sales network. The prediction of future
sales over a specific period of time basing on historical data can be treated as a standard problem in the field
of time series analysis. However, due to the specificity of the FMCG data in the food industry, where products
have a short life cycle and are often substituted, this problem is very challenging. In a discussed case study of
FitBoxY.com, out of over 200 different products, only 10% are sold regularly over a long period. As an effect,
we observe a very big number of relatively short and scattered time series of sales (as a single time series, we
consider the sales history of a given product in one PoS). Fitting a prediction model for such data is difficult for
many state-of-the-art ML methods. It is, therefore, necessary to properly select and adjust utilized algorithms so
that they could effectively predict the sale of new products with a short sales history, thus effectively coping with
the so-called cold-start problem [4].
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IV METHODOLOGY

We deployed the developed framework and confirmed its effectiveness with the analysis of real data collected
from the FitBoxY.com. This technological start-up delivers healthy meals to the dispersed network of vending
machines of own construction deployed in many office buildings. FitBoxY offers meals prepared with high-
quality ingredients and packed under a protective atmosphere, avoiding chemical preservatives. The consequences
of such a decision are a slightly higher price and a short expiry date of two weeks. Thus, accurately adjusting
supply for the actual demand is critical, otherwise resulting in increased food waste and financial loss. In the
article, we present the results of predictions with several univariate auto-regressive methods, as well as multivariate
machine learning models operating on multidimensional representations. Data constitute time series extracted
from historical daily sales of products, separately for each PoS. However, for each of the investigated approaches
(univariate vs. multivariate), the evaluated methods expected different representations.

V RESULTS

The focus of our solution is on the optimization of business costs and the reduction of food waste resulting from
overestimated demand at points-of-sale. We achieve this goal by embedding machine learning algorithms into
the developed solution architecture. We highlighted challenges related to the specific nature of the data that we
collect. In particular, we explained the need for feature extraction to handle the cold start of new products and new
locations of points-of-sale. The presented experimental evaluation of several forecasting algorithms showed that
by using our approach it is possible to significantly improve (by nearly 50%) over the demand estimates proposed
by human operators.

VI EVALUATION

Experimental analysis was performed independently on 4 data sets and selected uni- and multivariate machine
learning algorithms. The time series were constructed based on historical transactions of FitBoxY products offered
at each vending machine (aggregated daily). The analyzed data are limited to the period starting May 2017 (the
very beginning of the FitBoxY operations) and ending early 2020. Avoiding the COVID-19 pandemic period was
necessary for the proper evaluation of univariate models, for which long gaps in series (e.g., due to lock-downs)
would enforce data imputation, resulting in high uncertainty of predictions. Furthermore, this data better reflect
the expected post-pandemic reality. There are two different prediction horizons examined. The first of 14 days
corresponds to the shelf-life of products. The second of 7 days match the median time between deliveries. In the
article, we present the evaluation of the sales prediction with root mean square error (RMSE) and mean absolute
percentage error (MAPE) - micro-averaged for all the examined periods and time series.

VII CONCLUSIONS

The combination of IoT-driven, low-cost vending machines, data-driven supply management, and the resilient ML
framework allows for optimizing costs associated with running a chain of unmanned points-of-sale. Our solution
addresses the issue of food waste and the overwhelming amount of garbage produced in the world. This fact places
our solution in the frame of the primary mission of modern businesses that opt to be profitable, yet responsible and
sustainable.

This research was co-financed by Polish National Centre for Research and Development (NCBiR) grant no.
POIR.01.01.01-00-0963/19-00 and by Polish National Science Centre (NCN) grant no. 2018/31/N/ST6/00610.
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SDG-Meter : a deep learning based tool for automatic text classification of the Sustainable Development Goals

ABSTRACT

The 17 Sustainable Development Goals (SDGs) are a ”shared blueprint for peace and prosperity for people and
the planet, now and into the future”. Since 2015, they help pointing out pathways to solve interlinked challenges
being faced globally. The monitoring of SDGs is essential to assess progress and obstacles to realise such shared
goals. Streams of SDG-related documents produced by governments, academia, private and public entities are
assessed by United Nations teams to measure such progress according to each SDG, requiring labelling to proceed
to more in-depth analyses. Such laborious task is usually done by the experts, and rely on personal knowledge
of the links between the documents contents and the SDGs. While UNEP has experts in many fields, links to the
SDGs that are outside their expertise may be overlooked. In this context, we propose to solve this problem with a
multi-label classification of texts using Bidirectional Encoder Representations from Transformers (BERT). Based
on this method, we designed the SDG-Meter, an online tool able to indicate to the user in a fully automatic way
the SDGs linked to their input text but also to quantify the degree of membership of these SDGs.

I INTRODUCTION

As part of the work of the United Nations Environment Programme (UNEP), multiple documents (policy recom-
mendations, toolkits, reports, project submissions, progress reports, etc.) are analysed by SDG experts for properly
indexing them according to SDGs. Experts have to read the document and identify which SDGs are mentioned, or
are related to it. These mapping exercises are time-consuming and subjective to personal knowledge of the links
between the document contents and the SDGs. While UNEP has experts in many fields, links to the SDGs that are
outside their expertise may be overlooked. This work, based on the subjectivity of each expert, introduces a bias in
the overall mapping work, which therefore does not allow for a comparison of the associations made for each text.
This association work (labeling) based on text analysis therefore requires increased knowledge of the terminology
of each SDG to achieve an optimal analysis. The improvement of the whole text labeling process consists firstly in
adopting automation of this process (time saving for the experts), and secondly, in designing a single intelligence
with a solid knowledge of the terminologies of each SDG (bias reduction). Aiming to address these issues, we
propose the online tool SDG-Meter which allows to automatically classify a text — without expert intervention —
according to the 17 SDGs but also to quantify each link between the SDGs and a text. The SDG-Meter is based on
the use of a powerful deep learning algorithm which is currently one of the most powerful and efficient algorithms
in the field of Natural Language Processing. Following a series of tests, it was confirmed that our tool is able to
perform a classification identical to that of an expert.

II STATE OF THE ART

It exists various tools which permit to classify texts according to SDGs such as SDG-Pathfinder1, OSDG2 and
LinkedSDG3 However, these tools have some limitations such as the unsupervised methods always require the
time-consuming intervention of experts to map the detected features to each SDG. Moreover, these methods are
generally based on keyword analysis and do not take into account the context of the texts. In most cases, SDG
classification tools and methods do not quantify the link between a text and an SDG, which is useful for establishing
a more accurate classification.

1https://sdg-pathfinder.org
2https://osdg.ai
3https://linkedsdg.officialstatistics.org/#/
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III ORIGINAL CONTRIBUTION

The SDG-meter is an online tool which allow to link text to one or more SDGs that it deals with and also to quantify
its degree in percentage of belonging to these different SDGs without any human intervention. The SDG-Meter
is based on the use of one the most powerful natural language processing algorithm named BERT(Bidirectional
Encoder Representations from Transformers)[1].

IV METHODOLOGY

In order to constitute the training base of our SDG Meter we have extracted text labelled by experts from IISD
”SDG Knowledge Hub” website4 which provides users labelled articles such as ”News”, ”Guest Article” and
”Policy Brief” so three different writing styles. Based on this dataset, the multi-label classification algorithm
BERT was trained to identify and quantify the degree to which a text belongs to the 17 SDGs. this experimental
approach relies on the sole use of a deep learning algorithm to classify a text according to the SDGs, a method that
has never been mentioned in the literature.

V RESULTS

The SDG-Meter permits to automatically classify text — without expert intervention — according to the 17 SDGs
but also to quantify each link between the SDGs and a text. The SDG-Meter is available as an online tool5 that
accepts any form of English text limited to a length of 512 words (BERT algorithm limitation).

VI EVALUATION

A series of more than 400 tests were performed using new IISD annotated text, in 98%(accuracy) of the cases
the SDG Meter is able to retrieve the SDGs identified by the experts with a significant order of importance. This
experimental approach relies on the sole use of a deep learning algorithm to classify a text according to the SDGs,
a method that has never been mentioned in the literature. The BERT algorithm has been selected for its recog-
nized performance in the field of natural language processing, and no expert intervention is required during the
classification process.

VII CONCLUSIONS

The SDG-Meter, fully autonomous, performs classifications very similar to those of the experts without ever need-
ing their information in the process. It provides a common annotation base (no more judgement bias between
various experts), which can be used by any type of actor, organization or company wishing to know their position
regarding the sustainable development objectives. Some improvements can however be made, such as the removal
of the word limit per text which would allow the analysis of long text documents but also the expansion of its
learning base which would allow to increase its performance via the enrichment of its vocabulary.
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Domain Generalisation for Glaucoma Detection

ABSTRACT

Out-of-distribution data produced by unseen devices can heavily impact the accuracy of machine learning model in
glaucoma detection using retinal fundus cameras. To address this issue, we study multiple domain generalisation
methods together with multiple data normalisation methods for glaucoma detection using retinal fundus images.
RIMONEv2 and REFUGE, both public labelled glaucoma detection datasets that capture fundus camera device
information, were included for analysis. Features were extracted from images using the ResNet101V2 ImageNet
pretrained neural network and classified using a random forest classifier to detect glaucoma. The experiment was
conducted using all possible combinations of training and testing camera devices. Images were preprocessed in
five different ways using either single or combination of three different preprocessing methods to see their effect
on generalisation. In each combination, images were preprocessed using median filtering, input standardisation
and multi-image histogram matching. Standardisation of images led to greater accuracy than other two methods
in most of the scenarios with an average of 0.85 area under the receiver operator characteristic curve. However, in
certain situations, specific combinations of preprocessing techniques lead to significant improvements in accuracy
compared to standardisation. The experimental results indicate that our proposed combination of preprocessing
methods can aid domain generalisation and improve glaucoma detection in the context of different and unseen
retinal fundus camera devices.

I INTRODUCTION

Images taken by retinal fundus camera are useful for glaucoma screening. In this study, we evaluate the accu-
racy of deep learning-based automated glaucoma detection with respect to the camera model in order to assess
generalisation performance.

II STATE OF THE ART

Most of the studies are limited to a single clinical setup or images from an individual fundus camera. Such
limitations questions the external validity of a model. There is limited variability in data, a small number of
images, and sometimes include class-imbalanced data.

III ORIGINAL CONTRIBUTION

As far as the authors are aware, this research is the first to consider the retinal fundus camera model variability issue
using publicly available data. We demonstrate that simple changes in image preprocessing can generalise machine
learning models trained on the retinal fundus images created by different devices. Other research uses a pretrained
ResNet model for fine-tuning, but here, it is used as a feature extractor for glaucoma classification. We altered
one of the input standardisation methods to improve training accuracy. This research introduced a multi-image
histogram matching algorithm to optimise model generalisation on test data.

IV METHODOLOGY

REFUGE [2] and RIMONEv2 [1], labelled glaucoma detection datasets drawn from three different models of
fundus camera (1655 images in total), were used. The REFUGE dataset contains images from two camera models
(we denote them as REFUGED1 and REFUGED2). Images were cropped around the optic nerve head to match
the RIMONEv2 images. Median filtering, image standardisation and randomised multi-image histogram matching
were applied as preprocessing steps separately on images of each camera in order to compare them. Image features
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were extracted using ImageNet pretrained RESNET101V2 neural network. Glaucoma detection models based on
random forests were trained afterward. The experiment was conducted by assigning images from one camera as
the training set and images from another camera as the test set. Finally, we obtained the area under the receiver
operating characteristic curve (AUROC).

There were six preprocessing configurations based on the three preprocessing methods. Three experiment
setups were followed. The first experiment had one device as training device and another device as testing device.
The second experiment was performed by setting up training images from two devices and testing on the third
device. The third/baseline experiment was to train and test on the same device using every method.

V RESULTS

The highest AUROC of 0.8870 is achieved when the model is trained on REFUGED1 and tested on REFUGED2.
The model gives testing 0.8807 AUROC when tested on REFUGED1 and trained on the other two devices. Stan-
dardising the inputs with the median filter prior gives 0.9457 for REFUGED2 and 0.9706 AUROC for RIMONEv2
in the baseline experiment. No preprocessing of the images results in very poor performance where the first ex-
periment achieves 0.6487, the second experiment achieves 0.6708 and the third achieves 0.8800 on average. The
values are below the average of preprocessed cases.

VI EVALUATION

In summary, standardising the input images is the best configuration. It gives an overall higher average AUROC
score compared with the scores returned for other settings by the random forest classifier. Furthermore, the his-
togram matching method performs better for RIMONEv2 and REFUGED2, as shown by the results in the first
experiment.

VII CONCLUSIONS

The changed input standardisation image preprocessing method is better together with median filtering in training
space. Even though the multi-image histogram matching method did not perform well in the experiments, proper
parameter optimisation may lead it to be useful for generalising the deep learning glaucoma detection models when
tested across multiple fundus cameras.

Applying data augmentation will potentially improve the results. One such augmentation method is Neural
Style Transfer which performs well in related research [3]. We expect that changing the classifier from random
forests to other algorithms, such as eXtreme Gradient Boosting (XGBoost) will also lead to better performance in
glaucoma classification.
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ABSTRACT

Visual scene recognition is predominantly based on visual textures representing an object’s material properties.
However, the single material texture varies in scale and illumination angles due to mapping an object’s shape. We
present an anisotropy criterion of bidirectional reflectance distribution function (BRDF), which allows deciding if
a simpler isotropic BRDF model can be used or if it is necessary to use a more complex anisotropic BRDF model.
The criterion simultaneously shows dominant angular orientations for the anisotropic materials. The anisotropic
criterion is tested on several isotropic and anisotropic surface materials, with BRDF computed from the measured
seven-dimensional Bidirectional Texture Function.

I INTRODUCTION

A human observer recognizes a visual scene using shape and material attributes. Unfortunately, the surface mate-
rial’s appearance changes under variable observation conditions [1], negatively affecting its automatic and reliable
recognition in numerous artificial intelligence applications. A multidimensional visual texture is an appropriate
paradigm for a surface reflectance function model capable of characterizing variable observation conditions. The
best measurable representation is the seven-dimensional Bidirectional Texture Function (BTF) [1]. However, an
enormous amount of visual BTF data, in the range of terabytes, measured on a single material sample, inevitably
requires state-of-the-art storage, compression, modeling, visualization, and quality verification. The Bidirectional
Reflectance Distribution function (BRDF) [1] is a simplified model which describes a material reflectance depen-
dence on illumination and viewing angles while neglecting their spatial dependency, among others. We present an
automatic anisotropy criterion to select between anisotropic and isotropic materials.

II STATE OF THE ART

Various analytic BRDF models were published primarily for isotropic materials, i.e., whose reflection does not
depend on the surface’s orientation (rotation invariant). Most BRDF models are restricted to isotropic materials,
and few models are capable of modeling anisotropic materials. The modeling quality for anisotropic materials is
usually significantly worse. Thus there is a need to decide if a simpler isotropic BRDF model can be used or if it
is necessary to use a more complex anisotropic BRDF model.

II.1 Bidirectional Reflectance Distribution Function

A physically plausible BRDF must be non-negative (1), and it obeys the symmetry (2), and energy conservation
properties (3):

BRDF(λ ,θi,ϕi,θv,ϕv) > 0 , (1)
BRDF(λ ,θi,ϕi,θv,ϕv) = BRDF(λ ,θv,ϕv,θi,ϕi) , (2)∫

Ω
BRDF(λ ,θi,ϕi,θv,ϕv)cosθidωi ≤ 1 , (3)

where θi,θv are illumination and viewing elevation angles, ϕi,ϕv are illumination and viewing azimuthal angles,
ωi = [θi,ϕi], and λ is the spectral index. A BRDF can be isotropic or anisotropic. The anisotropic BRDF model
depends on five variables

Y BRDF = BRDF(λ ,θi,ϕi,θv,ϕv) , (4)

while the isotropic, i.e., when the reflected light does not depend on surface orientation, only on four variables

Y BRDF = BRDF(λ ,θi, |ϕi−ϕv|,θv) . (5)
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III ORIGINAL CONTRIBUTION

This paper’s contribution is a novel anisotropy criterion, which allows for deciding if a simpler isotropic BRDF
model can be used or is necessary to use an anisotropic BRDF model.

IV METHODOLOGY

The suggested anisotropy criterion ε (11) depends on the selected range of BRDF measurements and can be
applied to any number of spectral bands with a straightforward modification of the equation (11).

ε⃗(k) =
1

n(k) ∑
∀θi

∑
∀θv

α⃗(θi,θv,k) , (6)

ε⃗ =
1
nk

∑
∀k

ε⃗(k) =
1
nk

∑
∀k

1
n(k) ∑

∀θi

∑
∀θv

α⃗(θi,θv,k) , (7)

α⃗(θi,θv,k) = | f⃗BRDF(θi,θv,φi,φv)− µ⃗BRDF(θi,θv,k)| , (8)

µ⃗BRDF(θi,θv,k) =
1

nθi,θv(k)
∑
∀△φ=k

f⃗BRDF(θi,θv,k) , (9)

k = |φi−φv| , (10)

ε = |⃗ε|=
√

∑
∀λ

ε2
λ , (11)

where n(k) is the number of all angular combinations for a specific k,nk is the number of all possible differences
k (i.e., nk = 226 for 81× 81 angular format), µ⃗BRDF(θi,θv,k) (9). Spectral curves f (α(λ ,θi,θv,k)) denote
anisotropy directions.

V RESULTS

Tab. 1 summarizing anisotropy criterion values ε⃗ (7), ε (11) for presented isotropic and anisotropic materials. The
largest criterion value, 30, has the most anisotropic spruce wood, while the isotropic stone and green glass values
are only 1.76 and 5.48, respectively. The smaller the standard deviation (std) value, the smaller the modeling error
can be expected from an isotropic BRDF model.

Table 1: Anisotropy criterion
glass01 stone0 wood05 wood35 wood45 wood57 wood65

ayouz limba alder spruce wenge
ε⃗ 2.96 1.08 7.76 12.71 8.25 15.06 5.62

3.19 0.99 7.83 13.99 9.73 17.31 5.39
3.60 0.97 8.36 15.30 10.02 19.06 5.33

ε 5.48 1.76 13.84 24.32 16.22 30.18 9.44
std 0.32 0.05 0.27 1.06 0.78 1.85 0.13

VI EVALUATION

We tested the anisotropy criterion on our extensive UTIA BTF database [2], composed of material images under
varying illumination and viewing directions. The anisotropy wood materials were tested on the Wood UTIA BTF
Database. All BRDF tables were computed from the BTF measurements.

VII CONCLUSIONS

The presented results indicate that the anisotropic criterion can reliably differentiate between isotropic and anisotropic
materials and thus can be used to select the appropriate class of BRDF nonlinear models. The criterion can be eas-
ily used for high-dynamic or hyperspectral measurements with a straightforward modification to any number of
spectral bands.
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ABSTRACT

Event Detection, which aims to identify and classify mentions of event instances from unstructured articles, is an
important task in Natural Language Processing (NLP). Existing techniques for event detection only use homoge-
neous one-hot vectors to represent the event type classes, ignoring the fact that the semantic meaning of the types is
important to the task. Such an approach is inefficient and prone to overfitting. In this paper, we propose Semantic
Pivoting Model for Effective Event Detection (SPEED), which explicitly incorporates prior information during
training and captures more semantically meaningful correlation between input and events. Experimental results
show that our proposed model achieves the state-of-the-art performance and outperforms the baselines in multiple
settings without using any external resources.

I INTRODUCTION

Event Detection (ED), which is a primary task in Information Extraction, aims to detect event mentions of interest
from a text. ED has wide applications in various domains, such as news, business, and healthcare. ED is formulated
as identifying event triggers which are the words that best indicate mentions of events and classifying these triggers
into a pre-defined set of event types. For example, in the sentence S1, the underlined words are the triggers of an
Attack event and an Injure event, respectively:

S1: A bomb went off near the city hall on Friday, injuring 6.

The state-of-the-art ED models are predominantly deep learning methods, which represent words using high
dimensional vectors and automatically learn latent features based on training data. However, the limited size
and data imbalance of ED benchmarks pose challenges to the performance and robustness of current deep neural
models [1]. While recent works on ED [1, 2, 3] continue to push the performance limit, they miss the important
fact that the types are semantically meaningful. The models only treat each event type class homogeneously as
one-hot vectors and are therefore agnostic to the semantic difference or association of the types.

In this paper, we propose directly incorporating the type semantic information by utilizing the class label words
of the event types (e.g., “attack” and “injure”) to guide ED. To this end, we propose a Semantic Pivoting Model
for Effective Event Detection (SPEED), which uses the event type label words as auxiliary context to enhance
trigger classification through a two-stage network. We highlight the fact that the label words are natural language
representations of the meanings of the target types, which allows us to: (1) use them as initial semantic pivots for
ED, and (2) encode them in the same manner as the input sentence words and enhance the representations of both
via the attention mechanism. We empirically evaluate our SPEED model on the ACE 2005 benchmark and show
that it achieves state-of-the-art performance.

II STATE OF THE ART

Existing solutions on ED are feature-based approach and deep learning (i.e., representation-based) approach. The
latter is predominant and often achieves state-of-the-art performance. Recent works can be categorized into three
major approaches: (i) proposing architectures with more sophisticated inductive bias, (ii) leveraging linguistic
tools and knowledge bases, (iii) using external or automatically augmented training data.

III ORIGINAL CONTRIBUTION

We propose the SPEED model, which directly incorporates the type semantic information by utilizing the class
label words of the event type. Evaluation on ACE 2005 shows that our model outperforms strong baselines.
Without using external resources, our model achieves performance comparable to previous models trained with
extra data or using linguistic tools.
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Figure 1: Architecture of the proposed SPEED model.

IV METHODOLOGY

We proposed a two-stage Transformer-based model consisting of a Label Semantic Learner and a Trigger Classifier.
The Label Semantic Learner obtains semantic representation for the event types. Using such information as a task
prior, the subsequent Trigger Extractor learns to detect trigger words from input sentences effectively and classify
them into the correct types. To jointly train the Label Semantic Learner and the Trigger Extractor, we introduce
the Gumbel-Softmax module in the Label Semantic Learner to resolve the indifferentiality issue.

V RESULTS

In the standard setting, we compare SPEED with state-of-the-art ED models on the ACE2005 benchmark. Without
using linguistic tools or external resources, our proposed SPEED model achieves 77.1% in F1, outperforming
the baseline models by 0.4%-8.0% in F1. Among all the models, SPEED achieves the highest recall with good
precision.

VI EVALUATION

To show the data efficiency of our proposed SPEED model, we evaluate on scarce training data in comparison with
the baseline models. Our model performs significantly better than the two baselines under the settings. With less
training data, the performance of the baselines drops significantly by 3.0%-28.5% in F1, while the performance of
our proposed SPEED model only drops by 2.9%-7.4%. With an extremely limited amount (20%) of data, SPEED
can still achieve a reasonable F1 performance of 69.7%, whereas the baselines perform much worse.

We further perform analysis on single and multiple event sentences, respectively, and compare our proposed
model with the strongest baselines for the multiple-event scenario. Without using linguistic features, including
POS tag and dependency, our SPEED model achieves high F1 (76.8%) performance on multiple event sentences,
outperforming the baselines by 4.1%-25.9%. This shows that our proposed architecture can effectively model
cross-event interaction, benefiting ED on multiple event sentences.

VII CONCLUSIONS

In this paper, we propose a novel semantic pivoted Event Detection model that utilizes the pre-defined set of event
type labels for event detection. It features event-type semantics learning via a Transformer-based mechanism. The
experimental results show that our model outperforms the state-of-the-art event detection methods. In addition, the
proposed model demonstrates several other advantages, such as working well for scenarios of scarce training data
and multiple event sentences. The method provides an effective solution for general domain event detection.
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An automated descriptor fusion method for robust texture classification using data augmentation.

ABSTRACT

Feature extraction is an important task for texture image classification. Many descriptors have been proposed
in the literature in order to describe textured images locally as well as globally. Researchers’ interpretations
differ on the effectiveness of these descriptors depending on the field of application, but no one can deny their
complementarity. However, fusing different descriptors is not always easy, notably because of their different types
(local vs. global, dense vs. sparse . . .) and the heterogeneity of the generated features. In this work, we propose
to use genetic programming to generate and fuse two different texture classifiers based respectively on HOG and
uniform LBP descriptors. Indeed, the proposed method includes a late fusion and data augmentation process in
order to combine the classifier’s results while using small set of training data. The suggested method benefits from
the different information captured by both descriptors while being robust to rotation changes. The performance of
the proposed method has been validated on four challenging datasets including different variations. Results show
that the proposed method significantly outperforms other low-level methods as well as GP-based methods intended
for texture description and classification.

I INTRODUCTION

Texture classification can rely heavily on feature extraction to accurately describe an image’s content. However,
describing texture data can be challenging specially when dealing with image transformations such as scale vari-
ation, illumination changes and rotation. Indeed, in order to provide a prominent set of features, it is important
first to identify the best regions where information is available. For this purpose, many methods use conventional
descriptors such as Local Binary Patterns and Histograms of Oriented Gradients in order to construct a feature
vector used lately to perform classification. However, these methods do not benefit from the information that both
descriptors can provide simultaneously since they work differently and are hardly combined. In addition, they
require human knowledge to configure, which can be costly. In order to automatize this process, some studies fo-
cused on Evolutionary Computation (EC) and particularly Genetic Programming (GP) [1, 2]. Indeed, GP is based
on an evolutionary trial and error process. Thus, it is known to be very efficient when it comes to finding the best
solution among a set of possible outcomes. GP-based methods showed promising results when applied to tasks
such as feature extraction and texture classification. However, they have always dealt with texture as a local feature
ignoring the fact that it can also be described in a global way. In fact, considering one type of feature can result
in a loss of performance when dealing with complex classification problems. This research tries to benefit from
GP architecture as well as HOG and LBP description power to perform an early fusion process and evolve robust
classifiers that can outperform state-of-the-art methods. Such a process can handle the problem of human expert
intervention and image changes by automatically fusing local and global features.

II STATE OF THE ART

In order to reduce human intervention and increase performance, many studies tried to benefit from GP and its
ability to perform well on image-related tasks such as feature extraction and image classification. They showed
good results on challenging tasks, including various image transformations such as change of scale, illumination
and rotation. These GP-based methods combined well known image descriptors with GP architecture to extract
a prominent set of features using a set of mathematical operators and functions. However, they only considered
one type of feature and did not try to combine local and global features to increase performance. Other methods
managed to combine different types of descriptors proving their complementarity and benefiting from different
ways of capturing information. They also operated automatically, meaning that they managed to reduce human
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intervention by working only on a reduced search space. However, in order to adapt to the GP architecture, these
studies relied only on an early fusion process and did not investigate the effects of a late fusion process that can
combine different types of features without losing information generated by one or another.

III ORIGINAL CONTRIBUTION

This work tries to take advantage of different features (local and global) by combining image descriptors that
capture information differently to perform feature extraction and classification. The developed method benefits
from GP in order to evolve classifiers that have been combined lately using a data augmentation and fusion process.
This allows the proposed method to train using a limited number of instances. The whole process is fully automated
since it does not require human intervention and can deal with challenging transformations such as scale, rotation,
and illumination.

IV METHODOLOGY

In order to develop the proposed method, an experimental study composed of three phases was conducted. First,
a GP architecture was designed in order to optimize the feature selection and extraction processes. This GP
architecture uses a set of mathematical operators as well as a fitness function to evolve a classifier based on two
descriptors which are the Histogram of Oriented Gradients and Local Binary Patterns. This is called the fusion
process and allows our method, during the training phase, to select the best descriptor that is suitable for the given
task. During the test phase, a data augmentation and voting process are performed in order to predict the instance
label and thus benefit from the features previously extracted to increase the classifier’s robustness.

V RESULTS

In order to examine its performance, the proposed method was tested and compared with other state-of-the-art
methods on multiple datasets designed for texture classification tasks. It outperformed the majority of conven-
tional descriptors combined with non-GP classifiers as well as similar GP-based classifiers. It also showed better
robustness compared to CNN architectures for problems with a limited number of training instances. The accuracy
of our method reaches more than 90% in some cases, even when trained on 15 samples and tested on the rest of
the unseen data.

VI EVALUATION

To evaluate our research, multiple experiments were conducted. The datasets were split into training and testing
sets where only a limited number of instances were provided. This evaluation process allowed us to assess the per-
formance of the proposed method when facing real-case scenarios where only a small amount of data is available.
The provided datasets contained multiple variations and presented an important similarity between samples. This
choice is explained by our motivation to develop a classifier that can handle different image transformations. The
results show that the GP architecture presents better robustness when dealing with this kind of issue and can adapt
easily to extract important features and, thus, improve the classification task.

VII CONCLUSIONS

The proposed method proved to be efficient for texture classification tasks outperforming the well-known state-of-
the-art methods. It can operate without human intervention in problems where the number of instances is limited.
Its fusion and augmentation processes increase the classifier’s robustness when dealing with image variations such
as changes of scale, illumination and rotation. The scope of this method can be extended from texture classification
to other tasks such as feature extraction, face detection and medical segmentation. Its GP architecture can adapt to
many problems and can easily be modified to include additional layers and functions optimizing region detection
and extraction as well as feature selection.
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Sequence to sequence model for Vietnamese Spelling Correction

ABSTRACT

Recently, many studies have shown the efficiency of using Bidirectional Encoder Representations from Transformers
(BERT) in various Natural Language Processing (NLP) tasks. Specifically, English spelling correction task that
uses Encoder-Decoder architecture and takes advantage of BERT has achieved state-of-the-art result. However, to
our knowledge, there is no implementation in Vietnamese yet. Therefore, in this study, a combination of Trans-
former architecture (state-of-the-art for Encoder-Decoder model) and BERT was proposed to deal with Vietnamese
spelling correction. The experiment results have shown that our model outperforms other approaches as well as
the Google Docs Spell Checking tool, achieves an 86.24 BLEU score on this task.

I INTRODUCTION

Spelling correction studies that took advantage of the Encoder-Decoder model have attracted much attention and
achieved state-of-the-art in the English spelling correction task [1, 2]. Therefore, this paper aims to apply these
architectures and techniques to improve the performance of correcting Vietnamese spelling errors.

II STATE OF THE ART

Implementing Language Model in English Spelling Correction was found successful. However, there is still no
implementation in Vietnamese that can be used in practice.

III ORIGINAL CONTRIBUTION

• Applying the Transformer architecture and leveraging the pre-trained BERT to solve the Vietnamese spelling
correction problem.

• Constructing a large and creditable dataset based on the most common practical Vietnamese spelling errors.
The evaluation dataset is published for the Vietnamese NLP community in related works.

IV METHODOLOGY

This study focuses on experimental approach by combining the Transformer with pre-trained BERT to provide
a sequence-to-sequence deep learning model to solve the Vietnamese spelling correction problem illustrated in
Figure 1.

V RESULTS

For the objective of comparison and practical application, we compare to google docs spellchecking tool. The
experiment results have shown that our model and google docs spellchecking tool achieve 86.24 and 0.68 BLEU
scores respectively.

Model BLEU Score

Google Docs spellchecking tool 0.6829
Transformer + vinai/phobert-base 0.8027

Word2Vec 0.8222
Transformer + bert-multi-cased 0.8624
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Figure 1: Proposed combination between BERT and Transformer

VI EVALUATION

• There are a few patterns that our model gain out performance: telex and edit-distance error types. This
happened partially because we designated more of these types of errors to achieve our goal.

• The google docs spellchecking tool has another advantage over our model: the ability to restrict unnecessary
correction. Additionally, the emergence of proper nouns also makes our model ineffective. When it comes
to proper nouns, especially Vietnamese proper names, our model tends to correct them, which should not be
the case.

VII CONCLUSIONS

This paper implements a combination of BERT and Transformer architecture for the Vietnamese spell correction
task. The experimental results show that our model outperforms other approaches with a 0.86 BLUE score and can
be used in real-world applications.
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ABSTRACT

The COVID-19 pandemic, which affected over 400 million people worldwide and caused nearly 6 million deaths,
has become a nightmare. Along with vaccination, self-testing, and physical distancing, wearing a well-fitted mask
can help protect people by reducing the chance of spreading the virus. Unfortunately, researchers indicate that
most people do not wear masks correctly, with their nose, mouth, or chin uncovered. This issue makes masks a
useless tool against the virus. Recent studies have attempted to use deep learning technology to recognize wrong
mask usage behavior. However, current solutions either tackle the mask/non-mask classification problem or require
heavy computational resources that are infeasible for a computational-limited system. We focus on constructing
a deep learning model that achieves high-performance results with low processing time to fill the gap in recent
research. As a result, we propose a framework to identify mask behaviors in real-time benchmarked on a low-
cost, credit-card-sized embedded system, Raspberry Pi 4. By leveraging transfer learning, with only 4-6 hours of
the training session on approximately 5,000 images, we achieve a model with accuracy ranging from 98 to 99%
accuracy with the minimum of 0.1 seconds needed to process an image frame. Our proposed framework enables
organizations and schools to implement cost-effective correct face mask usage detection on constrained devices.

I INTRODUCTION

The year 2021 witnessed one of the most lethal viruses in the human history, the Corona virus and its variants.
Despite countless efforts to ease the effects, it is nothing compared to its growing speed. As a result, it is of utmost
importance that an automatic system be developed to encourage people to wear mask correctly in crowded area
to mitigate the spread of the virus as much as possible. There is a lot of study tackling this problem, and they
follow a two-step process: face detection first and mask behavior classification later ([2, 3]). However, the current
approach either has fast inference time but low performance (as in [2]) or high performance but low inference time
(as in [3]). Our approach tries to obtain the best of both worlds by following the same approach but redefining
the problem into a binary classification problem between correct and incorrect mask behavior. In this paper, we
also propose general guidance on deploying a medium-sized deep learning model on an AIoT system using three
different hardware architectures: edge computing, fog computing, and cloud computing.

II STATE OF THE ART

Most studies tackle the problem of recognizing correct mask behavior by extracting the face from an image cap-
tured by a media device and determining the behavior for each extracted face afterward. For example, the work
of Ejaz et al. [2] uses the Viola-Jones algorithm (Viola and Jones [4]) to extract face from a camera and principal
component analysis (PCA) to group mask behavior into clusters, based on which the classification is performed.
Despite good inference properties, this approach is not scalable as PCA has a high sensitivity to shifting variants.
The study of Fan and Jiang [3] leverages deep learning for both face recognition and mask usage recognition tasks
by utilizing Context Attention Module (Woo et al. [5]), which is not good for real-time use cases due to its large
size. The approach of this paper aims to solve the problem of incorrect mask usage behavior with high accuracy
while providing a model with a low processing time that can be deployed to an AIoT system.

III ORIGINAL CONTRIBUTION

The contribution of this paper is three-fold. Firstly, this paper provides a lightweight model with 99% accuracy on
the MaskedFace-net dataset [1] and an average frame rate of approximately 7 FPS on a Raspberry Pi 4 model B.
Secondly, we provide a benchmark on the effectiveness of deploying an AI application on two different architec-
tures: edge computing and fog computing. Last but not least, the author develops an AIoT (Artificial Intelligence
of Things) framework that combines face detection models and face mask classification models to act as a gate to
control the mask usage behavior before accessing highly-sensitive areas.
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IV METHODOLOGY

For system design, we use a system with a combination of a receiver (handling simple image processing and result
display), and an external computation (handling predictions and model inference). To decrease the latency, we
suggest the use of edge computation, where the receiver is placed in the same building as the external computation.
In addition, we use a convolutional neural network to effectively recognize the mask usage behavior at scale.

V RESULTS

We use transfer learning with various backbones and obtain good results on MobileNet with 99% accuracy and 0.7
hours of testing time (evaluated on approximately 90,000 images).

Table 1: Model performance on MaskedFace-net dataset

Model name Precision Recall F1-score Training time
(hours)

Testing time
(hours)

ResNet50 50.07% 50.07% 50.07% 6.1814 0.7505
MobileNet 99.39% 99.39% 99.39% 4.7844 0.5503

VGG16 98.73% 98.73% 98.73% 4.8856 0.5353

VI CONCLUSIONS

In this study, we investigate the performance of three different models for the problem of recognizing mask usage
behavior. We also utilize transfer learning to accomplish the task more efficiently by retaining the configuration
trained on the ImageNet dataset and adding custom, fully-connected layers that contain parameters suitable for our
problems. The results show that MobileNet is the best solution for accuracy and processing time.

We propose a general and extensible framework for deploying the model to an AIoT system with external
computation. This crucial part allows the system to execute deep learning models. In addition, we also demonstrate
some examples of system success and failure, where most of the failure falls into the safe case of mask equipment.
Such failures can also be alleviated by collecting more data on such cases and using different weighting techniques
to penalize the model’s wrong prediction for the case.

Even though our system has high accuracy, there is still room for improvement. With the development of
face recognition, we can further utilize facial landmarks to identify each case of incorrect mask usage. Model
optimization is another direction in which model architecture should be minimized to lower the inference time.
Lastly, bringing GPU to the embedded system is also attractive as it allows the deep learning model to operate
smoothly on the edge without needing external computation.
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SIMPLIFIED TITLE

Efficient resource utilization in a heterogeneous environment based on dynamic load balancing between and within
clusters.

ABSTRACT

The Hadoop cluster hosts multiple parallel workloads requiring various resource usage (CPU, RAM, etc.). In prac-
tice, in heterogeneous Hadoop environments, resource-intensive tasks may be allocated to the lower performing
nodes, causing load imbalance between and within clusters and and high data transfer cost. These weaknesses lead
to performance deterioration of the Hadoop system and delays the completion of all submitted jobs. To overcome
these challenges, this paper proposes an efficient and dynamic load balancing policy in a heterogeneous Hadoop
YARN cluster. This novel load balancing model is based on clustering nodes into subgroups of nodes similar in
performance, and then allocating different jobs in these subgroups using a multi-criteria ranking. This policy en-
sures the most accurate match between resource demands and available resources in real time, which decreases the
data transfer in the cluster. The experimental results show that the introduced approach allows reducing noticeably
the completion time s by 42% and 11% compared with the H-fair and a load balancing approach respectively.
The obtained finding also reveal that our approach optimizes the use of the available resources and avoids cluster
over-load in real time.

I INTRODUCTION

In a heterogeneous Hadoop environment, over-allocation of resources for some jobs and under-utilization of cluster
resources can occur [1]. In this situation, it may be necessary to move jobs from low-performance nodes to high-
performance nodes in real time to finish fast. Effective load balancing is crucial to avoid the overhead of data
transfer inter-cluster and intra-cluster, as well as optimize resource utilization. These issues are more common
with different node and task characteristics. Moreover, if jobs cannot be executed effectively in heterogeneous
clusters, data transfer overheads may be incurred because available resources are not used efficiently to meet
resource requirements. Therefore, to balance workloads according to the resources available in the cluster, data
must be distributed accurately and efficiently to reduce data transfer costs. Practically, in a heterogeneous Hadoop
cluster the CPU cores, memory size and storage speed, etc, are not similar. Due to this heterogeneity, a load
imbalance can be generated when task requirements do not match the resources available in the Node Managers.
The proposed model is designed for the Yarn architecture. First, the system profiles the available nodes by grouping
them into clusters with similar capabilities. Then, the Node Manager uses a multi-criteria decision to rank each
job according to its resource demand using the generated node groups. Finally, a dynamic allocation of jobs is
achieved to the most appropriate resources in the cluster.

II STATE OF THE ART

In recent years, the heterogeneity of computing systems in clusters has become an important research area, espe-
cially in the Hadoop Yarn system, thanks to the development of various load-balancing strategies and scheduling
approaches. In fact, several studies have been conducted to deal with the heterogeneity problems in the Hadoop
system, mainly load imbalance and resource wastage. The heterogeneous environment may cause an imbalance in
resource utilization between over-loaded and under-loaded hosts, which degrades resource usage. In the literature,
some works have improved the scheduling decision of Hadoop in order to improve load balancing. Others only
take into account the heterogeneity of the jobs and neglect the capacities of the nodes, which affects the use of
resources and lead to poor cluster performance. In addition to the use of prediction models [3] and cosine simi-
larity [2] in Yarn to optimize the execution time and resource utilization. However, failure to consider multi-user
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and to monitor the overload and under-load of nodes during task execution leads to inefficient and inaccurate re-
source utilization between high-performance and low-performance nodes. Therefore, optimal node selection must
be performed to achieve a good match between resource requirements and real-time node capabilities.

III ORIGINAL CONTRIBUTION

The proposed contribution achieves the best load balancing that reduces the number of remote jobs, and improves
the locality rate and resource utilization. It also avoids under-loading and over-loading in heterogeneous Hadoop
environments.

IV METHODOLOGY

the purpose of our work is to achieve the best match between available resources and resource requirements in
Hadoop to improve resource utilization and subsequently reduce inter-cluster and intra-cluster data transfer. The
presented hybrid load balancing system performs iterative clustering of nodes using the efficient k-means algo-
rithm, which creates groups of nodes with similar performance. After that, the system labels the jobs using the
Analytic Hierarchy Process AHP ranking while considering their resource demand. The jobs are sorted according
to their overall weights. Then, the system combines the node groups and job scoring to achieve an accurate match
between the required and available resources. The node with the highest utilization of available resources has the
highest priority for job execution. In this article we present an experimental work.

V RESULTS

Our experimental environment was deployed in two physical machines (10 VM). We implemented our load-
balancing algorithm in all nodes. The k-means algorithm generates three groups of nodes that have an intra-group
similarity in terms of resource availability. The multi-criteria job scoring process dynamically provided the ranking
of 10 jobs submitted at the same time. Different types of jobs such as WordCount and TeraSort are used to carry
out the experiment. Our load-balancing algorithm noticeably reduced the competition time of 10 jobs by 23% ,
37% compared with H-fair and LB approach [1], respectively. This allows to rapid release of the containers for the
next job, which enhance the overall performance of the distributed computing systems.

VI EVALUATION

The theory of multi-criteria decision-making is adopted since it integrates several criteria and their order of pref-
erence to select the best option among many alternatives according to the expected result in real time i.e. a better
load balancing in a heterogeneous environment. Our approach achieved the minimum time spent while processing
the job in the high-performance group and in the medium-performance group. It assign the resource-intensive jobs
to the group of high-performance nodes, and inside each group, the nodes are sorted in descending order. Thus,
job will be dynamically allocated based on the load balancing constraints and the current capacity range of each
node to avoid over-loading in the heterogeneous cluster.

VII CONCLUSIONS

An efficient hybrid load-balancing approach applied in a heterogeneous Hadoop cluster was proposed. It combines
iterative clustering of nodes and a dynamic multi-criteria decision that scores jobs according to the required re-
source. Our main objectives were to improve resource utilization, reduce the job competition time and avoid load
imbalance in a heterogeneous cluster. The proposed research work can be used in many domains where the use
of massive data in real-time requires an optimized use of resources (embedded system, shared resources between
computing devices (Iot), permanent availability of resources, etc.). In future work, we will improve our approach
with a higher scale while evaluating the energy consumption of Iot heterogeneous devices in real-time.
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SIMPLIFIED TITLE

Door-to-door sampling service with drone

ABSTRACT

Minimizing customer waiting time during service is the key to success of door-to-door service companies. The
paper introduces the problem of addressing the integration of a drone into the existing sampling service system
in which a set of technicians go to customers’ locations to get samples and bring them back to the laboratory.
We propose mathematical modeling and two meta-heuristics to solve the problem. Experiments are conducted
to compare the MILP solutions with those obtained from meta-heuristics. The numerical results demonstrate the
significant gain when implementing the proposed drone integration compared to the conventional technician-alone
sampling service system.

I INTRODUCTION

Drones could be used to transport packages of different sizes and limited weight in postal service. In this context,
deploying drones with trucks could improve not only the service time and quality but also the operating costs
and thus contribute to safeguarding the environment [1]. Moreover, drones also have been used to deliver health-
related items. The goal of this paper is to contribute to the investigation of possible integration. Hence it requires
synchronization between vehicles, making the problem much more challenging.

We formally introduce and define the Door-to-door sampling service with drone (DD-SSD), addressing the
integration of a drone into the existing sampling service system in which a set of technicians go to customers’
locations to get samples and bring them back to the laboratory. The first mathematical model and meta-heuristic
algorithms for the DD-SSD are our second contribution. Computational results are discussed to qualify search
strategies on the quality of the meta-heuristics and the management of the Door-to-door sampling service system.

II STATE OF THE ART

When considering the hybrid mode, research avenues include two major variants: 1) only drones perform the
delivery [2]; 2) both drones and trucks perform the delivery, some examples are in [3]. However, most of the works
described in the literature assume a single delivery per trip for the drones, and each drone coordinates with a fixed
truck [1].

III ORIGINAL CONTRIBUTION

The sampling service system in the DD-SSD is composed of a laboratory where a set of technicians and a drone
are based. A number of locations where customers are required to get samples are available. The route planning
consists of two parts: 1) each technician only performs one trip that departs from the laboratory, gets samples from
one or several customers, then goes back to the laboratory either with or without taken samples; 2) while the drone
does either one trip or a sequence of trips, each trip starts from the laboratory to visit one or several technicians at
customer locations to get samples and bring them back to the laboratory, and must not be longer than the maximum
flight time. Thus, samples could be brought to the laboratory by either technicians or the drone.

All the technicians must leave the laboratory from time 0, and the last sample must be brought to the laboratory
at the latest time L

′
. The waiting time to be tested for each customer’s sample is the difference between its arrival

time at the laboratory and the time at which the sample is taken. The aim of the problem is to minimize the total
waiting time of all customers’ samples.
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IV METHODOLOGY

To solve this problem, this study provides a MILP mathematical model, two meta-heuristics algorithm.
The first meta-heuristics algorithm is called Bi-level genetic algorithm, each solution to the problem is en-

coded into two chromosomes: the Technician chromosome represents the routes of technicians and the Drone
chromosome encodes the drone trips.

The second is called Tabu search algorithm (TS), with an initial feasible solution z; at each iteration of the TS,
one neighborhood is selected probabilistically based on the current value of r, then the selected neighborhood is
explored, and the best move is chosen. This move must not be tabu, unless it improves the current best solution
zbest . The search is terminated when the maximum number of iterations ITmax is reached or after ITimp iterations
without improvement on the best solution.

V RESULTS

Table 1 shows the Performance comparison between algorithms.

Table 1: Performance comparison between algorithms
Number of GUROBI Bi-level GA Tabu search
customers Best Avg Sol.status Best Avg Std. Time(s) Best Avg Std. Time(s) GAP to GA(%)
6 35.33 Optimal 35.33 0.1 68 35.33 0.01 0.5 0.0
10 71.91 Feasible 67.18 1.83 356 65.07 0.01 3 -3.14
12 79.38 Feasible 70.62 0.77 498 70.62 0.05 4 0.0
20 - Unknown 120.58 3.15 723 116.04 0.05 27 -3.77
50 - Unknown 1129.86 56.37 1374 697.91 0.06 486 -38.23
100 - Unknown 3293.88 152.71 2851 1543.4 0.21 2076 -53.14
Avg - - 786.24 35.82 979 421.40 0.065 432.75 -16.38

Table2 describes three scenarios: 1) using |K| technicians; 2) using |K|+ 1 technicians; 3) drone+|K|, using
one drone and |K| technicians.

Table 2: Comparison of with and without drone
Number of drone+|K| |K| |K|+1
customers Best GAP(%) GAP (%)
6 35.33 264.81 104.65
10 65.07 301.86 118.81
12 70.62 88.57 59.15
20 116.04 116.88 84.38
50 697.91 92.89 70.12
100 1543.40 59.27 48.65
Average 421.40 154.05 80.96

VI EVALUATION

In Table 1, the rightmost column GAP to GA(%) displays the average gaps to the best Bi-level GA solutions of the
solutions obtained by the TS. With large-scale customer instances, TS performs better computing experimental.
Table 2 displays the superior performance of the proposed drone integration.

VII CONCLUSIONS

We introduced the DD-SSD problem by addressing the integration of a drone into the existing sampling service
system. Experimental results clearly illustrated the superior performance of the proposed drone integration com-
pared to the conventional technician-alone sampling service system.
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SIMPLIFIED TITLE

Error Investigation of Pre-trained BERTology Models on Vietnamese NLI

ABSTRACT

Natural Language Inference tasks have emerged in recent years and attracted significant attention from the natural
language processing research community. There has been much success in this task with many quality datasets
in English and Chinese for research and demonstrating the impressive performance of machine learning models.
Pre-trained models play a crucial role, which is reflected in their superior performance compared to other models.
However, they are still far from perfect and have many obstacles to the characteristics of the data. Especially in
Vietnamese, we have just seen the emergence of the ViNLI benchmark dataset to serve the research community.
In this paper, we experiment and analyze how the characteristics in the ViNLI benchmark dataset affect the per-
formance of the pre-trained BETology-based models. In addition, the data parameters of ViNLI are also measured
and analyzed on the accuracy of these models to see if it has any impact on the accuracy of the model.

I INTRODUCTION

The original NLI task, known as Recognizing textual entailment, required the machine learning model to capture
the semantics of a given pair of premise and hypothesis sentences. The remarkable point in this task is the presence
of many high-quality large datasets such as English, Chinese, Korean, Indonesian, and Persian. As a low-resource
language, Vietnamese still has many limitations for outstanding research in this NLI task. However, recently,
the research community has witnessed the launch of the ViNLI dataset, which Huynh et al. [2] developed for
Vietnamese. This dataset has yielded some positive research results, so it is hoped to promote more and better
research outcomes in the future.

In this paper, we try to investigate the behavior of the pre-trained BERT [1] language model and variant models
of BERT through the lens of the Vietmanses NLI task. Vietnamese is an interesting language, but not much
research has been done. From the current research results from the ViNLI dataset [2], we focused on setting up
experiments in this paper. We deeply analyzed the features contained in ViNLI to see what affects the pre-trained
model performance. This study can help us better understand pre-trained models as well as the ViNLI dataset. We
hope these analyses point to potential future studies to improve the Vietnamese NLI task outcomes further. These
findings may suggest new approaches in the data construction process or other techniques to enhance the accuracy
of the machine learning models, especially BERTology models.

II STATE OF THE ART

In NLP tasks in general and NLI in particular, models based on Transformer architecture achieve very high per-
formance. However, we find that there isn’t usually much focus on deep analysis of models, as well as how
special features of the data affect BERTology models so that we can make recommendations to improve NLI tasks
more and more accurately. In this paper, we have an in-depth analysis of 4 model transformers, SBERT, mBERT,
PhoBERT, and XLM-R, according to data characteristics in the process of building data VINLI such as writing
rules in guidelines along with routines, the behavior of annotators. The results of the in-depth analysis show that
the influence of data characteristics on the models is so many.

III ORIGINAL CONTRIBUTION

Our two main contributions are described as follows. (1) We re-implement SBERT, which is one of the state-of-
the-art NLI models on the Vietnamese. (2) Together with SBERT, we analyze the impacts of other BERTology
models such as mBERT, PhoBERT, and XLM-R according to Vietnamese concepts contained in the ViNLI dataset
to understand the capabilities of each model better.
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IV METHODOLOGY

Our study experiments with multilingual pre-trained models on the ViNLI dataset. We use the accuracy measures
and F1-score to evaluate the performance of those models. The ViNLI benchmark dataset is used for experiments
on pre-trained models.

Besides experiments with pre-trained models, including multilingual BERT, PhoBERT, and XLM-R estab-
lished on ViNLI by Huynh et al. [2], we also experimented with another pre-trained model, SBERT [3]. The
SBERT model is pre-trained in many different languages, including Vietnamese. We use these pretrained models
provided by HugggingFace’s library in our experiments. The parameters in the SBERT model are set up as follows:
learning rate = 1e-05, batch size = 16, max length = 256, in addition, we set epoch = 10.

V RESULTS

Compared with the experimental results of Huynh et al. we found that the performance of the SBERT model is
lower with the accuracy on the dev and test sets of 59.29% and 58.17%, respectively. Besides, the experimental
results on SBERT have a rather large gap compared with other pre-trained models, especially when compared with
the XLM-R large model (83.02% on the dev set and 81.36% on the test set). This difference in accuracy is more
than 23% on both the dev set and test set.

As mentioned above, in this study, we do not focus on improving the accuracy of models on ViNLI but on
analyzing the result of pre-trained models. We try to investigate what affects the performance of these models.
Specifically, we explore how the characteristics of the ViNLI dataset affect the performance of these pre-trained
models. The issues in ViNLI that we are interested in analyzing include the influence of the annotation rule, word
overlap, sentence length on performance, the ability to capture annotation artifacts of pre-trained models, and error
analysis by confusion matrixes.

Some of the highlights we found when analyzing the results are as follows: On the entailment rules, all four
models, SBERT, mBERT, PhoBERT, and XLM-R have the worst performance on pairs of sentences generated from
the rule ”Turn adjectives into relative clauses”. Both the mBERT and XLM-R models have the highest accuracy
on the rule ”Turn the object into relative clauses.” Regarding contradiction rules, four pre-trained models have the
best predictive ability on pairs of ”Use negative words” rule with high accuracy, especially mBERT and XLM-R
models achieve nearly 90%. The analysis results also show that the SBERT model has the worst performance on
the hypothesis sentences generated from the ”Replace words with antonyms” rule with only 32.87%. Besides, most
of the performance of pre-trained models decreases remarkably as the new word rate increase from 0 to more than
80%. Moreover, annotation artifacts leave clues on the hypothesis sentence that help language inference models
correctly predict the label.

VI CONCLUSIONS

There are many interesting findings relating to data characteristics in ViNLI and the accuracy of models. In
particular, most models have relatively low accuracy on the sentences entailment hypothesis generated from the
rules ”Turn adjectives into relative clauses” and ”Create conditional sentences”. The contradiction hypothesis
generated from the ”Use negative words” rule is straightforward for the models to predict correctly. In addition,
when multiple rules are combined to create a contradiction hypothesis, the prediction models are more accurate.
Word overlap or premise and hypothesis length also significantly affect the model’s performance. Pre-trained
models can make predictions thanks to the clues of the annotation artifacts, although the accuracy is not too high.
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ABSTRACT

With the ability of representing structures and complex relationships between data, graph learning is widely applied
in many fields. The problem of graph classification is important in graph analysis and learning. There are many
popular graph classification methods based on substructures such as graph kernels or ones based on frequent
subgraph mining. Graph kernels use handcraft features, hence it is so poor generalization. The process of frequent
subgraph mining is NP-complete because we need to test isomorphism subgraph, so methods based on frequent
subgraph mining are ineffective. To address this limitation, in this work, we proposed novel graph classification via
graph structure learning, which automatically learns hidden representations of substructures. Inspired by doc2vec,
a successful and efficient model in Natural Language Processing, graph embedding uses rooted subgraph and
topological features to learn representations of graphs. Then, we can easily build a Machine Learning model to
classify them. We demonstrate our method on several benchmark datasets in comparison with state-of-the-art
baselines and show its advantages for classification tasks.

I INTRODUCTION

Graph classification is a significant problem as graph data has become increasingly popular and widely applied
in many fields. However, there are still limitations in previous works, such as poor generalization or high com-
putational cost. In this paper, inspired by the success of doc2vec [1] and Weisfeiler-Lehman graph kernel [2],
we proposed a new method, which automatically learns the embedding of each graph using node information and
substructures, to improve the graph.

II STATE OF THE ART

There are many popular substructure-based graph classification methods, such as graph kernels or frequent sub-
graph mining. For the former, graph kernels usually work on graph elements such as walk or path. However, these
methods are difficult to find a suitable kernel function that captures the semantics of the structure while being com-
putationally tractable. For the second group of mining frequent subgraphs in graphs, it is time-consuming because
of the high cost of the subgraph mining step.

III ORIGINAL CONTRIBUTION

There are two main contributions in this paper. First, we proposed a graph-embedding neural network, which
automatically learns the graph embedding corresponding to each graph. The learned embedding not only reflects
the characteristics of the graph itself but also contains the relationship between the graphs. Second, through our
experiments on several benchmark datasets, we demonstrate that our method is comparable with the graph kernels
and other methods based on feature vector construction.

IV METHODOLOGY

Inspired by doc2vec [1] to learn document embedding, we extend the idea to graph embeddings. Doc2Vec exploits
the way in which words/word sequences compose documents to learn their embedding. Similar to doc2vec, our
method GC-GSL views a graph as a document and the rooted subgraphs in the graph as words. To mine the rooted
subgraph ”vocabulary” set, we apply Weisfeiler-Lehman relabeling method [2] to avoid the subgraph isomorphism
test - an NP-complete problem, and help our method be more effective. Besides, in GC-GSL, the topological
attribute vector is added to the model to learn the general information of the graph. Specifically, the architecture
of the graph embedding neural network of GC-GSL includes three layers: an input layer, a hidden layer, and an
output layer. The input layer gets a one-hot vector of graphs whose length is equal to the number of graphs in
the dataset. Next, there is only one hidden layer whose number of neurons equals the expected dimensionality of
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feature vectors. The embedding matrix between the input layer and the hidden is the embedding of the graphs we
need to train. Finally, the output layer consists of two parts: the first part is the topological attributes vector with
16 dimensions corresponding to 16 features of the graph, and the second part of the output layer is taken from
the subgraph “vocabulary” set. After training the graph embedding, a conventional Machine Learning algorithm
can be applied for doing classification tasks. This graph embedding training is an unsupervised learning method,
and it only uses the information and structures extracted from graphs, including the topological attributes vectors,
the rooted subgraphs in graphs, and graphs themselves to be used for training. Therefore, it does not depend
on graph labels, and only learns embedding through substructures and information of graphs. Moreover, this
graph embedding model automatically learns the corresponding embedding for each graph, and the embedding
that we get after training not only reflects the components of the graph itself but also reflects information about
relationships between graphs.

V RESULTS

Table 1: Average Accuracy (± std dev.) for our method GC-GSL and state-of-the-art baselines on benchmark
datasets. Bold font marks the best performance in a column.

Datasets MUTAG PROTEINS NCI1 NCI109 PTC MR IMDB-B IMDB-M
WL 80.72 ± 3.00 72.92 ± 0.56 80.13 ± 0.50 80.22 ± 0.34 56.97 ± 2.01 - -
Deep WL 82.94 ± 2.68 73.30 ± 0.82 80.31 ± 0.46 80.32 ± 0.33 59.17 ± 1.56 - -
DDGK 91.58 ± 6.74 - 68.10 ± 2.30 - 63.14 ± 6.57 - -
AWE 87.87 ± 9.76 70.01 ± 2.52 62.72 ± 1.67 63.21 ± 1.42 59.14 ± 1.83 74.45 ± 5.83 51.54 ± 3.61
FSG 81.58 ± 0.08 71.61 ± 0.03 77.01 ± 0.03 74.58 ± 0.02 60.29 ± 0.05 64.40 ± 0.05 46.53 ± 0.04
GC-GSL 83.86 ± 2.16 76.55 ± 1.02 82.04 ± 0.45 81.86 ± 0.33 60.11 ± 1.17 68.46 ± 1.12 46.39 ± 0.44

VI EVALUATION

To evaluate the performance of the graph classification task, we compute the accuracy of each method. The
experimental result shows that our method has higher accuracy than other methods. Furthermore, the performance
of our method in 3 datasets of MUTAG, NCI1, and NCI109 have greater than 80% accuracy.

VII CONCLUSIONS

Due to the efficiency of our proposed method, it can be applied to solve many graph classification problems, such
as mutated protein prediction, unknown compound finding, etc. Another application of our strategy is for many
other graph-level tasks, such as graph clustering or community detection.
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ABSTRACT

Understanding 2D analytic geometry problems described in natural language is an important and difficult open
research task. In this paper it explores the theme of identifying geometric elements in unstructured documents and
their classification. The proposed solution is based on the automatic recognition of geometric elements, achieved
with the help of supervised learning. The chosen system is based on a model resulting from an automatic learning,
in a supervised manner, made with the help of the support vector machine. A significant point for increasing
the performance level is to provide a training data set as balanced as possible, a target attained with the help of
the subsampling technique. The originality retrieves in the preprocessing phase of the data, both in the case of
identifying the geometric elements characteristics, and in the case of finding a solution for balancing the data set
used.

I INTRODUCTION

Currently, there are several software systems used in the automatic solution of geometry problems, but they receive
the hypothesis and the conclusion in a specific format. Improving them would mean that the automatic solution
would start from the statement of the geometry problem in natural language. Automatic identification of geometric
elements from geometry problems expressed in natural language is a well-known challenge in the field of natural
language processing. This paper represent the steps towards an automatic identification of geometric elements
found in problems of 2D analytic geometry in English. The approach is based on an automatic identification of
geometric elements using support vector support.

II STATE OF THE ART

The general objectives of this research topic can be considered in three phases: data preparation, use of the classifier
for training and testing, and then analysis and validation of the system. However, various challenges have arisen
throughout the development process, the resolution of which has been of significant importance in achieving final
performance. Experiments show that the existence of a balanced data set is a key factor and an important step for
achieving the best possible performance of the system based on supervised learning [1].

III ORIGINAL CONTRIBUTION

In order to extract the hypothesis and the conclusion from the statement of a geometry problem expressed in nat-
ural language, it is necessary to define a formalized structure for identifying the geometric concepts. Thus, the
geometric elements [3] can be categorized into four major clusters: abstract geometric elements (point, line, seg-
ment, ellipse, hyperbola, parabola, circle, conic), relational geometric elements (intersection(line, conic), tangent-
line(conic, point), normal-line(conic, point)), quantitative geometric elements (length(segment), area(ellipse), mea-
sure( angle)), and logical geometric elements (parallel(line, line), tangent(conic, line), collinear( point, point,
point), perpendicular(line, line)).

To enlighten the process of obtaining the geometric concepts and their classification in the four major clusters
previously presented, SVM supervised machine learning strategy will be used. SVM grants overfitting protector-
ship, which does not rely on the number of characteristics specified to the classifier, thus it has the prospective to
handle a very extensive characteristic space. During the development of the system, a problem was encountered
related to the report between the terms that did not represent the interest and the geometric notions existing in the
collections of geometry problems. Being large enough to influence the classification in a negative way, the classi-
fier became biased towards the majority cluster, which represented the negative examples, and the system tended
to classify the geometric elements as being of this type. To solve the problem, the support vector classifier was

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 79



chosen, which offers the advantage of avoiding the overfitting problem [2], regardless of the number of features
used. ”Overfitting” is a system modelling error that occurs when a function is mapped too precisely on a data set,
and thus its behaviour when entering new data will not be desired, failing to classify correctly.

IV METHODOLOGY

The weight of the clusters provides information about the importance of that cluster, so the higher it is, the better the
classifier will tend to identify that cluster. Following analysis, it was chosen to set the cost to 1 and the termination
tolerance to 0.001. Also, because the custer containing the negative examples is not of much interest, we reduced
its weight to 0.2, with the other clusters having a weight of 1. In this way, the meaning of terms that do not
represent any kind of geometric concepts is reduced. The excellent results obtained by the developed geometric
software acquired a mean F-score identical with 0.8452, if it takes into account the rank of negative examples,
which demonstrated to be the optimal classification. The mean F-score computed precisely for geometric concepts
has a value of 0.7961. If this weighted metric is computed, the valuables are acquired: 0.9107, if the “none” cluster
is taken into account and 0.8017 if just the geometric concepts are analyzed.

V RESULTS

The first analysis of the data was performed to verify whether the features, generated with the help of the word
lemma, with the completion of the training set, bring or not improvements to the system, taking into account that
they could introduce the phenomenon of over-learning. A initial appraisal was made after the subsampling of
preponderante cluster (none) based on the investigation of the speech side used in the geometric concepts. The
outcomes are shown in Table 1. The concept of prior sampling is observed too in this situation. This subsampling
established a huge advantage to the performance, the increases being also at the step of a few percent for each
cluster. In the second situation, the recall metric becomes bigger than the precision metric, which affordess appre-
ciable input for software validation. For a higher survey of results, Table 1 presented the F-score values for every
cluster used in the classification: abstract geometric element, relational geometric element, quantitative geometric
element, logical geometric element and negative examples (none).

Table 1: Precision, Recall, and F-score.

Subsampling based Subsampling based System
on speech part analysis on superficial parsing performances
Precision Recall Precision Recall F-score

Abstract geometric element 72.82 64.97 81.17 81.92 79.63
Relational geometric element 72.03 63.29 79.72 75.16 77.95

Quantitative geometric element 69.92 62.65 77.03 77.06 74.79
Logical geometric element 67.42 61.23 75.36 73.56 73.79
None(negative examples) 88.92

VI CONCLUSIONS

This research work covered the subject of identifying geometric concepts and classifying them in four clusters:
abstract geometric components, relational geometric components, quantitative geometric components, and logical
geometric components. The chosen approach consists of automatic recognition of elements, reached with the
assistance of supervised learning. The first stage of software design was to examine the available experimental
proof for this work, in order to better comprehend the component function in the procedure of solving. It has been
presented that a fundamental point for growing the performance level is to deliver a collection of training data as
balanced as possible, a scope reached through subsampling strategy.
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ABSTRACT

Forecasting various economic indicators has been a primary interest in economics and has attracted the attention of 
many researchers. Granger causality analysis has become quite popular in the econometrics literature and it aims to 
determine whether one time series is useful in forecasting another. In this work through the use of Granger causality 
analysis we investigate whether Twitter sentiment, expressed in large scale collections of daily tweets, can be 
correlated or even predictive of future prices of cryptocurrencies. The proposed framework considers tweets that  
mention the cryptocurrency “Dogecoin” and analyses the textual content of each of these tweets using a modified 
version of the lexicon-based sentiment polarity analysis method, VADER. The generated, Twitter sentiment time  
series is then compared to a time series of the closing prices of Dogecoin for each day. Granger causality analysis 
showed a unidirectional relationship between Twitter sentiment and cryptocurrency prices for day lags ranging 
from 2 to 4 days (with a 3-day lag having the lowest statistical significance value). This was also accompanied by a 
Pearson correlation coefficient of r = 0.6940 and a clear visual correlation between the two time series (with this 3-
day lag). Findings indicate that Twitter sentiment is directly correlated and can be predictive of the future prices of 
cryptocurrencies.

I INTRODUCTION

Statistical analysis is a vital research tool used by businesses, researchers, governments, and other organizations to 
draw valid predictions about the future.  This involves investigating patterns,  trends,  and relationships using 
quantitative data to improve data organisation and future projections. The primary purpose of this research is to 
investigate whether the innovative and unique analysis technique for predicting future values of a time series,  
introduced by the econometrician Sir Clive Granger called Granger causality, can be used to predict equity markets. 
In particular, a time series of public sentiment, expressed as the quantification of a large scale collection of daily  
tweets is used to predict the price of the cryptocurrency Dogecoin. Given the recent events that have occurred with 
GameStop,  the  sentiment  surrounding  it  on  Reddit,  and  the  current  excitement  on  Twitter  around  the 
cryptocurrency Dogecoin, this seems to be a suitable time to investigate this topic [1]. This work endeavours to 
answer the question, “Can Granger causality be used to predict future prices of Dogecoin using Twitter sentiment 
analysis?”.
II STATE OF THE ART

Granger causality analysis has been applied to a plethora of studies that aim to identify a predictive or causative 
relationship between two-time series. These studies have been mainly confined to the field of economics and used 
to relate variables such as financial development, tourism development, and economic growth. Other works use  
this technique to relate various economic indicators to predict stock market fluctuations. These works have all  
claimed a strong correlation between many of these variables, and some have demonstrated, by using Granger 
causality analysis, that many of these variables can be accurately predicted, highlighting the power of Granger  
causality as a practical analysis technique. Many existing solutions that aim to forecast economic indicators' prices 
mainly identified relationships between financial news media or social media and the stock market. The data 
analysis techniques employed in these works (specifically text analysis and sentiment analysis) prove to be very  
effective in predicting equity markets.  Many methods of analysing news media were used in these studies;  
examples of these include text mining, feature extraction, feature selection, and machine learning methods.
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III ORIGINAL CONTRIBUTION

We looked into harnessing Granger causality analysis, a statistical hypothesis test, to investigate whether one  
variable can forecast another variable. This technique is applied to Twitter sentiment and Dogecoin price to 
determine if Granger causality be used to predict future prices of Dogecoin.

IV METHODOLOGY

This theoretical study makes use of a modified version of a comprehensive, simple rule-based model for general  
sentiment analysis called VADER (for Valence Aware Dictionary for sEntiment Reasoning) to quantify Twitter 
sentiment. The tweets analysed were extracted worldwide through the use of the public Twitter API, using code  
developed in the Big Data and Smart Analytics lab at Griffith University. A collection of 5,331,040 public tweets 
were extracted and recorded between 5 May, 2021 and 31 May, 2021 and only references to the cryptocurrency 
Dogecoin;  this  filtering  included  tweets  that  had  mention  of  ”dogecoin”,  ”dogearmy”,  ”dogecoinRise”, 
”dogeEurope” or ”dogecoins”. The closing prices of Dogecoin for each day in the same period (between 5 May,  
2021 and 31 May, 2021) were extracted from Yahoo! Finance1 by using web scraping techniques. This method was 
developed based on code provided at GitHub2. Granger causality is then used to find the correlation between social 
media sentiment and Dogecoin where, in order to maintain a common scale for comparison, the sentiment and 
Dogecoin prices are converted to z-scores.
V RESULTS

A statistically significant, unidirectional Granger causality relation for Twitter sentiment and Dogecoin prices was 
found for lags ranging from 2 to 4 days, with a 3-day lag having the lowest p-value of 0.0063.

This means that changes in sentiment, according to the results and fundamentals of Granger causality, prompt 
changes in the price of Dogecoin 2 to 4 days later. Additionally, this can also be seen by a visual comparison of the 
two time series, which show that both frequently overlap and trend in the same direction at many time points. This 
is also reflected in a Pearson correlation coefficient for these two data sets (with a 3-day lag) of r = 0.6940. This 
value, as well as the statistically significant results of Granger causality analysis accompanied by a clear visual  
correlation between the two time series, all provide strong evidence that changes in the past values of Twitter  
sentiment (at time t) predict a similar rise or fall in the price of Dogecoin three days later (at t  +3). Therefore, 
Twitter sentiment about Dogecoin, as calculated by a method developed in the Big Data and Smart Analytics lab at 
Griffith University, has predictive value with regard to the price of Dogecoin.
VI EVALUATION

The reason that Granger causality analysis was used rather than powerful machine learning techniques, such as 
Deep learning, which have given excellent results in previous works, is because the desired outcome of this 
analysis is simply a confirmation on whether Twitter sentiment is correlated to Dogecoin price to a statistical  
significance. Essentially a yes or no answer is required, which is precisely what Granger causality analysis will 
provide, given its predictive power when applied to time series data. The main assumption of this research is that if 
Twitter sentiment is shown to Granger-cause changes in the price of Dogecoin over the selected time period, then 
this can be related to any time period. Based on this assumption, the conclusion that can be drawn from these results 
is that Twitter sentiment about Dogecoin, as calculated by a method developed in the Big Data and Smart Analytics 
lab at Griffith University, has predictive value with regard to the price of Dogecoin.

VII CONCLUSIONS

The statistical analysis technique, Granger causality, has been shown to have many useful applications, particularly 
in the field of economics. Identifying relationships between various economic indicators in multiple countries 
highlights the usefulness and effectiveness of this technique. This paper has shown how Granger causality analysis 
can be used to predict future prices of cryptocurrencies by using Twitter sentiment data analytics.
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ABSTRACT

Social media provides an accessible and effective platform for individuals to offer thoughts and opinions across a  
wide range of interest areas. It also provides a great opportunity for researchers and businesses to understand and 
analyse a large volume of online data for decision-making purposes. Opinions on social media platforms, such as 
Twitter, can be very important for many industries due to the wide variety of topics and large volume of data  
available. However, extracting and analysing this data can prove to be very challenging due to its diversity and 
complexity. Recent methods of sentiment analysis of social media content rely on Natural Language Processing 
techniques on a fundamental sentiment lexicon, as well as machine learning oriented techniques. In this work, we 
evaluate representatives of different sentiment analysis methods, make recommendations and discuss advantages 
and disadvantages. Specifically we look into: 1) variation of VADER, a lexicon based method; 2) a machine 
learning  neural  network  based  method;  and  3)  a  Sentiment  Classifier  using  Word  Sense  Disambiguation, 
Maximum Entropy and Naive Bayes Classifiers. The results indicate that there is a significant correlation among all 
three sentiment analysis methods, which demonstrates their ability to accurately determine the sentiment of social 
media posts. Additionally, the modified version of VADER, a lexicon based method, is considered to be the most 
accurate and most appropriate method to use for the semantic analysis of social media posts, based on its strong  
correlation and low computational time. Obtained findings and recommendations can be valuable for researchers  
working on sentiment analysis techniques for large data sets.

I INTRODUCTION

Sentiment analysis, also referred to as opinion mining, is the field of study which focuses on the analysis and 
quantification of people’s sentiments, opinions, attitudes, emotions and appraisals. The primary purpose of this 
research, in order to give guidelines to researchers, is to identify and evaluate typical representatives of different  
sentiment analysis methods, test their performance both with regard to accuracy and time complexity, make  
recommendations, and discuss advantages and disadvantages. The accuracy of three different sentiment analysis  
techniques are investigated. A comparison of: 1) a sentiment analysis tool calculated using propriety methodology 
from the Big Data and Smart Analytics lab at Griffith University, which is built on top of the sentiment analysis tool 
VADER; 2) a machine learning technique using a neural network as implemented in [1]; and 3) a Sentiment 
Classifier using Word Sense Disambiguation, Maximum Entropy, and Naive Bayes Classifiers, is carried out.

II STATE OF THE ART

Sentiment analysis techniques have been widely used to analyse social networks from determining the public’s 
opinions towards specific topics,  issues or  events to aiding businesses and organisations in improving their  
services, and they have proven to be an important and valuable tool. To date, the vast majority of sentiment analysis 
has been carried out on written text, with the intent of predicting the sentiment of a given written statement. In this 
context, sentiment analysis can be considered the primary research field of Natural Language Processing (NPL),  
which, with the aid of machine learning techniques, aims to identify and extract certain insights from written text. 
Many existing solutions which aim to quantify sentiment are based on a variety of different approaches, such as 
lexicon-based  methods,  machine  learning  methods  and  deep  learning  methods.
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III ORIGINAL CONTRIBUTION

We plan to determine which of the three analysis techniques is considered to be the most appropriate method to use 
for the semantic analysis of social media posts by evaluating both the accuracy and efficiency based on strong 
correlations and low computational time. Obtained findings and recommendations can be valuable for researchers 
working on sentiment analysis techniques for large data sets.

IV METHODOLOGY

This theoretical study makes use of the public Twitter API to collect data. A collection of 10,000 original public 
tweets (not including retweets) were extracted to time complexity, which is related to the cryptocurrency Dogecoin; 
and that have a length of text larger than 150 characters to avoid short messages that usually do not have significant 
semantic content. As mentioned above, the three methods used to comparatively analyse the sentiment included: a 
modified version of VADER; a machine learning technique using a neural network, and a Sentiment Classifier. To 
enable a comparison of the sentiment values calculated, a sentiment values are normalised to 1 to ensure that the  
sentiment is always between -1 (the lower limit for negative sentiment) and +1 (the upper limit for positive  
sentiment). To quantitatively determine the relations between the three sentiment analysis methods, multiple  
regression analysis is used to test the correlation of the three-time series.

V RESULTS

Using multiple regression analysis among the three sentiment analysis time series, results indicate a statistically  
significant correlation among the sentiment values of all three sentiment analysis methods. The most significantly 
correlated of these is the modified version of VADER and the machine learning technique using a neural network 
with a p-value of 7.301 E-53. These statistically significant results of multiple regression analysis (p ≪ 0.001) 
accompanied by a clear visual correlation among the three plots show that all sentiment analysis methods are able 
to calculate similar results, thus providing strong evidence that these three methods can calculate an accurate  
sentiment value for textual data. To determine the most beneficial method to use for this analysis, the time taken to 
calculate sentiment values was also considered. Given that the modified version of VADER has the strongest 
correlation with both the other two methods used (MV vs. NN p = 7.301 E-53 and MV vs. SC p = 7.996 E-11) and 
has the shortest computational time, it is reasonable to suggest that it would be the most appropriate of the three 
methods to use for this type of analysis.

VI EVALUATION

The criteria that have been adopted in selecting the methodologies involved included a variety of different types of 
sentiment analysis methods. The main assumption of this research is that a significant correlation among all three 
sentiment analysis methods demonstrates their ability to accurately determine the sentiment of social media posts, 
even though there is no ‘true’ sentiment value to compare them to. The method with the strongest correlation to the 
other two methods (along with the consideration of computational time) is considered to be the most accurate and 
most appropriate method to use for the semantic analysis of social media posts. Based on these assumptions, the 
conclusion that can be drawn from these results is that the modified version of VADER, a lexicon-based method, is 
considered to be the most accurate and most appropriate method to use.

VII CONCLUSIONS

Social media sentiment analysis has been shown to be valuable for researchers and businesses to understand and 
analyse a large volume of online data. In this paper, a comparison of three different sentiment analysis techniques 
for short text messages was carried out. The results of the relations between the three sentiment analysis methods, 
obtained by multiple regression analysis, provide evidence that these methods are able to have a statistically 
significant correlation and accuracy in their  quantification of sentiment in Twitter posts.  Based on a strong 
correlation and low time complexity, it was concluded that the modified version of VADER is considered to be the 
most accurate and most appropriate method to use. These findings and recommendations can be valuable for 
researchers that need sentiment polarity analysis for short text messages and large data sets.
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Portfolio Investments in the Forex Market

ABSTRACT

Investing in the forex market seems to be an especially challenging task due to the large variety of dependencies
related to instruments. Among the crucial aspects that should be considered is the correlation between the currency
pairs. In this article, we derive a general investing schema considering the signal generation based on the well-
known classification methods and verify the quality of these signals with the idea of portfolio building. To do so,
we derive a two-stage process, where the first stage is devoted to deriving the classifier capable of generating the
trading signals on the forex market. We use the set of the most popular market indicators, and the decision about
the potential buy (or sell) signal is dependent on the values of these indicators. Eventually, we derive the classifier
in which quality is measured on the basis of accuracy, recall, and precision. Further, we use signals generated by
the classifier to adjust the account balance of the decision-maker and estimate the relation between the quality of
classification and the final account balance. Experiments are performed using the trading system implemented by
the authors on the real-world data covering several years.

I INTRODUCTION

In this article, we try to fill the gap related to the portfolio problem on the forex market and move towards the in-
vesting process based on the set of instruments simultaneously, rather than consider a set of signals independently.
To do so, we present the investing approach involving the classification methods used to generate signals. Fur-
ther, these signals are considered simultaneously, leading to the situation that the decision-maker portfolio could
include several currency pairs for a given time. Profit/loss from these currency pairs is adjusted to the decision-
maker portfolio. However, we assume that no additional information about the correlation among instruments is
considered.

II ORIGINAL CONTRIBUTION

Our main goal is to investigate whether the quality of signals classification performed on the data is directly related
to the profits achieved by the decision-maker at the end of the investing period. Therefore, we implement a trading
system including the signals classification module and investing module to verify that. Furthermore, we compare
the classification quality performed on the well-known algorithms with the final account balance measured in
dollars.

III METHODOLOGY

In our system we use the following notations and concepts:

• t will be a discrete moment of time (reading) in which the instrument (currency pair) value and the market
indicator values are calculated;

• T will be a time period, for which the whole investing process occurs. T consists of large number of t;

• CP will be a full set of currency pairs available in the system with cpi as i-th currency pair;

• time period – will be a time, which has to pass between two successive readings;

• I – will be a set of indicators available in the system;

• PT – will be the portfolio of the decision-maker. This set is initially empty, however, the currency pairs cp
are added to the portfolio, while the signals are observed on the market;

• c – will be the counter indicating the number of readings, for which the given cp is already in the portfolio;
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• max – is the maximal number of readings, for which the cpi can be present in the portfolio;

• p – is the number of readings which must pass to evaluate the decision for a given signal.

Algorithm 1: The investing process

begin
1 Create the empty set PT = /0
2 Select set of currency pairs CP and number of readings T
3 Set additional parameters (number of decision classess and counter c)
4 for each reading t in T do
5 for each cpi in CP do
6 Set decision class for cpi according to formula (2)
7 if decision for cpi is (BUY OR STRONG BUY) AND cpi /∈ PT then

add cpi to PT
set counter c = 0 for cpi

8 if decision for cpi is (SELL OR STRONG SELL) AND cpi ∈ PT then
remove cpi from PT
update the value of account in $

9 for each cpi in PT do
increase counter c

10 if c = max for cpi then
remove cpi from PT
update the value of account in $

11 close all opened positions
12 derive the final account balance to the decision-maker

IV RESULTS

We performed the classification with the use of the CART algorithm. In actual results, we focused on deriving the
decision about the general instrument value direction; however, from the point of view of the decision-maker, it
could be essential to know the strength of the movement as well. Moreover, the number of decision classes was
set arbitrarily. Still, it is possible to include more decision classes corresponding to the trend’s strength (in such an
example, the decision class depends directly on the range of the instrument value movement). In border cases, it is
even possible to move towards the regression task, where instead of predicting the decision class, we rather expect
the exact instrument value.

V CONCLUSIONS

Despite the diversity of data used in the experiments, results were ambiguous, and no direct relation between the
quality of classification and the account balance was observed. It concludes that these two problems (data classi-
fication and portfolio management on the forex market) should be considered independently. Thus the relatively
good classification of the data does not imply the overall positive account balance at the end of the investing period.

The analyzed classification problem could be easily transformed into a regression case. Instead of predicting
the decision classes, we rather focus on deriving the exact value of the instrument. The common assumption in the
investing field is to know the general direction of the instrument value; however, for ongoing transactions learning
the exact instrument value range could be vital.
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SIMPLIFIED TITLE

Improving Recommendation Speed Using Frequent Pattern Mining and Association Rules.

ABSTRACT

Recommender systems are considered one of the most rapidly growing branches of Artificial Intelligence. The
demand for finding more efficient techniques to generate recommendations becomes urgent. However, many
recommendations become useless if there is a delay in generating and showing them to the user. Therefore,
we focus on improving the speed of recommendation systems without impacting the accuracy. In this paper,
we suggest a novel recommender system based on Factorization Machines and Association Rules (FMAR). We
introduce an approach to generate association rules using two algorithms: (i) apriori and (ii) frequent pattern
(FP) growth. These association rules will be utilized to reduce the number of items passed to the factorization
machines recommendation model. We show that FMAR has significantly decreased the number of new items that
the recommender system has to predict and hence, decreased the required time for generating the recommendations.
On the other hand, while building the FMAR tool, we concentrate on making a balance between prediction time
and accuracy of generated recommendations to ensure that the accuracy is not significantly impacted compared to
the accuracy of using factorization machines without association rules.

I INTRODUCTION

Recommendation systems can be built using different techniques to generate more relevant recommendations
for the users [2]. However, these recommendations might become useless if the recommendation engine does
not produce them in a proper time frame. In this paper, we work on finding a novel approach that incorporates
association rules in generating the recommendations using the factorization machines algorithm to improve the
efficiency of recommendation systems. It is worth noting that the factorization machine model is used to evaluate
our method and compare the latency of FM before and after using the association rules. However, in practice, our
method can be combined with any other recommendation engine to speed up its recommendations.

II STATE OF THE ART

Many online services are trying to boost their sales by implementing recommendation systems that estimate users’
preferences or ratings to generate personalized offers and thus recommend items that are interesting for the users
[1]. Recommendation systems can be built using different techniques which leverage the rating history and possibly
some other information, such as users’ demographics and items’ characteristics [2]. The goal is to generate more
relevant recommendations. However, these recommendations might become useless if the recommendation engine
does not produce them in a proper time frame.

III ORIGINAL CONTRIBUTION

The main contributions of this paper are as follows: 1) proposing a method that uses the apriori algorithm or
frequent pattern growth (FP-growth) algorithm to generate association rules which suggest items for every user
based on the rating history of all users; 2) utilizing these association rules to create short-listed set of items that
we need to generate predictions for them; 3) employing factorization machines model to predict missing user
preferences for the short-listed set of items and evaluate the top-N produced predictions.

IV METHODOLOGY

In this section, we introduce the FMAR framework, which proposes two hybrid models that utilize factorization
machines and frequent pattern mining algorithms to speed up the process of generating the recommendations.
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Figure 1: MAE Comparison Figure 2: Comparison of the speed of methods

IV.1 Factorization Machine Apriori Based Model

In this model, we utilize factorization machines and apriori algorithms to speed up the process of generating the
recommendations. Firstly, we use the apriori algorithm to create a set of association rules based on the rating
history of users. Secondly, we use these rules to create users’ profile which recommends a set of items for every
user. Then, when we need to generate recommendations for a user, we find all products that are not rated before by
this user, and instead of generating predictions for all of them, we filter them using the items in the users’ profile.
Finally, we pass the short-listed set of items to a recommender system to estimate their ratings using FM model.

IV.2 Factorization Machine FP-Growth based Model

In this model, we introduce the second version of FMAR where FP-growth algorithm has been employed to
generate the association rules. In general, FP-growth algorithm is considered as an improved version of apriori
method. However, what makes FP-growth algorithm different from apriori algorithm is the fact that in FP-growth
no candidate generation is required. This is achieved by using FP-tree (frequent pattern tree) data structure which
stores all data in a concise and compact way. Moreover, once the FP-tree is constructed, we can directly use
a recursive divide-and-conquer approach to efficiently mine the frequent itemsets without any need to scan the
database over and over again. After finding the frequent itemsets, we generate the association rules and users’
profiles in the same way as in FM Apriori-based model.

V RESULTS

We conduct comprehensive experiments using MovieLens 100K dataset to evaluate the performance of the FMAR
recommender system. In the first experiment, we calculate the mean absolute error (MAE) generated in both
recommendation engines. The main goal of this approach is to show that the quality of recommendations is not
significantly impacted after filtering the items in the testing set using the association rules. In the second experi-
ment, we evaluate FMAR by comparing its recommendation with FM using Normalized Discounted Cumulative
Gain (NDCG). In the third evaluation method, we run Wilcoxon Rank-Sum test on the results of previous exper-
iments. In the last experiment, we compare FM and FMAR in terms of the speed of their operation, measured as
the number of predictions performed by the factorization machines model.

VI EVALUATION

The experimental results show that FMAR has improved the efficiency of recommender systems. Furthermore,
the experiments also indicate that the accuracy of FMAR is very close to the results produced by the standard
recommender system (cf. Fig 1 and Fig 2).

VII CONCLUSIONS

This article introduces FMAR, a novel recommender system, which methodically incorporates the association rules
in generating the recommendations using the factorization machines model. Our study evaluates two approaches
to creating association rules based on the users’ rating history, namely: the apriori and frequent pattern growth
algorithms. These rules are used to decrease the number of items passed to the model to estimate the ratings,
reducing the latency of the recommender system prediction.
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SIMPLIFIED TITLE

Music industry trend forecasting.

ABSTRACT

In this paper forecast analysis for music industry is performed. The trends for years 2020-2024 are calculated
based on forecasting for time-series metadata from online MusicBrainz dataset. The analysis takes on music
releases throughout the years from different perspectives, e.g. the release format, type of music releases or release
length (playback time). In the end, all the results are discussed before final conclusions are drawn.

I INTRODUCTION

The dataset used in this research is metadata for music releases, artists, recordings, and other entities connected to
information about the music industry. This paper’s theme is data analysis within the music industry – focusing on
trends within the data. The analysis topics focus on music releases, which carry information on what was released,
how it was released, and what is featured within the releases among other. The metadata source is an open database
MusicBrainz. The specific goal is to gather knowledge on trends and changes in the music industry and prepare a
solution to perform similar analyses on demand.

II STATE OF THE ART

MusicBrainz is a community-maintained database on music releases. It was used previously e.g., to analyze
artist mutual influence [1], a gender gap and gender differences in the music industry, music sentiment and genre
classification. The authors are unaware of any existing trend analysis for MusicBrainz metadata. On the other
hand, trend forecasting is another field on its own. Trends can be analyzed for any kind of time-related data. Just
to name a few examples: forecasting a price of a cryptocurrency, fashion trends, oil prices, and seasonal climate
conditions.

III ORIGINAL CONTRIBUTION

The chosen forecasting method is Prophet. It’s model has been applied to analyze (1980-2019) and predict (2019-
2024) the trends on:

• music recordings released as single vs album,

• medium for release: LP (vinyl), MC (cassette), CD, digital (mp3, etc.),

• album playback time and the number of tracks it contains.

IV METHODOLOGY

Prophet (presented in [2]) is chosen as the forecasting method. The components of the Prophet model are linear
regression with changepoints, seasonality and holidays/events. Every parameter for Prophet model can be set
by hand using analyst in the loop approach – visualize, adapt the model and repeat. Regarding the parameters,
the Prophet has capabilities to automate the process when the hyper parameters are set properly. The parameters
that are sought after during the tuning process are: changepoint prior scale, which directly affects the amount of
changepoints set in the model, seasonality prior scale and seasonality prior mode, which are both responsible for
the seasonality component itself.

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 89



V RESULTS

As a result of forecasting for album releases there is a simple conclusion, that most likely number of albums
released within few next years will most likely be falling down. When it comes to singles, the situation feels
straightforward, the only possible outcome from the forecast is rise in the number of released singles.

The digital release trend is almost linear, rising from nearly 0% in the early ’00s. By the year 2024, we can
expect 94%, even up to 99%, of the music to be released in digital format. This means that the physical format
forecast is all down to 0%: CD had the highest releases up to 80% in ’90s and ’00s, MC - dropped drastically
throughout ’80s from 90% and LP stayed statically low at a few % the whole analyzed time.

The average number of tracks per album rose from slightly below 10 in the mid-’80s to a peak of a little above
12 by the end of the millennium and then dropped back to 10.5 today and is expected to go again below 10 in
the next 5 years. The forecast for album length is a derivative of the number of tracks. There are also no big
magnitude changes. In the analyzed scope the average album playback time stays between 40 and 50 minutes with
a decreasing trend. New album releases should aim at around 40 minutes in length.

VI EVALUATION

Using Prophet requires specific column names for the data, which are ds and y, where ds stands for the time and
y is the value of a variable at the time. Data with the labels specified properly can be directly fed into the Prophet
model, which results in setting up all the parameters in the model, taking into account all the parameters set by the
analyst. In the end, the model can produce a forecast with uncertainty, in correlation to the dataset, with built-in
Python visualisation tools. It makes it the best solution to use for music metadata-based forecasting, as it provides
all the desired tools, and ways to visualise the forecast along with counting the errors and accuracy for the model,
based on cross-validation.

VII CONCLUSIONS

The outcomes should be interesting for musicians and anybody wanting to re- lease music in the next few years.
The timeline covered in the analysis is years 1980 – 2019, with forecasts reaching up to the year 2024. Trending is
connected to the changes in society and technology. This is what drives the music industry to new grounds every
few years. In terms of media, it was e.g. the CDs in the mid-80’s or the digital era in music that formed in 2004
in the form of online music stores and streaming services. Today no musicians or labels can afford to avoid the
internet as the leading media to release music, socialize with fans, and target and market their products.
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SIMPLIFIED TITLE

Prediction of time to metastasis based on clinical information

ABSTRACT

Lung cancer is the most common and the deadliest type of cancer with 5-year overall survival equal to 15%. One
of the main reasons for the high mortality of lung cancer is the development of local and distant metastases.
Lung cancer patients mostly die because of distant metastases rather than the primary tumor. Thus, here we
tackle the problem of predicting when a patient relapse with a distant metastatic tumor. This information is
relevant not only to assess a patient’s prognosis but also to guide the first-line treatment.  Here,  we applied
clinical data from over 400 patients to predict the time to metastatic relapse which is also called metastasis-free
survival (MFS). Using Cox regression, we have got a fairly good prediction with a c-index =0.63 for a model
with three clinical covariates. In addition, we created also a nomogram that could be applied to predicting the
probability of metastases in newly diagnosed patients. In conclusion, solely based on clinical data, it is possible
to predict the time to metastasis.

I INTRODUCTION

The main goal is to predict the time elapsed from cancer diagnosis until the emergence of metastasis, i.e., distant
tumor. The intermediate goals to achieve this are the following: 1) acquisition and processing of clinical data, 2)
identification of significant clinical features that could be applied for prediction of time to metastasis, and 3)
development of a statistical model that could predict the risk of metastasis.

II STATE OF THE ART

Currently, there is no single biomarker that could be applied for the prediction of time to metastasis in lung
cancer. Researchers are still working on finding biomarkers to detect if metastasis will appear sooner or later.
We are even far from understanding the mechanism of metastasis emergence.

III ORIGINAL CONTRIBUTION

There are available statistical models that could predict the emergence of brain metastases of lung cancer [1].
However, there is no model that could indicate if patient will develop metastasis. Here we aim to fill the gap.

IV METHODOLOGY

We utilized a cohort of non-small cell lung cancer patients' clinical data for metastasis prediction. We applied
survival analysis, i.e., Kaplan-Meier estimator and Cox regression, for metastasis prediction.

V RESULTS

We developed a clinical data signature that could be applied to predict the time to metastasis. The signature is 
based on three clinical features: a total dose of radiotherapy, platelet level at the diagnosis, and N that describe 
local tumor dissemination to lymph nodes.

VI EVALUATION

We applied classical survival analysis that aims at predicting time-to-event that could range from predicting
patient death to time-to-patient relapse. The Kaplan-Meier model was applied to estimate the probability of not
developing metastasis in a given time interval. Cox regression, however, predicts so-called hazard ratio.

As a metric of a Cox regression model predictive power, we applied a concordance index that is between 0
and 1. A value above 0.5 means that the model performs well.
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VII CONCLUSIONS

The developed statistical model could be applied in predicting the risk of metastasis at the time of diagnosis by
oncologists.
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SIMPLIFIED TITLE

Developing a recommendation method for matching scientific and business partners from the Community Research
and Development Information Service (CORDIS).

ABSTRACT

The purpose of this paper is developing a method for recommending business and scientific partners matchmaking
with use of a deep learning model based on historical data on previously completed European Union projects. The
paper starts with an introduction to recommender systems, followed by a systematic literature review on the subject.
The next part describes the course of the research and its implementation of two deep learning approaches: (1) the
entity embeddings of organizations and (2) the embedding space of keywords. The paper ends with a summary of
the entity embedding-based recommendation characterized by coverage, average accuracy, low Gini index and the
entropy measure.

I INTRODUCTION

The subject of the work lies within the field of machine learning, in particular deep learning, determining the
closeness of business and scientific relationships, as well as defining a measure of matchmaking success. The work
focuses on the construction of a learned classifier that performs the task of selecting the most likely partnership and
evaluating its effectiveness. The learned model will be tested experimentally, taking into consideration measures of
recommender system evaluation presented in literature. The result of the project will be the creation of a prototype
recommending a ready-made solution, i.e. it will identify partners who have similar business/scientific goals
and thus their relationship will potentially show the greatest similarity. Potential recipients may be organizations
looking for institutions to collaborate with as well as the organizers of conferences or fairs.

II STATE OF THE ART

The recommender systems can be divided into three categories.

• Content-based recommender systems - attributes of items are compared to find similar entities. The main
advantage of content-based recommendation is that the items can be recommended even though they are not
yet rated by any user. However the method may lack novelty as it has a high probability of recommending
items from the same category.

• Collaborative recommender systems - recommendation is based on the preferences of other users (user-
based) or based on the rating a user has given to similar items (item-based). The first subtype bases on the
assumption that users, who made similar decisions in the past, are likely to still act in a similar manner.
Among the techniques used within that type is Vector Space Model and Term Frequency-Inverse Document
Frequency (TF-IDF).

• Hybrid recommender systems - a technique integrating two or more methods to benefit from their advantages
and avoid their flaws.

III ORIGINAL CONTRIBUTION

The problem of recommendation in the partner matchmaking process is neither pure content-based nor collabora-
tive in nature. Therefore the approach that needs to be followed must be of a hybrid nature.
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IV METHODOLOGY

Before the data can be fitted into neural network it must undergo several preparation procedures. First, it has
to be fetched from the data source, which is not always straightforward. Secondly, the data has to be analyzed
and cleaned. We have to make sure the data has the most accurate entries. The next step is the preparation
of descriptions. Descriptions have to be tokenized, we have to remove stop words and the resulting set must
be simplified to its lemmatized form. This can be achieved with Python based tools and libraries. After the
data preparation we were left with 2384 organizations with lemmatized meaningful words that could be further
processed to eventually be fitted into the neural network model.

V RESULTS

Two neural network models and four different recommendation list creation methods were proposed. The proposed
neural network models base on the connections between the organizations that took part in the same projects in
the past. If a new organization appears in the database or the description of the organization is updated both of the
models would have to be trained again. The small portion of the data that we experimented on makes training the
model time consuming only to a small extent but bigger amounts could slow down remarkably the recommendation
process. On the other hand, the proposed method takes into consideration the attributes of organization and their
relation to the others which makes it more resistant to scarcity of data in one of the fields.

VI EVALUATION

In our case we need to choose evaluation metrics to determine which recommendation list among those created
is the best. There are 4 metrics proposed: accuracy, coverage, Gini index and entropy. Each metric determines
a characteristic of a distribution and we asses obtained lists in terms of the desired value of a given metric. The
best accuracy is achieved in the case of a recommendation list based on ranks. Entity and keywords lists reach
similar values (0.5) for all the chosen lengths. The worst in terms of accuracy is the list based on averages. Its
values do not exceed 0.2. The second metric that we chose to evaluate the recommendation lists was coverage.
Coverage is the percentage of items which appear at least once in the recommendation lists [1]. Besides the
accuracy of recommended items and the coverage of the organizations in the lists we decided to check fairness
of the distribution of recommended items. Gini index is a measure that takes into account how uniformly items
appear in the recommendation lists [1]. The last measure was entropy. Entropy is the measure of the uniformity
of a distribution. Uniform distributions have higher information gain and therefore are more desired when higher
diversity of recommended items is needed.

The results of training and the evaluation of obtained recommendation lists do not lead to a strong conclusion
that any of the proposed list creation methods is significantly better than the others. One recommendation list
is always significantly better than the other but it differs depending on which metric is taken into consideration.
However, for a majority of metrics, the entity embedding-based list gives good results. It is characterized by
high coverage, average accuracy, low Gini index and the highest entropy. If any method were to be chosen to be
proposed, the method based purely on the entity embedding-based is the first to recommend.

VII CONCLUSIONS

The main goal of the research was to perform experiments on the available data with a use of different deep learn-
ing techniques. After a detailed systematic literature review there were two deep learning approaches proposed.
The first focuses on the entity embeddings of organisations. During the learning process it tries to place similar
organisations closer in the embedding space and thus provides a possibility to determine which partners may be
interested in a collaboration. The second, on the other hand, focuses on the keywords describing each organisation
and creates an embedding space of those keywords. Based on the keywords’ proximity the model tries to predict
whether two organisations characterized with a given set of keywords may have collaborated. The two models give
us a measure of similarity which in the end lets us create four recommendation lists. Using common evaluation
measures we evaluated which of the created lists gives the best recommendation. In the course of the research
it became clear that recommendation problems are complex and require a lot of experimentation to adjust all the
parameters to fit the given data. The evaluation part showed that even effective prediction models may not be the
most effective when it comes to create a diverse, uniformly distributed and accurate recommendation lists. Because
the problem is so complex there is no simple solution to it problem and the answer differs depending for example
on the length of the list that we want to obtain or whether we want to create more accurate or more diverse lists.
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The impact of design decisions on performance of such a .net database application that can be easily decomposed to 
a set of parallel tasks

ABSTRACT

The implementation of parallel applications is always a challenge. It embraces many distinctive design decisions  
that are to be taken. The paper presents issues of parallel processing with use of .NET applications and popular  
database management systems. In the paper,  three design dilemmas are addressed: how efficient is  the auto-
parallelism implemented in the .NET TPL library, how do popular DBMSes differ in serving parallel requests, and 
what is the optimal size of data chunks in the data parallelism scheme. All of them are analyzed in the context of  
the typical and practical business case originated from IT solutions which are dedicated for the energy market  
participants. The paper presents the results of experiments conducted in a controlled, on-premises environment.  
The experiments allowed to compare the performance of the TPL auto-parallelism with a wide range of manually-
set  numbers of  worker threads.  They also helped to evaluate 4 DBMSes:  Oracle,  MySQL, PostgreSQL, and 
MSSQL in the scenario of serving parallel queries. Finally, they showed the impact of data chunk sizes on the  
overall performance.

I INTRODUCTION

The primary purpose of the research was to answer three questions: (1) How efficient is the auto-parallelism  
implemented in .NET TPL? (2) How do popular DBMSes differ in serving parallel requests? (3) What is the 
impact  of  the  size  of  data  chunks  on  the  performance  of  tested  service?  These  questions  arose  during  the  
development of Meter Data Management (MDM) system, supporting storage and management of data in the  
energy industry. A typical pattern for data processing in MDM is to perform the same operation on each element 
of a large collection of measurement data. To improve performance, the parallel processing of data is used with  
the objective to distribute the load between computing units of a multi-core CPU of the application server. 

One of a few key design issues was to control the number of threads allocated to a parallel algorithm. In the TPL,  
auto-parallelism (automatic parallelization of the code) is implemented – it  automatically picks a number of  
parallel threads and partitions the computations in a loop. However, it was not known how efficient is the auto-
parallelism implemented in TPL. Another issue was the choice of a relational DBMS. It was decided to check to  
what extent the choice of the DBMS impacts the overall performance of the business scenario in which many 
concurrent, high-volume reads are performed, as in MDM. Finally, selection of the optimal size of data chunks  
turned out to be disputable. On one extreme, no fragmentation means sequential execution. On the other side, too  
tiny data chunks impose large communication overheads.

II STATE OF THE ART

The Task Parallel Library was introduced in .NET Framework 4.0 in 2010. It is a well-established and convenient  
way of achieving parallelism in a C# code. It is able to dynamically scale the degree of concurrency in order to use 
available computing units efficiently. However, there are few publications analyzing its performance and none 
evaluating its auto-parallelism methods.

Interesting insights on speedup achieved through parallelization of code for computing π using TPL and OpenMP 
are given in [1]. The authors show that even for the embarrassingly parallel problem the libraries do not achieve  
linear  speedup.  The  problem  considered  in  that  paper  varies  from  ours  as  it  completely  focuses  on  pure  
calculations. TPL performance is measured in [2] to compare the library with another concurrent computation 
model – the actor model. The authors ran tests with different numbers of threads but the results were published as  
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averages. Consequently, it  was impossible to compare our and their trends. Handling concurrency in selected 
databases is addressed in [3]. Its authors focus on testing the implementations of isolation levels. To some extent,  
this aspect may influence our results, however it is not directly aligned with our research questions.

III ORIGINAL CONTRIBUTION

The original contribution of the reseach are the experimental evaluations of: (1) the auto-parallelism implemented 
in .NET TPL, (2)  the impact of the DBMS on the overall performance of the business scenario in which many 
concurrent, high-volume reads are performed, and (3) the impact of data chunk sizes on the performance of the 
tested parallel operations.

IV METHODOLOGY

The  conducted  experiments  were  based  on  the  business  case  that  consists  in  reading  the  daily  profiles  of  
electricity consumption with a 15-minute resolution from the measurement database for the purpose of their  
validation, transformation, and transfer to the appropriate recipient. It is one of the basic services of the MDM. It  
significantly  strains  computational  resources  in  production  deployments  as  well  as  it  is  very  susceptible  to  
parallelization. The experiments were performed on two 16-core servers with hyper-threading. 

In the first  experiment, the efficiency of TPL auto-parallelism method was measured and compared to eight  
degrees of parallelization manually set to: 1, 2, 4, 8, 16, 32, 64, and 128 threads. The tests were performed for  
each of the four considered DBMSes. In the second experiment, different sizes of data chunks were used in order 
to measure their impact on the performance of the parallel application. To this end, the daily consumption profiles 
for 100k measurement points (9,6m of data records) were partitioned into separate data chunks of various sizes, 
then read and processed in parallel. The tests were performed for each of the 4 considered DBMSes, with the TPL 
auto-parallelism method enabled. 

V RESULTS

In short, the degree of parallelization automatically determined by the TPL reached data reading rates very close  
to those achieved by the manually set  number of concurrent threads equaled the number of processor cores.  
Regarding DBMSes, the reading rates were the highest and very similar for MSSQL and PostgreSQL. Oracle 
coped slightly worse, especially for more threads. MySQL seemed to make the least use of parallelization and got 
the  poorest  results.  Interestingly,  it  was  observed  that  the  higher  the  reading  rate,  the  wider  the  confidence 
intervals for the reading rate means. Using such a data chunk size that each thread from the pool has exactly one  
task to be performed gave maximum read rates. Smaller sizes increased the time spent on communication between 
the application and database servers. Larger sizes reduced the possibility of parallel execution of the task.

VI EVALUATION

If the performance is a top priority, the manually set degree of parallelization backed with a few experiments  
would  be  a  better  choice  than  the  TPL auto-parallelism method.  However,  if  the  target  application  runtime 
environment is unknown or may be subject to changes, opting for the latter will be a rational approach, setting the 
degree  of  parallelization  several  percent  worse  than  optimal.
The meaningful differences in handling high-volume, concurrent reads by considered DBMSes were observed. 
The experimental results show what performance levels may be expected for each of them in a function of a  
number  of  threads  requesting  data. 
Finally, if the optimal number of threads for a given problem and an execution environment is known, then it is  
rational to consider such distribution of data among threads where each thread does exactly one iteration. 

VII CONCLUSIONS

The achieved results have been allowing us to make the right design decisions, based on knowledge instead of  
intuition. The outcomes of the conducted research may be directly applied in any database applications with  
parallel data processing, built on .NET framework and TPL library.
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SIMPLIFIED TITLE

SimCPSR: Simple Contrastive Learning for Paper Submission Recommendation System

ABSTRACT

The recommendation system plays a vital role in many areas, especially in academic fields, to support researchers
in submitting and increasing the acceptance of their work through the conference or journal selection process. This
study proposes a transformer-based model using transfer learning as an efficient approach for the paper submis-
sion recommendation system. By combining essential information (such as the title, the abstract, and the list of
keywords) with the aims & scopes of journals, the model can recommend the Top K journals that maximize the
acceptance of the paper. Our model had developed through two stages: (i) Fine-tuning the pre-trained language
model (LM) with a simple contrastive learning framework. We utilized a simple supervised contrastive objective to
fine-tune all parameters, encouraging the LM to learn the document representation effectively. (ii) The fine-tuned
LM was then trained on different combinations of the features for the downstream task. This study suggests a more
advanced method for enhancing the efficiency of the paper submission recommendation system compared to previ-
ous approaches when we respectively achieve 0.5173, 0.8097, 0.8862, 0.9496 for Top 1, 3, 5, and 10 accuracies on
the test set for combining the title, abstract, and keywords as input features. Incorporating the journals’ aims and
scopes, our model shows an exciting result by getting 0.5194, 0.8112, 0.8866, and 0.9496, respecting Top 1, 3, 5,
and 10. We provide the implementation and datasets for further reference at https://github.com/hduc-le/SimCPSR.

I INTRODUCTION

Choosing a suitable journal for submitting new work is difficult for most researchers, including young and ex-
perienced people. Wang and coworkers proposed the recommendation system for computer science publications
early to support the researchers in selecting a relevant journal to increase their work acceptance opportunities. The
problem has been studied by many other researchers later.

In this work, we investigate the paper submission recommendation problem using general paper information
and the aims and scopes of the journals as sufficient attributes in our method. We aim to deeply extract the semantic
relationship between the paper submission and the journal through those available features. We tackle the problem
by applying the transformer architecture [3] as an encoder to extract the input feature effectively and utilize the
contrastive learning framework [1] to enhance the model’s robustness in the downstream task.

II STATE OF THE ART

The paper recommendation system had developed by using statistical frameworks such as Chi-square, the term
frequency-inverse document frequency (TF-IDF) for feature selection from the paper attributes, and linear logistic
regression (LLR) or Multi-layer Perceptrons (MLP) model to classify relevant journals. To improve the model
efficiency in feature extraction, researchers address the problem by using GloVe and FastText, combining Con-
volutional Neural Network (CNN) and LSTM, then show a significant improvement. However, using pre-trained
word embedding models like GloVe or FastText could draw some limitations since the embedding vectors are not
learnable. Furthermore, because of the complexity of natural language, the CNNs model could be less efficient in
capturing the language semantics.

†Master students at the University of Science, Vietnam National University in Ho Chi Minh City
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III ORIGINAL CONTRIBUTION

The contribution of our work can be described as follows: (1) We propose a new framework for the paper sub-
mission recommendation problem using the transformer architecture, which shows a significant advance to tackle.
Moreover, the experimental results show that our approach has a competitive performance compared to the previous
works. (2) Leveraging contrastive learning, the powerful method of sentence embedding, we enhance the frame-
work’s robustness in learning semantic relationships among documents or sentences. (3) Our method provides a
basic framework that can be extended further by applying other transformer models to achieve better performance
in the paper submission recommendation problem.

IV METHODOLOGY

To learn a sufficient sentence representation for the input document, we present a simple contrastive learning
framework whose contrastive loss function can be used to fine-tune model parameters. For a mini-batch of N
input pairs, let hi and h+

i denote the embedding or latent representation of xi and x+i ; the contrastive objective was
defined as:

ℓi =− log
esim(hi,h+

i )/τ

∑N
i=1 esim(hi,h+

j )/τ
, (1)

where τ is a temperature hyper-parameter and sim(h1,h2) is the cosine similarity.
After the fine-tuning process, the fine-tuned LM can be applied to different feature combinations for the down-

stream task on groups of attributes. Furthermore, during the classification stage, for a particular embedding vector
representing a paper, we compute the cosine similarity between it and all of the embedding vectors of journals to
obtain the cosine feature vector, which serves as a contributed feature. After that, we concatenate them together
for feeding to a final Softmax layer to classify Top K labels.

V RESULTS

Our experiments, which involve various combinations of paper attributes, demonstrate that, in contrast to earlier
approaches, the proposed model can help to increase performance when incorporating additional information re-
garding the “aims & scope” of journals. Furthermore, our result demonstrates the significance of the abstract
feature when a model using input data that includes it performs significantly. For example, the best performance
of the proposed method in the Accuracy@K (K=1, 3, 5, 10) is 0.5194, 0.8112, 0.8866, and 0.9496 when using
combinations of paper attributes and “aims & scope” of the journal.

VI EVALUATION

We use the set of paired paper attributes with the corresponding aims and scope of the journal to perform fine-tuning
on the Distil-RoBERTa (a distilled version of RoBERTa [2]) model. Then we train it on different combinations of
features to solve the classification problem as the downstream task. We then use the AdamW to optimize the Cross-
Entropy loss. To get the Top K values—which represent the probability that an input can match the K labels—we
finally apply the Softmax layer and compute the accuracy at each K value. Finally, we utilize the Accuracy@K
metric, defined as the ratio between the number of accurate items and the number of viewed items at each K, to
evaluate the performance of the proposed model, where K = 1, 3, 5, and 10.

VII CONCLUSIONS

The experimental results show that the proposed approach has competitive performance and is an advanced method
for enhancing the efficiency of the paper submission recommendation system. Our study especially gives a practi-
cal approach or a basic framework to utilize the transformer model to obtain efficient sentence embedding. Based
on this method’s idea, one can apply it to other studies in learning effective sentence representation in recommen-
dation systems separately and natural language processing in general.
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SIMPLIFIED TITLE

A link prediction model for knowledge graph based on deep learning and dynamic mapping matrix approaches

ABSTRACT

Knowledge Graph Completion, especially its sub-task link prediction attracts the attention of the research commu-
nity and industry because of its applicability as a premise for developing several potential applications. Knowl-
edge graph embedding (KGE) shows promising results to solve this problem. This paper focuses on the neural
networks-based approach for KGE, which can extract features from the graphs better than other groups of embed-
ding methods. The ConvE model is the first work using 2D convolution over embeddings and stacking multiple
nonlinear feature layers to model knowledge graphs. However, its computation is inefficient and does not preserve
translation between entity and relation embedding. Therefore, dynamic convolution was designed to solve limited
representation capability issues and show the promised performance. This work introduces a mixture model that
incorporates attention into performing the convolutional operation on projection embeddings. The TransD idea is
used to project entity embedding from entity space to relation space. Then, it is stacked with relation embedding
to perform dynamic convolution over stacked embedding without reshaping, following the idea that comes from
Conv-TransE. So the translational property between the entity and the relation is preserved, and their diversity is
considered. We experimented on benchmark datasets and showed how our proposed model is better than baseline
models in terms of MR, MRR, and Hits@K.

I INTRODUCTION

Knowledge graphs are knowledge bases that have a graph structure and represent real-world facts as triplets (head
entity, relation, tail entity). There are numerous techniques for creating this data structure, but they are typically
divided into two categories: manually and semi-automatically constructed strategies. as a result, it is easy to
overlook information in the data. The fundamental problem to solve is link prediction. Predict the missing object
in triplets to solve it. Most of the techniques use knowledge graph embedding, which can be helpful in link
prediction. It encodes entities and relations into a continuous low-dimensional vector space and employs these
embeddings for task prediction.

II STATE OF THE ART

There are several models have been proposed, and we can categorize them into: (i) Translation distance-based
models; (ii) Semantic matching-based models; (iii) Graph network-based models; (iv) Neural network-based mod-
els.

• Translation distance-based models: to model object interactions, a variety of geometric transformations can
be employed. TransE, TransH, and TrasnD are a few examples.

• Semantic matching-based models: to capture the semantic similarity between objects, use multiplication and
matrix decomposition. DistMult and ComplEx are two methods.

• Neural network-based models: to capture deep interaction features between objects, neural network tech-
niques can be used such as convolution and capsule networks. ConvE, ConvKB, and InteractE are a few
examples.

• Graph network-based models: based on message-passing to send information and encode features for the
whole graph and then use other models to decode and make predictions. RGCN, SACN, and CompGCN are
a few models.
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III ORIGINAL CONTRIBUTION

The ConvAP model is presented in this work, which fuses the TransD and Conv-TransE ideas, improving calcu-
lation efficiency and taking into account the diversity of objects in the knowledge base while preserving the trans-
lation characteristics between entities and relations. Furthermore, dynamic convolution was used to improve the
representation power. We evaluate our model on the standard FB15k-237, WN18RR, kinship, and UMLS datasets
and find that it outperforms previous models in terms of MR (Mean Rank), MRR (Mean Reciprocal Rank), and
Hits@K (K = 1, 3, 10).

IV METHODOLOGY

Our model’s main idea is to define two vectors for each entity and relation. The first vector, as in the TransD [2]
model, represents the meaning of an entity or relation, and the second vector is the projection vector. The projection
vector represents how a real embedding is projected into relation vector space. The score is then determined
by a dynamic convolution [1] over 2D embedding with no reshaping after stacking the projected and relation
embedding. For each entity embedding, the mapping matrix Mr is defined to project entity from entity space to
relation space:

Mr = rpe⊤p + Idt×d (1)

where rp, ep are relation and entity projection vectors, respectively and I is the identity matrix. With the mapping
matrices, the projected vector is defined as esp = Mres. The stacked of esp and rr ∈ Rd is used as the input for a
dynamic convolution layer and procedure a predicted score:

ψr(es,eo) = f (vec( f (DynamicConv([esp,rr]))W))eo (2)

where rr ∈Rd is a relation parameter depending on r and f is a nonlinear function. For training our model param-
eters, the logistic sigmoid function σ(.) is used like ConvE to the scoring function: p(es,er,eo) = σ(ψr(es,eo)),
minimizing the the binary cross-entropy loss function

V RESULTS

ConvAP and ConvE have comparable performance on FB15k-237. In particular, when compared to ConvE, our
model improved 2.041% on Hits@10 and significantly when compared to DistMult or ComplEx. Unfortunately,
when compared to Conv-TransE, our model does not improve substantially; the results are nearly identical due to
our model’s inability to use context information outside of the local receptacle. We obtained similar results on the
WN18RR to the FB15k-237 experiment. It has continued to outperform the ConvE, ComplEx, and R-GCN across
all evaluation metrics. Futhermore, a significantly improved results also found on UMLS and Kinship datasets.

VI EVALUATION

To evaluate the ability of the proposed model, we use standard metrics for link prediciton. The proportion of
correct entities ranked in top k, where k is 1, 3 and 10 (Hits@1, Hits@3, Hits@10), and the mean reciprocal rank
(MRR) are reported. Let rh is rank in the set that was generated by replacing the head entity and rt is rank in the set
that generated by replacing tail entity and the number of test set is nt . Hits@K and Mean Reciprocal Rank (MRR).
To avoid some corrupted triples, we use the filtered setting to filter out all valid triples before ranking: the lower
the MR score, the higher MRR or, the higher Hits@K, the better performance.

VII CONCLUSIONS

This paper introduced a mixture model that employs dynamic convolution to improve computation performance.
Furthermore, the model considers multiple types of entities and keeps the model complexity balanced by utilizing
the dynamic mapping matrix resulting from project entity embedding to relation space. The performance of the
ConvAP model has improved when compared to state-of-the-art models such as ConvE. ConvAP has performed
admirably in terms of convergence time, achieving relatively high performance in a few epochs. We hope that this
will help many applications such as recommendation systems, question answering systems, and so on.
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MuREL: A mixed multi-relational representation approach for knowledge graph embedding

ABSTRACT

Hyperbolic embeddings have recently received attention in machine learning because of their better ability to
handle hierarchical data than Euclidean embeddings. Moreover, Hyperbolic models are also being developed for
multi-relational knowledge graphs which contain multiple hierarchical relationships and have achieved promising
results, such as MuRP, HyperKG, and ATTH. However, not all data is hierarchical. We also found that most of
the geometry models were trained to attain good results on high-dimensional embeddings and low-dimensional
embeddings are often of little interest. Besides, neural networks and graph networks models have had impressive
performance. However, they also require a relatively high-dimensional embedding to achieve good results, making
them limited to use in large-scale knowledge graphs. To address these issues, in this paper, we introduce a new
model named MuREL (Multi-Relational Euclidean Lorentzian), which learns a mixed embedding between two
spaces, Euclidean and Lorentzian. They are not only suitable for a variety of data types but also work well on
low-dimensional embeddings. Experiments on standard benchmark datasets from the task of link prediction show
that our model outperforms existing Euclidean and Hyperbolic models, especially at lower dimensionality.

I INTRODUCTION

KG can be seen as a data structure describing real-world objects and their relationships. Among the problems on
KGs, we are focusing our attention on the link prediction problem. The goal of it is to predict new links between
nodes in KGs. However, real-world KGs are highly complex, and this task has many challenges.

To tackle this challenge, graph embedding is introduced as an effective approach. The main idea of it is to map
entities/relations to a low-dimensional embedding space while preserving the inherent structures of KGs.

In this paper, we propose MuREL, which embeds a multi-relational KG in a mixture space between Euclidean
and Lorentzian to handle a wide variety of data types well and get good performance even on low-dimensional
embeddings. Experiments show that our model has competitive results compared to state-of-the-art geometry-
based models, particularly at a low-dimensional embedding.

II STATE OF THE ART

For Euclidean space, it is simple and needs a small number of parameters to be used on large KGs. However, trans-
lations make this space fail to capture critical relational components such as symmetry/anti-symmetric, inversion
and composition.

For Complex space, it is able to overcome weaknesses in Euclidean space well. However, almost models in
this space often have bad results when running on low-dimensional embeddings and require a high memory cost
to run on high-dimensional embeddings to attain good results.

For Hyperbolic space, it handles hierarchical data well. However, this space often uses a fixed curvature and
can lead to suboptimal results. In addition, the Riemannian optimization function in this space often has a slower
convergence speed than the usual optimization functions such as Adam or Adagrad.

III ORIGINAL CONTRIBUTION

Our main contributions are as follows:

• To our knowledge, we are first to combine Lorentz and Euclidean distances to solve the LP problem.

• We provide some mathematical hypotheses to demonstrate MuREL’s ability on hierarchical datasets.

• Showing the effectiveness of MuREL on three standard benchmark datasets compared to other geometry-
based models, giving a detailed analysis of the performance on different embedded dimensions.
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IV METHODOLOGY

IV.1 MuREL

In Euclidean space, the scoring function is defined as follow:

φE(eh,er,et) =−dE(exp0(Rlog0(eh)),et + er)
2 +bh +bt (1)

where eh, et ∈ Ed are head and tail Euclidean embeddings, R ∈ Rd×d is a diagonal relation matrix, er ∈ Ed is a
translation vector of relation er, dE is the Euclidean distance, bh, bt ∈ R are scalar biases of head and tail entities.

In Lorentizian space, the scoring function is defined as follow:

φL(lh, lr, lt) =−dL(exp0(Rlog0(lh)), lt + lr)2 +bh +bt (2)

where lh, lt ∈ Ld are Lorentzian embeddings of head and tail entities and lr ∈ Ld is a translation vector of relation
lr and dL is the squared Lorentzian distance.

Finally, we combine Eq. 1 and Eq. 2 to produce mixed embeddings for MuREL, and the scoring function of it
is designed as follows:

φ(h, r, t) =−(dE(exp0(Rlog0(eh)),et + er)
2 +dL(exp0(Rlog0(lh)), lt + lr)2)+bh +bt (3)

To get the predicted probabilities of true triples, a non-linearity activation function such as a logistic sigmoid
is applied to the score function, i.e. σ(φ(h, r, t)).

IV.2 Training

To train MuREL, we use the reciprocal negative sampling technique by adding (t, r−1, h) for every triple (h, r, t).
Then, k negative samples are created for each true triple (h, r, t) by corrupting either the tail (h, r, t′) or the head (t,
r−1, h′) entity with a randomly chosen new entity from the training set E . Finally, the model is trained to minimize
the Bernoulli negative log-likelihood loss.

V RESULTS

WN18RR FB15k-237Model MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10
RotatE 0.387 0.330 0.417 0.491 0.290 0.208 0.316 0.458
MuRE 0.458 0.421 0.471 0.525 0.313 0.226 0.340 0.489
ComplEx-N3 0.420 0.390 0.420 0.460 0.294 0.211 0.322 0.463
MuRP 0.465 0.420 0.484 0.544 0.323 0.235 0.353 0.501
ROTE 0.463 0.426 0.477 0.529 0.307 0.220 0.337 0.482
ROTH 0.472 0.428 0.490 0.553 0.314 0.223 0.346 0.497
MuREL 0.472 0.433 0.483 0.552 0.333 0.243 0.366 0.512

Table 1: Link prediction results on WN18RR and FB15k-237 for a low-dimensional embedding (d = 32). Best
results in bold and second best in underlined. Except for our model, all results are taken from [1].

VI EVALUATION

For evaluation metrics, we use two ranking-based metrics, Mean Reciprocal Rank (MRR) and Hits@k (k ∈ {1, 3,
10}), to evaluate our model. The filtered setting [1] is also applied as a standard evaluation method.

From Table 1 we can see that in WN18RR, MuREL obtains the best performance on most metrics, except
Hits@3 and Hits@10. Compared to the baseline model MuRE, MuREL outperforms MuRE for all metrics, the
improvement ranges from 2.548% to 5.143%. In FB15k-237, MuREL is better than the rest of the models for all
metrics. Compared with MuRE, MuREL has slightly better results, ranging from 4.703% to 7.647%.

VII CONCLUSIONS

In this paper, we introduced MuREL, a mixed model that utilizes Euclidean and squared Lorentzian distances
to handle hierarchical datasets for both low and high-dimensional embeddings better. Through experiments, our
model has shown quite promising results compared to the previous geometry-based models and implies that the
combination of two geometric spaces has successfully handled a variety of data types.
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Knowledge Graph

ABSTRACT

Deep learning brings high results in many problems, including Link Prediction on Knowledge Graphs (KGs). Al-
though there are many techniques to implement deep learning into KGs, Graph Neural Networks (GNNs) have
recently emerged as a promising direction for representing the structure of KGs as input for a decoder. With this
structural information, GNNs can help to retain more information from the original graph than conventional em-
beddings like TransE, TransH, RESCAL. As a result, the learning model achieves higher accuracy in predicting
missing links between entities in the KG. Meanwhile, several studies have successfully demonstrated the intrin-
sic properties of the embedding process in complex space while keeping many binary relations (symmetric and
asymmetric). Thus, this paper proposes deploying GNNs into complex space to increase the model’s predictive
capability. Another issue with GNNs is that they are susceptible to over-squashing when a large amount of in-
formation propagating between nodes is compressed down to a fixed representation space. As a result, we utilize
a dynamic attention mechanism to minimize the adverse effects of these factors, and experiments on benchmark
datasets have indicated that our proposal achieves a significant improvement compared to baseline models on
almost all standard metrics.

I INTRODUCTION

Knowledge Graphs (KGs) are becoming a widely used term in the field of artificial intelligence. Some of its
outstanding applications are in a number of areas, such as medicine and e-commerce. Among the KG-related
challenges, we are putting our efforts into tackling the link prediction problem, whose objective is discovering
the missed links in KG to accomplish itself. In fact, data in the KG is regularly gathered from various sources,
including manually. Moreover, identifying the relations between data aids in order to complete KGs. Further-
more, we could forecast potential relations between entities in the future. Although numerous rule-based and
probability-based methods for addressing this problem were initially proposed, these models suffer the exploding
computational cost when performing on large KGs. As a result, the embedding approaches emerged and gained
widespread attention in recent years because of their above mentioned characteristics.

II STATE OF THE ART

Currently, KGE is classified into two categories: Translational and Semantic matching models. At the Translational
based models, the models projecting entities and relations into vector or matrix representation with simplicity,
and scalable characteristics, TransE and its extensions such as TransH, TransR, and TransD are the top striking
models of translational research. The semantic-matching models include bilinear models and neural network-based
models. Bilinear methods such as the RESCAL model, DistMult, and ComplEx can mine the intrinsic properties
of KGs by using tensor decomposition, characterized by the less time-consuming and effective computation except
for RESCAL.

In neural network-based models, researchers apply the success of Convolutional neural networks (CNNs) in
KGs and archive potential results such as ConvE, ConvKB, but it suffers to time-consuming, increases model
complexity, and other related CNN’s problems. Another variant of CNNs is Graph Convolutional Networks,
levering the same convolutional operation but performing on graph data while considering graph features during
the embedding phase. Some recent models such as RGCN, VR-GCN, and TransGCN on the graph neural networks

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 103



branches. Furthermore, incorporating additional information into the embedding process, such as literals, textual
descriptions, entity, and relation types, has been shown to yield higher quality embedding and is especially effective
in many downstream tasks.

III ORIGINAL CONTRIBUTION

We propose implementing Graph Convolutional Networks (GCNs) in complex space and conducting experiments
to demonstrate the effectiveness of this approach. Moreover, the ComplEx model is employed as a decoder to
utilize the graph features in the complex space because of its simplicity and scalability over large graphs. Addi-
tionally, we also realize that GCNs mainly solve problems in real space, which is the main weakness leading to
marginal performance growth in recent years, thus we apply GCNs to the complex space to prove our conclusion.
Besides that, the reason we integrate the GCNs and Dynamic Graph Attention Networks (GATv2[2]) is to tackle
the bottleneck problem of GNNs.

IV METHODOLOGY

Our proposed framework includes the encoder and decoder. For the encoder, entities and relations are embedded
into the complex space to create two main components, including real component and imaginary component for
each entity and relation. The Graph Aggregation Layer takes the entities embedding as input, which consists GCN
and GATv2 layers. We utilize GCN layer as the first layer to propagate information between neighbors because it is
scalable on large KGs and can operate on local graph neighbors. Next, we expand the interaction between entities
and assess the neighbor’s contributions by adding a Graph Attention Layer (GAL) to assign the different weights
for the importance of the neighbor’s features in the entity’s neighborhood. We use GATv2 in our framework to
reduce the amount of information passed through an activation function and alleviate the bottleneck problem of
GNN because of the exponential growing information into fixed-size vectors[1].

For the decoder, the real and imaginary parts of the entity and relation are passed into the scoring function; we
utilize the ComplEx scoring function to compute the plausibility of forming triplets. Next, a sigmoid function is
applied to get the prediction results.

V RESULTS

Complex-GNN improved its baseline model (ComplEx[3]) in all of the metrics on FB15K-237 and WN18RR.
Compared with models using Graph Convolutional Networks like TransE-GCN, VR-GCN, R-GCN, our model
shows its potential ability when integrating graph information into complex space and then enhancing the ability
to handle binary relations. Besides that, the convergence of our model shows that it is fast and requires at least 300
epochs for WN18RR and 1000 epochs for FB15k-237.

VI EVALUATION

We use two widely used datasets to evaluate the link prediction task, including FB15K-237 and WN18RR. We also
use two common benchmarks, including Hit@k, and mean reciprocal rank (MRR), to evaluate the performance of
the link prediction task.

We fine-tune the hyperparameters {learning rate, embedding dim, hidden dim, and dropout rate} by running
grid search. Through experiment, the following hyperparameters gave the best result on FB15k-237: {0.001, 300,
400, 0.3}; on WN18RR: {0.003, 200, 400, 0.4} and the other configuration based on the framework of ConvE. We
use PyTorch version 1.9.1 and run on NVIDIA Tesla V100-DGXS-32GB.

VII CONCLUSIONS

In this paper, we have proposed ComplEx-GNN model based on integrating graph neural networks and complex
representation for the link prediction problem. The gap between our model with ComplEx and LiteralE and GNNs
models proves the importance of structural information, indicating the power of complex space in representing
entities and relations.
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SIMPLIFIED TITLE

Embedding and Integrating Literals to the HypER Model

ABSTRACT

The link prediction on knowledge graphs is now one of the challenges that are gaining a lot of interest from the
academic community. The leading solution for this problem is based on graph embedding. Recently, in embedding
approaches, convolutional neural networks (CNN) have produced promising results, especially the HypER model.
The HypER model outperforms the preceding approaches to maximize the quantity of information from the source
entities and relations. However, HypER and other CNN-based methods only focus on retaining information (i.e.,
structure) of knowledge graphs in low dimension embedding spaces while ignoring literals of the entities. However,
the literals can also have a significant impact on relation construction. As a result, this paper proposes an improved
model called HypERLit, which is based on the HypER model and incorporates literals. Experiments prove that the
role of literals significantly influences the accuracy of the prediction model on the benchmark datasets, including
FB15k, FB15k-237, and YAGO3-10. Furthermore, our model outperforms the HypER and other CNN-based
models on almost standard metrics.

I INTRODUCTION

Knowledge is incredibly significant in today’s society and is the accumulation of experience during human evolu-
tion. Consequently, that has resulted in a large amount of information. A structure called the ”Knowledge Graphs”
(KGs) is utilized to store them efficiently. One problem is that the data in KGs may be incomplete, even with
large KGs. Therefore, researchers in KGs field have devised the link prediction (LP) problem. Its main task is
to predict relations between the source and target entities in the triples. One of the typical research branches of
LP problem is knowledge graph embedding (KGE), which has recently achieved good results. The survey found
that current embedding models focus on keeping information on entities and relationships when converting from
a high embedding dimension to a low embedding dimension. It means that literals in the knowledge graph are
often ignored during embedding, even though they strongly impact creating relationships between entities. With
that motivation, we decide to find ways to improve current LP models, especially the HypER model, by integrating
literals into entities.

II STATE OF THE ART

II.1 ConvE

ConvE can be said to be the pioneer model in applying CNN to KGE. ConvE model performs convolution on a
stacked 2D matrix of entity and relation embeddings. As a result, they increase the interaction between source
entities and relations as well as make the expressiveness of the model more efficient. However, the limitation also
lies in the concatenation of source and relation embeddings. It makes the features extracted at the convolution step
not completely possess the properties of both source and relation embeddings.

II.2 ConvR

ConvR is a model that uses relation embeddings to create filters instead of taking them into forming a 2D matrix
for the convolution step like ConvE. Consequently, they increased the representation for embeddings. However,
ConvR generates filters directly from the relation embeddings without considering the possibility that they can also
significantly affect the result of the convolution.

III ORIGINAL CONTRIBUTION

The paper proposes a HyperLit - a LP model that has filters generated from relations through the hypernetwork.
It helps entities that have literals integration, and relations are better represented. Through the positive results of
HyperLit model it has contributed to enriching the information of the KGs.
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IV METHODOLOGY

First of all, we outline some significant underlying models, including HypER [1] and LiteralE [3]. HypER is a
convolutional network model that recently produced good results. Unlike ConvE employs randomly initialized
filters, and ConvR uses filters formed directly from reshaping embedded relational vectors, HypER’s filters are
generated by a hypernetwork [2]. When performing convolution, this hypernetwork has the effect of tweaking
the filters to extract the features of source embeddings efficiently. As a result, HypER may optimize the quantity
of information gathered from source entities and represent them fully. Otherwise, the LiteralE model efficiently
inserts literals into source entities. This efficiency is proved when substituting the source embedding in ConvE
with the results of the LiteralE model. Building on the strengths of these two models, we designed a model named
HypERLit by integrating literals into the filters and finding a way to attach literal information to entity embeddings.
Hence, the model has more information to predict relations between entities.

The HypERLit model aggregates information from the source entity with literals by passing them through
a Gate and does the same for all entities through an entity matrix whose each row is an entity vector in KGs.
The related information is then transmitted via the hypernetwork in order to generate filters for convolution with
the information accumulated through the previous Gate. Hence, we obtain the features retrieved from the source
entity, literals, and relation. These features are projected into a d-dimensional space, and then a nonlinear function
is applied to them. The acquired results are multiplied by the matrix of entities integrated with literals in the first
stage and sent through the sigmoid function to generate the score of each triple in this matrix corresponding to
each target entity.

V RESULTS

For the FB15k dataset, the HypERLit model is higher than other models, about 0.001− 0.622 on the Hits@K
measure and 0.004− 0.583 on the MRR measure. Despite the fact that the FB15k dataset is no longer routinely
employed in assessing later models due to data leakage issues, the comparison reveals that HypERLit is capable
of doing well in this dataset. Similarly, on the FB15k-237 dataset, our model reaches a higher Hit@K and MRR
result of about 0.001− 0.009. Because this dataset does not contain inverse triples, it is more suitable for the
triple training process as ConvKB model. However, for the other models, HypERLit is still better. On YAGO3-10
dataset, the result of HypERLit is about 0.005− 0.098 higher. The information about the entities of YAGO3-10
becomes more, and the predictions can easily achieve equivalent accuracy even without the literal involved.

VI EVALUATION

From the experimenting results of HyperLit model, it can be included that HypER is the best CNN-based LP model
for integrating literals to entities. HyperLit model can use maximize the ability of HyPER model in handling the
amount of information that is combined between literals and entities. In addition, the experimental results also
show the efficiency when using the gate structure of the LiteralE model to be able to integrate literals into entities,
which is also a central criterion of the HyperLit model.

VII CONCLUSIONS

Experiments on three standard datasets, including FB15k, FB15k-237, and YAGO3-10, have shown that the pro-
posed model achieves better results than other CNN-based models on metrics MRR, Hits@K (1, 3, 10). It demon-
strates that the inclusion of literals provides additional information for deciding which relation is most likely.
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SIMPLIFIED TITLE

Construction of high-resolution adversarial images against convolutional neural networks

ABSTRACT

Convolutional Neural Networks, that perform image recognition, assess images by first resizing them to their
fitting input size. In particular, high resolution images are scaled down, say to 224× 224 for CNNs trained on
ImageNet. So far, existing attacks, that aim at creating an adversarial image that a CNN would misclassify while
a human would not notice any difference between the modified and the unmodified image, actually work in the
224×224 resized domain and not in the high resolution domain. Indeed, attacking high resolution images directly
leads to complex challenges in terms of speed, adversity and visual quality, that make these attacks infeasible in
practice. We design an indirect strategy that addresses effectively this issue. It lifts to the high resolution domain
any existing attack that works in the CNN’s input size domain. The adversarial noise is of the same size as the
original image. We apply this strategy to construct efficiently high resolution adversarial images of good visual
quality that fool VGG-16 trained on ImageNet.

I INTRODUCTION

The profusion of images in our modern-day society and the need to analyze quickly the information they contain for
a large series of applications (self-driving cars, face recognition and security controls, etc) has led to the emergence
of tools to automatically process and sort this type of data. Trained convolutional neural networks (CNNs) are
among the dominant and most accurate tools for automatic object recognition and classification. Nevertheless,
CNNs can be led to erroneous classifications by specifically designed adversarial images. For instance, starting
with an original image classified by a CNN in a given category, the target scenario essentially consists in choosing
a target category, different from the original one, and in creating a variant of the original image that the CNN will
classify in the target category, although a human would classify this adversarial image still in the original category,
or would be unable to notice any difference between the original and the adversarial image.
Such attacks are classified according to the knowledge about the CNN at the disposal of the attacker. In this
hierarchy, black-box attacks are the most challenging ones, since no knowledge about the architecture of the
CNN (number and type of layers, weights, etc.) is assumed. While addressing images of moderate size is done
routinely nowadays, high-resolution images were not handled efficiently so far. To the best of our knowledge, our
contribution is the first attempt that succeeds in doing so.

II STATE OF THE ART

So far, all attacks — black-box or not — addressed images of moderate size, ranging from 32×32 (typically for
CNNs trained on CIFAR-10) up to 224×224 (typically for CNNs trained on ImageNet), or resized to such values
that the CNNs handle natively, what is called here the ”low resolution” domain. The construction of adversarial
images is then achieved by adding some carefully designed adversarial noise to the potentially resized original
image. In particular, the adversarial noise created by all these attacks is in the ”low resolution” domain handled
natively by the CNNs, so that the obtained adversarial images are as large as the CNN’s input size. This means
that these attacks explore a search space of size that does not depend on the size of the original image, but that
coincides with the size of the CNN input. Creating adversarial images of large size leads to three challenges in
terms of speed, adversity and visual quality. Firstly, the complexity of the problem increases quadratically with
the size of the images. Secondly, the noise introduced in the ”high resolution” domain should be assessed as
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adversarial in the ”low resolution” domain: It should ”survive” the resizing process to fit the CNN. Thirdly, the
noise introduced in the ”high resolution” domain should be imperceptible to a human eye looking at the images at
their native size, and not merely once they are reduced to fit the ”low resolution” domain.

III ORIGINAL CONTRIBUTION

This paper is a first step towards the creation of adversarial noise of size of the original image, whatever this
size may be. Our contribution is essentially twofold. Firstly, we describe an indirect strategy that leads to the
construction of images in the ”high resolution” domain adversarial for the target scenario performed on a trained
CNN. The conceptual design of the indirect strategy, that furthermore lists indicators relevant to the problem,
is flexible enough to lift to the ”high resolution” domain attacks considered as efficient in the ”low resolution”
domain. Secondly, we perform a feasibility study of this indirect strategy with 10 explicit HR images and on one
CNN, namely VGG-16 trained on ImageNet. We lift to the ”high resolution” domain a black-box attack based on
an evolutionary algorithm. We prove experimentally that our strategy is highly efficient in terms of speed and of
adversity, and is reasonably efficient in terms of visual quality.

IV METHODOLOGY

Our study is both theoretical (for the strategy part, applying to any attack), and experimental (for the case study
of a black-box attack on one trained CNN). Our methodology relies on a thorough lifting strategy. Given a clean
image in the ”high resolution” domain, we downsize it with a degrading function to the ”low resolution” domain
handled by the CNN to deceive. Then this reduced clean image is attacked (the specific attack is of no importance),
leading to a ”low resolution” adversarial image. Then we lift this ”low resolution” adversarial image to the ”high
resolution” domain with an enlarging function. We check whether reducing this ”high resolution” adversarial
leads to a ”low resolution” adversarial. This is not automatic since the enlarging and degrading functions are not
reciprocal functions one from the other. We introduce indicators (the Loss function in particular) that measure how
adversity and visibility are affected by our strategy, and by the choice of the enlarging and degrading functions.

V RESULTS

The indirect strategy is applied to a series of 10 very diverse high resolution images, of sizes 600× 641 up to
2171× 1740. The CNN to deceive is VGG-16 trained on ImageNet, and the considered attack is a black-box
evolutionary algorithm-based targeted attack. We set as objective that the obtained high-resolution adversarial
images, once reduced to the size handled naturaly by the CNN, should be classified in the pre-defined target
categories with a confidence exceeding 55%. This is achieved within 55 minutes while a direct attack (aiming
at creating the adversarial noise directly in the high-resolution domain without following the indirect path of our
strategy) did not give any indication of success after 40 hours.

VI EVALUATION

The performed feasibility study on one CNN, on 10 high resolution images, and one attack not only showed that
our indirect strategy, aiming at lifting any existing attack, is efficient in practice, at least for one instantiation of the
problem. It also helped to select appropriate degrading and enlarging functions, and to validate the pertinence of
the indicators we used (especially the Loss function that we created).

VII CONCLUSIONS

Following up on the present conference paper, we expanded our study to challenge the lifting of the evolutionary-
algorithm based attack on more CNNs [1]. More recently, we designed a new refined strategy aiming at the creation
of an appropriate adversarial noise directly in the high-resolution domain. On-going experiments indicate that this
new direction is promising for the creation in reasonable time of adversarial images natively in the high-resolution
domain with a substantially increased visual quality.
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Recognition of User-Generated Content

ABSTRACT

According to Cisco, we are facing a three-fold increase in IP traffic in five years, ranging from 2017 to 2022.
IP video traffic generated by users is largely related to user-generated content (UGC). Although at the beginning
of UGC creation, this content was often characterized by amateur acquisition conditions and unprofessional pro-
cessing, the development of widely available knowledge and affordable equipment allows one to create UGC of a
quality practically indistinguishable from professional content. Since some UGC content is indistinguishable from
professional content, we are not interested in all UGC content, but only in the quality that clearly differs from
the professional. For this content, we use the term “in the wild” as a concept closely related to the concept of
UGC, which is its special case. In this paper, we show that it is possible to deliver the new concept of an objective
“in-the-wild” video content recognition model. The value of the F measure in our model is 0.988. The resulting
model is trained and tested with the use of video sequence databases containing professional and “in the wild”
content. These modeling results are obtained when the random forest learning method is used. However, it should
be noted that the use of the more explainable decision tree learning method does not cause a significant decrease
in the value of measure F (an F-measure of 0.973)

I INTRODUCTION

According to Cisco, we are facing a three-fold increase in IP traffic in five years, ranging from 2017 to 2022.
IP video traffic generated by users is largely related to user-generated content (UGC). Although at the beginning
of UGC creation, this content was often characterized by amateur acquisition conditions and unprofessional pro-
cessing, the development of widely available knowledge and affordable equipment allows one to create UGC of a
quality practically indistinguishable from professional content. Since some UGC content is indistinguishable from
professional content, we are not interested in all UGC content, but only in the quality that clearly differs from the
professional. For this content, we use the term “in the wild” as a concept closely related to the concept of UGC,
which is its special case.

II STATE OF THE ART

It should be noted that a review of the literature on the subject indicates that the problem of recognizing UGC
content has already been considered, but not with respect to “in-the-wild” content. In addition, some references
are related to UGC content, but not necessarily to multimedia content. For example, [3] is about classifying the
text. However, even the methods for classifying multimedia content disclosed during the literature review are not
necessarily based on video data. For example, the model described in [1] uses audio features, while the model
presented in [2] uses video, however, while classifying it is supported by tags and metadata such as shot length.

III ORIGINAL CONTRIBUTION

In this paper, we show that it is possible to deliver the new concept of an objective “in-the-wild” video content
recognition model.
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IV METHODOLOGY

To make our considerations about “in-the-wild” content more concrete, we used “in-the-wild” video databases.
Our further research used 3 publicly available in-the-wild video databases: (i) CVD-2014, (ii) LIVE-Qualcomm,
and (iii) KoNViD-1k. The database of video sequences has been supplemented with a “counterweight” in the form
of professional quality video sequences. For this purpose, the “NTIA simulated news” database was used.

The number of video frames in all databases used is hundreds of thousands, but in reality, the frames belonging
to one shot are quite similar to each other. Therefore, in a further analysis, we operate at the level of recognizing
the entire shot. As the frames belonging to one shot are quite similar to each other, they have similar values of
the video indicators. Consequently, the experiment operates on averaged video shots. It applies a set of video
indicators and outputs a vector of results (one for each video indicator). The results will be combined later with the
ground truth (content “in the wild” versus professional content). Together, they constitute input data for modeling.

In total, we used 10 video indicators. They come from our AGH Video Quality (VQ) team.
The possession of the data sets (“in-the-wild” content and professional content) allows us to construct a model

that detects “in-the-wild” video content.
To build the model, we start with the indicator transformation, which is a typical step in a data analysis. Then,

we assume an “in-the-wild” video content by classifying into two classes (the video shot is “in-the-wild” content,
the video shot is professional content). Further modeling is done with Scikit-learn – a free software machine
learning library for the Python programming language. Decision tree and random forest algorithms and modeling
tools are tested for the detection of “in-the-wild” video content.

The resulting model is trained and tested with the use of video sequence databases containing professional and
“in the wild” content. Finally, modeling using a random forest turns out to be more effective, while a decision tree
gives a more explainable model.

V RESULTS

These modeling results are obtained when the random forest learning method is used. The value of the F measure
in our model is 0.988. However, it should be noted that the use of the more explainable decision tree learning
method does not cause a significant decrease in the value of measure F (an F-measure of 0.973).

VI EVALUATION

For both the decision tree and the random forest, we make 5000 attempts to train and test the model, each time
randomly dividing the division into training and test sets and reporting the results obtained on the test set. The
reported results are always average results.

VII CONCLUSIONS

In this paper, we show that it is possible to deliver the new “in-the-wild” concept of an objective video content
recognition model. The value of the measured accuracy of a model (the parameter of the F measure) achieved is
0.988.

These modeling results are obtained when the random forest learning method is used. However, it should be
noted that the use of the more explainable decision tree learning method does not cause a significant decrease in
prediction accuracy (measure F of 0.973).

The results presented are work in progress. Although the current results are highly promising, they still require
additional validation since the training and test datasets are relatively limited (especially for professional content).
Therefore, additional selected video sequences from the database of 6000+ professional YouTube news clips should
be used. These video sequences are currently being reviewed and any “in-the-wild” shots are being eliminated from
them (adding them to the “in-the-wild” part of the set being prepared). This allows us in the future to make a more
precise validation of the model or also its correction.

Finally, since we only compare the results of the implementation of the random forest and the decision tree,
the implementation of other machine learning techniques will be useful for future research.

REFERENCES

[1] GUO, J., AND GURRIN, C. Short user-generated videos classification using accompanied audio categories. In
Proceedings of the 2012 ACM international workshop on Audio and multimedia methods for large-scale video
analysis (2012), pp. 15–20.

[2] GUO, J., GURRIN, C., AND LAO, S. Who produced this video, amateur or professional? In Proceedings of
the 3rd ACM conference on International conference on multimedia retrieval (2013), pp. 271–278.

[3] MARC EGGER, A., AND SCHODER, D. Who are we listening to? detecting user-generated content (ugc) on
the web. ECIS 2015 Completed Research Papers (2015).

Reproduced with permission from Springer Nature 2Reproduced with permission from Springer Nature 110



DOI: https://doi.org/10.1007/978-3-031-21967-2_17

MLP-Mixer approach for corn leaf diseases 
classification

Li-Hua Li, Radius Tanone

lhli@gm.cyut.edu.tw,s11014903@gm.cyut.edu.tw

SIMPLIFIED TITLE

MLP-Mixer approach for corn leaf diseases classification

ABSTRACT

Corn is one of the staple foods in Indonesia. However, corn leaf disease poses a threat to corn farmers in increasing  
production. Farmers find it difficult to identify the type of corn leaf that is affected by the disease. Seeing the  
development of corn that continues to increase, prevention of common corn leaf disease needs to be prevented to 
increase production. By using open dataset, the modern MLP-Mixer model is used to train the smaller size of  
datasets for further used in predicting the classification of diseases that attack corn leaves. This experiment uses an 
MLP-Mixer with a basic Multi-Layer Perceptron which is repeatedly applied in feature channels. This makes the 
MLP-Mixer model more resource efficient in carrying out the process to classify corn leaf disease. In this research,  
a well-designed method ranging from data preparation related to corn leaf disease images to pre-training and model 
evaluation are proposed. Our model shows the performance of 98.09 % test accuracy. This result is certainly a new  
trend  in  image  classification,  so  that  it  can  be  a  solution  in  handling  computer  vision  problems  in  general. 
Furthermore, the high precision achieved in this experiment can be applied to small devices such as smartphones,  
drones, or embedded systems. Based on the images obtained, these results can undoubtedly be a solution for corn 
farmers in recognizing the types of leaf diseases in order to achieve smart farming in Indonesia.

I INTRODUCTION

Agriculture is very popular in Indonesia, where 10 million people work as farmers, including corn farmers, out of a 
population of over 273 million. In fact, common rust, leaf blight, and gray leaf spot are all diseases that affect corn 
leaves. Farmers may have difficulty identifying the types of diseases that attack corn leaves due to the large size of  
the land and the potentially varying conditions of corn leaves. Given the difficulties in classifying the types of  
diseases on corn leaves, information technology may be one solution for assisting farmers in recognizing the types 
of diseases on corn leaves.  Since Google Research, Brain Team introduced the MLP-Mixer for vision  [1], this 
research on corn leaf diseases image classification has become the main target in implementing this model. This  
research focuses on how to develop a modern MLP-Mixer pre-trained model with few datasets, trained and then  
able to predict the classification of a disease in corn leaves. The MLP-Mixer model uses fewer resources than 
other algorithms so that in future developments it can be used on devices with smaller sizes. The purpose of this  
research is how to help farmers on agricultural land to be able to work more quickly and efficiently in recognizing 
diseases in corn leaves.

II STATE OF THE ART

Since the introduction of Transformer as part of DL, many models have been created that use patches [2] as input 
images. This is undoubtedly an alternative to the state-of-the-art Convolutional Neural Network  (CNN)  [3] for 
problem solving in the field of computer vision. Since Google Brain released the MLP-Mixer model for image 
classification, it has provided several benefits, one of which is low computational resources. In this experiment,  
the MLP-Mixer model was used to classify disease recognition in corn leaves. The MLP-Mixer model was created 
from the ground up with the goal of performing image classification. Due to the limited scope of the study, the 
performance  of  this  experiment  was  not  compared  to  other  deep  learning  models  such  as  CNN,  Vision  
Transformer, etc. This study focuses solely on how the performance of MLP-Mixer to perform problem solving on 
the introduction of disease classification on corn leaves.

III ORIGINAL CONTRIBUTION

According to the original contribution, this experiment employs a basic Transformer to classify disease recognition in 
corn  leaves.  This  differs  from  image  classification  research  in  general,  which  employs  image  classification 
techniques such as CNN. According to the experimental results, MLP-Mixer can classify images with an accuracy of 
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more than 95%. This will undoubtedly have a positive impact on the field of computer vision research. Furthermore,  
proper training time and parameter settings can aid in improving accuracy. Furthermore, MLP-Mixer employs a 
relatively  simple  low  computational  system  to  speed  up  the  training  process  and  produce  good  results.

IV METHODOLOGY

This experiment's method consists of several stages of simulating the data requirements in which the appropriate 
data requirements will be seen to carry out the classification process. The following step is data collection, in 
which datasets will be retrieved from open datasets on Kaggle. Following that, data will be prepared for use in the  
stages of the MLP-Mixer-based deep learning training process. After completing the stages of dataset preparation,  
the next step is to create a model from scratch. At this point,  the parameters will be configured., as well as the 
model will  be trained and evaluated. Model evaluation will  be carried out until  the model produces the best 
performance and achieves the expected accuracy.

V RESULTS

The experimental results show good results regarding corn leaf classification using the MLP-Mixer model. This  
experiment has a top accuracy of more than 98%. This means that the MLP-Mixer is an excellent alternative deep 
learning model for image classification in the field of computer vision. Some of the advantages gained from using 
this MLP-Mixer model are as described in the original paper. The MLP-Mixer also has a few advantages that  
simplify its architecture, such as identical layer sizes, each layer consisting of only two MLP blocks and accepting  
input of the same size. Another significant point is that all image patches are projected linearly using the same 
projection matrix. This model also has a small number of parameters, 218,123 in total. This will undoubtedly help 
to reduce the cost and speed of the computational process in image classification. Furthermore, accuracy results 
can be improved by using suitable parameters and a longer training time.

VI EVALUATION

This study employs an experimental method, which requires enough time to prepare the dataset in order to build  
and test a model from scratch. Experiments are carried out until the maximum output is obtained. Evaluation  
metrics used in this experiment are Precision, Recall, Accuracy and F1-Score. However, based on the results  
presented in this paper, setting parameters and training the model for a longer period of time will  certainly 
produce better results.

VII CONCLUSIONS

In conclusion, the model developed from this experiment yields promising results with an accuracy greater than 
98%. This can certainly assist application developers in being able to use this model so that it can be implemented 
in the agricultural field on a practical level. The model developed into a lite version based on MLP-Mixer, for  
example, can be used on smartphones, drones, embedded devices, and other devices. Finally, disease recognition 
on corn leaves can be implemented in various devices and used directly in agricultural areas.
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SIMPLIFIED TITLE

Extensions of the Diffie-Hellman key agreement protocol

ABSTRACT

We propose a method of constructing cryptographic key exchange protocols of the Diffie-Hellman type based on
the exponential and logarithmic functions over the multiplicative group of integers modulo n. The security of the
proposed protocols is based on the computational difficulty of solving a set of congruence equations containing
a discrete logarithm. For the multiplicative group of integers modulo n we define the non-commutative group of
their automorphisms. On the defined group we construct non-commutative key exchange protocol similar to the
Anshel-Anshel-Goldfeld key exchange scheme.

I INTRODUCTION

The Diffie-Hellman key exchange is one of the most utilized key agreement protocols in the secure network com-
munication. There are symmetric and asymmetric (public) key exchange variants of the protocol. In case of the
symmetric Diffie-Hellman key exchange protocol the users A and B agree the modulus p being the prime number
and the primitive root r from the multiplicative group (Z/(p))∗ of integers modulo p. The user A selects the
number a and the user B selects the number b from (Z/(p))∗. Both communicating parties exchange the numbers
ra mod p and rb mod p. The common key is ka,b = (rb)a = (ra)b mod p. Security of the protocol is based on
computational difficulty in determining the value of discrete logarithm logr(r

a) mod ϕ(p). The standard X9.42
defines the Diffie-Hellman public key exchange scheme in which the private-public keys is the pair (a,ga mod p),
a,g∈ (Z/(p))∗. According to the standard, the modulo parameter should be a prime number of the form p= jq+1,
where q is a large prime and j ≥ 2. The base g of the public key ga mod p is of the form g = h j mod p, where h
is any integer with 1 < h < p−1 such that h j mod p > 1. The base g does not have to be a generator of the cyclic
group (Z/(p))∗. For the symmetric Diffie-Hellman key exchange protocol the crucial problem is determination of
the primitive root elements from the group (Z/(p))∗.

In this article we discus the problem of finding the primitive root elements in cyclic groups. We identify the
set of primitive roots in the group (Z/(p))∗ as the common part of the complement of the sets of p-residues. This
definition allows in an efficient way to construct new algorithm for searching the primitive root elements in cyclic
groups.

The purpose of this article is to present several generalization of the Diffie-Hellman key exchange protocol
based on the functions which permute the elements of the group (Z/(p))∗. The security of the discussed protocols
is based on the computational difficulty of solving a set of congruence equations containing the discrete logarithm.
We define four invertible functions on (Z/(p))∗ determined by elements of the group. These are the exponential
function R(x) = rx mod p determined by the primitive roots r of the group (Z/(p))∗, the monomial function E(x) =
xe mod p determined by the elements e from (Z/ϕ(p))∗, the automorphism function M(x) = m · x mod p and the
Chebyshev polynomials of the first kind Cn(x) mod p, where gcd(n, p2− 1) = 1 and ϕ(p) is the Euler’s totient
function. With each of the function there is related a group which permute the elements of (Z/(p))∗. The group
G(r)

p determined by the exponential functions R(x) is non-abelian. The groups G(e)
p , G(m)

p , G(C)
p generated by the

functions E(x), M(x) and Cn(x) are abelian subgroups of G(r)
p for prime p > 11. We use the G(r)

p group to construct
new symmetric key agreement protocol based on the idea of the Anshel-Anshel-Goldfeld key agreement scheme.

II STATE OF THE ART

There are several generalization of the Diffie-Hellman key exchange protocol. For example, J. Partala in 2018 pro-
posed a generalization of the Diffie–Hellman scheme called Algebraic generalization of Diffe-Hellman (AGDH).
Its security is based on the hardness of a solution of the homomorphic image problem, which requires to compute
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the image of a given element under an unknown homomorphism of two algebras selected as a encryption platform.
A. G. Chefranov and A. Y. Mahmoud in 2013 proposed a matrix-based Diffie-Hellman key exchange protocol.
The security of the proposed protocol is based on exploiting of a non-invertible public matrix in the key generat-
ing process. In 2003 J. H. Cheon and B. Jun proposed a polynomial time algorithm to solve the Diffie-Hellman
conjugacy problem in braid groups. In 2012 M. Eftekhari proposed a Diffie-Hellman like key exchange procedure
which security is based on the difficulty of computing discrete logarithms in a group matrices over noncommu-
tative ring. In the algorithm the exponentiation is hidden by a matrix conjugation which ensures it security. In
2008 D. Cash, E. Kiltz and V. Shoup proposed new computational problem called the twin Diffie–Hellman prob-
lem. The twin DH protocol allows to avoid the problem of an attack on the public keys exchanged in the standard
Diffie–Hellman scheme. I. F. Blake and T. Garefalakis analyzed the complexity of the discrete logarithm problem,
the Diffie–Hellman and the decision DH problem. The authors showed that if the decision DH problem is hard
then computing the two most significant bits of the DH function is hard.

III ORIGINAL CONTRIBUTION

In the article we showed how to construct a Diffie–Hellman like cryptographic protocols by means of functions
which permutate the elements of the cyclic group (Z/(p))∗. For example in the DHr,e algorithm, which utilises the
exponential and monomial functions R(x), E(x), the common cryptographic key has the form ka,b = r(ab)e

mod p,
where the primitve root r and the number e ∈ (Z/ϕ(p))∗ are known and the numbers a,b ∈ (Z/(p))∗ are secret.
In the DH2r algorithm, which utilises the exponential function R(x), the common cryptographic key has the form

ka,b = r
ra+b
2

1 mod p, where the primitve roots r1,r2 are known and the numbers a,b ∈ (Z/(p))∗ are secret. In the
DHe,log algorithm, the third modification of the Diffie-Hellman protocol, the common cryptographic key has the
form k(ra,rb) = (logrb

(ra))
e mod ϕ(p), where the primitve root r and the number e are known and the numbers

a,b∈ (Z/(p))∗ are secret. We showed that by composition of functions which permutate the elements of the cyclic
group (Z/(p))∗ it is possible to construct an infinite series of cryptographic algorithms.

With each function which permutate the elements of the cyclic group (Z/(p))∗ one can associate a finite, in
general non-abelian group. In this article we proposed a new symmetric cryptographic protocol on that group
motivated by the Anshel-Anshel-Goldfeld key exchange scheme.

IV METHODOLOGY

In the article we discuss the problem of searching generators in finite, cyclic groups. We discuss the problem of
generalization of the Diffie–Hellman cryptographic protocol by means of functions which permutate the elements
of the cyclic group (Z/(p))∗. We also discuss constructing cryptographic systems over non-commutative finite
groups and discuss security of proposed algorithms.

V CONCLUSIONS

We proposed three cryptographic key exchange protocols of the Diffie-Hellman type based on the exponential and
logarithmic functions over the multiplicative group of integers modulo prime number p. The security of the pro-
posed protocols is based on the computational complexity in solving a set of congruence equations containing the
discrete logarithm. For the multiplicative group of integer numbers modulo p we constructed the non-commutative
group G(r)

p of their automorphisms. On the defined group we constructed a non-commutative key exchange proto-
col similar to the Anshel-Anshel-Goldfeld key exchange scheme. The security of the proposed protocols is based
on the difficulty of finding path in a defined cipher graph Gcipher

2N build of 2N nodes and solution of the set of cer-

tain matrix equations in G(r)
p . Proposed cryptographic algorithms can be used in information systems as a public

key agreement protocols, the symmetric version of the proposed cryptographic algorithms can be used to assure
confidentiality of data transmitted over public network.
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SIMPLIFIED TITLE

Symmetric and asymmetric cryptography on the Cracovian quasigroup

ABSTRACT

We propose symmetric and public key cryptographic protocols on the non-associative special linear Cracovian
quasigroup. The SLn(Z) Cracovian quasigroup is the set of n×n matrices with determinant one and entries in the
ring of integers Z with the non-associative multiplication. The strength of the proposed symmetric cipher is based
on the NP-hardness of the non-negative matrix factorization problem. We define the totient function for a given
matrix from the special linear group over the ring Z/mZ of integers modulo m as the order of a cyclic subgroup
generated by this matrix. Defined in this way totient function allow us to construct the public key cryptographic
protocol on the special linear group SLn(Z/mZ) and generalize it to the Cracovian quasigroup.

I INTRODUCTION

In the article we propose the symmetric and asymmetric cryptographic protocol defined on the special linear
group of matrices over the ring of integers SLn(Z). The non-commutativity of the group allows us to construct
simply symmetric cryptographic protocol which strength is based on the NP-hardness of the non-negative matrix
factorization problem. The asymmetric cryptographic protocol is a generalization of the RSA cryptosystem to the
special linear group SLn(Z/mZ) over the ring on integers modulo m. Each element A from SLn(Z/mZ) generates a
cyclic group ⟨A⟩m. We define the totient function λ (m,A) in SLn(Z/mZ) as the order of the cyclic group generated
by A, i.e.,

λ (m,A) = |⟨A⟩m|.
All matrices B from the group ⟨A⟩m have the following property

Bλ (m,A) = I mod m.

To define a pair of public-private cryptographic keys in SLn(Z/mZ) we determine two integers e,d such that
e · d = 1 mod λ (m,A), where gcd(e,λ (m,A)) = 1. A given sequence α of n(n− 1) integers to be encrypted we
write as a matrix Uα from SLn(Z/mZ). In general the totient λ (m,Uα) of the matrix Uα is unknown. When we
conjugate it with a given matrix A

UA,α =Uα AU−1
α mod m, (1)

then the two matrices A and UA,α have the same totient, i.e., λ (m,A) = λ (m,UA,α). The sets {A,Uα ,hα ,e,m}
and {A,Uα ,hα ,d,m} define a pair of public-private cryptographic keys in SLn(Z/mZ). The hash value hα of the
string α is calculated by the sender before encryption to allow the receiver uniquely recover it in the process of
decryption.

In this article we define a new non-commutative and non-associative algebraic structure called Cracovian quasi-
group. A quasigroup {Q,∗} is a set Q with a binary multiplication operation ∗ : Q×Q→Q in which specification
of any two elements A,B ∈ Q in the equation A ∗B = C determines the third C ∈ Q uniquely. Special linear Cra-
covian quasigroup (KSLn(Z),∗) is the set of matrices from SLn(Z) with the matrix multiplication A ∗B := BT A,
where BT means matrix transposition and on the right hand side of the definition it is an ordinary matrix multipli-
cation. The elements of the quasigroup (KSLn(Z),∗) have an inverse Inv(A) := (A−1)T, i.e., A∗B = BT A = I and
B∗A = AT B = I, if B = A−T , where I is the identity matrix. Note, that I is the right identity element of KSLn(Z),
i.e., A∗ I = A but I ∗A = AT . The Cracovians are the non-associative quasigroups, which means that the associator,
[A,B,C] = (A∗B)∗C−A∗(B∗C), of the three matrices A,B,C from KSLn(Z) equals to [A,B,C] = (CT BT −BTC)A
and in general it is non-zero.
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The main purpose of the article is to generalize the constructed cryptographic protocols in SLn(Z) and SLn(Z/mZ)
to the non-associative Cracovian quasigroup KSLn(Z) and KSLn(Z/mZ) respectively. The advantage of using the
non-associative algebraic structures in cryptography is that the multiplication of three or more elements depends
on the order their multiplication. This means, that passing from the matrix group to the non-associative matrix
quasigroup we increase the complexity of matrix factorization problem. For a product of (N + 1) elements from
the non-associative quasigroup we can obtain CN = (2N)!

(N+1)!N! results depending on the order of multiplication. The
formula CN counts the number of possible ways to insert the parentheses into a product of (N +1) elements.

II STATE OF THE ART

The idea of using the non-abelian groups and quasigroups in cryptography has its origin in the solutions of three
famous problems in combinatorial group theory proposed by M. Dehn in 1911. These are the word problem, the
conjugacy problem and the isomorphism problem for finitely presented groups. A presentation {S,D} of a group
G is a set S of group generators and the collection of words D on the elements of S and their inverses that define
G. For finitely presented group G the word problem is the algorithmic problem of deciding for arbitrary words g
of G whether or not g = I in G. The conjugacy problem asks whether there exists g ∈ G such that g2 = g−1g1g in
G, i.e., whether two elements g1 and g2 from G are conjugate. For the isomorphism problem it must be decided
whether two given presentations define the isomorphic groups. In 1954 Novikov constucted a finitely presented
group for which the conjugacy problem is unsolvable. In 1955, Novikov and Boone independently showed that
there are finite group presentations whose word problem is undecidable. Using the Novikov’s results, Adian
and Rabin showed that the isomorphism problem for finitely presented groups is unsolvable. In 1985 Wagner and
Magyarik devised the first public-key protocol based on the unsolvability of the word problem for finitely presented
groups. A non-deterministic public-key cryptosystem based on the conjugacy problem on braid group, similar to
the Diffie-Hellman key exchange system, was proposed by K.H. Ko et al. in 2000. In the Anshel-Anshel-Goldfeld
key agreement system and the public-key cryptosystem the authors used the braid groups where the word problem
is easy to solve but the conjugacy problem is intractable. This is due to the fact that on braid groups the best known
algorithm to solve the conjugacy problem requires at least exponential running time. The earliest quasigroup-
based public-key cryptosystem (PKC) was proposed by Koscielny and Mullen in 1999. A. Kalka generalized the
Anshel-Anshel-Goldfeld PKC to the non-associative algebraic structures, called the left self-distributive systems.

III ORIGINAL CONTRIBUTION

We define and discuss the properties of the non-associative and non-commutative Cracovian quasigroup KSLn(Z)
and KSLn(Z/mZ). We develop notation which allow in a easy way to perform basic algebraic operations over ele-
ments of the Cracovians. A basic properties of the totient function λ (m,A) defined in SLn(Z/mZ) and KSLn(Z/mZ)
quasigroup is presented. Two new cryptographic protocols over special linear group SLn(Z/mZ) and Cracovian
quasigroup KSLn(Z/mZ) are constructed and example are discussed.

IV METHODOLOGY

The article presents a theoretical aspects of building cryptographic systems over non-commutative and non-associative
algebraic structures. We develop notation which allow to perform basic algebraic operations in the Cracovian
quasigroup KSLn(Z/mZ). Defined cryptographic protocols in KSLn(Z) and KSLn(Z/mZ) are analyzed and the
case study are presented.

V CONCLUSIONS

We proposed new symmetric and asymmetric cryptographic protocols on the special linear group SLn and general-
ized them to the non-associative Cracovian quasigroup KSLn. The encryption with the symmetric cipher in SLn(Z)
we defined as the multiplication of given sequence of matrices, each of which represent a letter of the encrypted
plain text. The strength of the proposed symmetric cipher is based on the NP-hardness of the non-negative matrix
factorization problem. Further, we increased the decryption complexity of the symmetric cipher by passing from
the group SLn(Z) to KSLn(Z) in which the decryption of a cipher text requires solution of the matrix factorization
problem on the non-associative quasigroup.

Proposed the asymmetric cipher on the SLn(Z/mZ) group was based on the definition of the totient function
λ (m,A) for arbitrary matrix A from SLn(Z/mZ). The pair of encryption keys was defined as the set of the following
elements {K,Uα ,hα ,e,m}, {K,Uα ,hα ,d,m} where the encryption of the plain text encoded in the matrix Uα was
just taking the power (Uα KU−1

α )e mod m, with known the totient function λ (m,K) of the matrix K. The decryption
was given by the formula ((Uα KU−1

α )e)d mod m, where e · d = 1 mod λ (m,K). The strength of the proposed
asymmetric cipher was based on the difficulty of finding the value λ (m,K) and the numbers e, d. Also, to recover
of the plain text from the matrix Uα KU−1

α requires solution of the non-trivial matrix factorization problem on the
group SLn(Z/mZ) or on the Cracovian quasigroup KSLn(Z/mZ).
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Using the Isabelle Proof Assistant to Formally Verify a Prover for Propositional Logic

ABSTRACT

As the complexity of software systems is ever increasing, so is the need for practical tools for formal verification.
Among these are automatic theorem provers, capable of solving various reasoning problems automatically, and
proof assistants, capable of deriving more complex results when guided by a mathematician/programmer. In this
paper we consider using the latter to build the former. In the proof assistant Isabelle/HOL we combine functional
programming and logical program verification to build a theorem prover for propositional logic. Finally, we
consider how such a prover can be used to solve a reasoning task without much mental labor.

I INTRODUCTION

Using the Isabelle proof assistant [2], we present work towards a system translating a text from a fragment of
natural language to formulas in propositional logic, use our logical approach to solve the problem in the text, and
next translate back to a conclusion expressed in natural language.

II STATE OF THE ART

We find that the few existing formally verified provers for propositional logic in Isabelle/HOL [1, 3] should be
simplified and/or evaluated on case studies.

III ORIGINAL CONTRIBUTION

We present a novel and verified prover for propositional logic based on implication (→) and falsity (⊥), and
showcase its use. The main contribution is presenting modern automated reasoning methodology and tools to a
broader audience.

IV METHODOLOGY

This is a case study in automated reasoning. We show how tools from the intersection of computer science and logic
can be used for rapid, high-assurance development and alleviating the mental labor involved in certain reasoning
tasks. To this purpose, we use the proof assistant Isabelle/HOL (Higher-Order Logic) to develop and verify a
prover for propositional logic. We then showcase this verified prover by using it to solve a (fairly complicated)
riddle by Raymond Smullyan.

V RESULTS

We obtain a prover for checking if formulas of classical propositional logic based on→ and⊥ are tautologies (true
for all interpretations). For ease of use, we extended the logic with abbreviations for other propositional operators.
The verification of the prover consisted of showing termination and giving a proof for soundness and completeness.
Both are verified by the Isabelle proof assistant. The proof of soundness and completeness shows that our prover
returns valid/true for a formula exactly when the formula is true for any interpretation of the propositional symbols.
Thus, the prover will be able to analyse any formula we give it, and whatever result it returns will be correct.

We show how, once we have access to a propositional prover (which we can trust to a high degree as a product
of our verification), we can use it to avoid having to perform difficult reasoning tasks manually. This showcase
consists of translating a riddle to propositional logic, and then running the prover on the formula obtained by
taking the implication from the assumptions of the riddle to one of the possible outcomes. The prover then returns
valid/true if it is sound to conclude the given outcome. We would liken this use of tautology checkers to quickly
conclude results about problems which can be reduced to propositional logic to the use of calculators to calculate
results about problems which can be reduced to arithmetic expressions. For this, it is obviously not necessary to
use a self-developed propositional solver, and one of the many efficient SAT-solvers are better suited.
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VI EVALUATION

We use the formally verified prover to solve the following riddle by Raymond Smullyan:

You find yourself on a desert island inhabited by knights and knaves. Knights only ever tell the truth
and knaves only ever tell lies. In a clearing, you come upon three islanders: Ann, Bob, and Cat. You
ask Bob how many knights there are among them. Bob answers something in a foreign language. You
then ask Ann what Bob said. Ann answers: “He said there is one knight among us.” Cat then reacts:
“Don’t listen to Ann, for she is a knave!” Who, if any, among them are knights?

The execution time in Isabelle/HOL for the file is around a second. This includes the formal verification of
the prover as well as the solution to the riddle. The only complex proof method is (simp all, blast, meson, fast).
The alternatives (simp all, blast+) and (simp all, blast 7, blast 5, blast 6) are around ten times slower but lower
arguments to the proof method blast do not succeed within ten seconds.

The standard proof method auto fails. It is identical to (auto 4 2) but (auto 5 2) succeeds and it takes only
around twice the time of the relatively quick (simp all, blast, meson, fast) so it can be considered a very robust
proof whereas in principle the proofs starting with simp all can fail in future releases of Isabelle/HOL due to
changes in the simplifier. The use of arguments to auto is rare but not as such problematic.

VII CONCLUSIONS

Our paper presents a method for development where formally verified programs can be produced without much
added work. This is done by combining functional programming and logic in Isabelle/HOL. We also show how
another facet of automated reasoning – fully automated tautology checkers – can be used for other reasoning
tasks by using our verified prover to find the solution to a riddle. Automated reasoning can, in our opinion, be
beneficially used by anyone in the computer science field (and many other fields as well) for decreasing both
labour and miscalculations.
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ABSTRACT

The positioning using Wi-Fi signals and fingerprinting algorithms achieved a lot of attention lately. The main
drawback of the fingerprinting localization is the process of radiomap creation, which is labour intensive and time-
consuming procedure. Therefore, some solutions for crowdsourcing and dynamic map creation were proposed.
However, the problem of these is that users usually don’t move regularly thru all the areas, which leads to un-
dersampling of certain parts of the localization area. In this paper interpolation algorithms are used to increase
radiomap density and thus reduce the problem with undersampling. To evaluate the impact of interpolation on the
performance of fingerprinting algorithms the NN, KNN and WKNN algorithms were tested on dynamic radiomap
without interpolation as well as with radiomaps created using linear, inverse distance weight and Kriging interpo-
lations. The paper shows the results achieved in the real-world scenario and shows the impact of the interpolation
algorithms on the performance of the above-mentioned localization algorithms.

I INTRODUCTION

Fingerprinting positioning algorithms require a Received Signal Strength (RSS) database, i.e. radiomap, to calcu-
late position. The radiomap can be created by measurements at predefined positions. Recently a lot of work focused
on crowdsourcing radiomap data, reducing time complexity. The accuracy of positioning algorithms depends on
the density of the radiomap, distribution of reference points in the area may have an impact on performance. The
paper is focused on the use of interpolation algorithms to increase the density of radiomap and improve localization
accuracy in areas with low density of radiomap.

II STATE OF THE ART

II.1 Fingerprinting localization

Fingerprinting localization is based on a comparison of data reported by a mobile device with radiomap. The
Euclidean distance is widely used for the comparison of RSS samples in deterministic algorithms. There are three
basic modifications of deterministic algorithm implementation. In case when only one point from radiomap is
selected, the algorithm is called NN (Nearest Neighbour); when multiple points with the smallest distances are
selected, algorithms are called KNN (K-Nearest Neighbour) and WKNN (Weighted K-Nearest Neighbour). KNN
algorithm calculates position as an average of selected points, while WKNN uses inverse distances as weights [2].

II.2 Dynamic radiomap

Dynamic radiomap is created using IMU and Wi-Fi samples from the smartphone. IMU data is used in particle
filter-based pedestrian dead reckoning algorithm together with information about the environment. Output from
the algorithm can be used to estimate positions where RSS samples were taken. Generated reference points can be
merged with existing ones when similarity conditions are met [1].

II.3 Interpolation algorithms

In the data processing part, three interpolation algorithms were implemented. Linear interpolation calculates RSS
values at positions using tessellation triangles [3]. Inverse distance weighting interpolation takes into account the
impact of distance on interpolated RSS value. While Kriging interpolation is based on finding a mathematical
function that describes the spatial structure of interpolated data.
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III ORIGINAL CONTRIBUTION

The original contribution of the paper is the implementation of multiple interpolation techniques on crowdsourced
RSS measurements and the evaluation of the impact on localization algorithms.

IV METHODOLOGY

Results were achieved based on data measured in real world conditions using off-the-shelf smartphones. The data
were processed, visualised and evaluated using scripts prepared in Matlab environment. Therefore, the study is
experimental.

V RESULTS

Achieved results show that the lowest mean error was achieved by a simple NN algorithm and IDW interpolation.
However, when compared to NN without interpolation, the improvement is not significant. Results achieved by
the WKNN algorithm with linear interpolation are the best among WKNN and KNN algorithms. Therefore, linear
interpolation seems to provide the best results when algorithms use multiple reference points to calculate position.

VI EVALUATION

The impact of interpolation algorithms was evaluated using experimental measurements in real world scenario, in
order to provide a reliable outcome. From the achieved results, it is possible to conclude that interpolation has a
limited impact on the accuracy of used localization algorithms.

VII CONCLUSIONS

Multiple interpolation techniques for received signal strength were tested to improve the accuracy of localization
algorithms. The data was collected in real world environment. The interpolation had minimum effect on the
simplest algorithm; on the other hand, the impact of interpolation was higher for more complicated algorithms.
Achieved results show that interpolation can increase accuracy by approximately 10% in the case of KNN and
WKNN algorithms.
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ABSTRACT

Accelerated by the COVID-19 pandemic, the trend of highly-sophisticated logical attacks on automated teller ma-
chines (ATMs) is ever-increasing nowadays. Due to the nature of attacks, it is common to use zero-day protection
for the devices. The most secure solutions available use whitelist-based policies, which are extremely hard to
configure. This article presents the concept of a semi-supervised decision support system based on the Random
forest algorithm for generating a whitelist-based security policy using the ATM usage data. The obtained results
confirm that the Random forest algorithm is effective in such scenarios and can be used to increase the security of
the ATMs.

I INTRODUCTION

In 2020, the number of automatic teller machines exceeded 3 million around the globe. Millions of people use
ATMs daily, which is why the security of cash systems is of utmost importance. ATMs are exposed to two types
of attacks: physical and logical, with the latter becoming more frequent in the last years.

A large part of logical attacks is prepared for a specific type of device, considering the installed software stack
and its potential security issues. As the threat is yet unknown, standard protection mechanisms such as intrusion
detection systems and anti-viruses are not the preferred form of ATM protection. To ensure the security of the
devices against yet unknown threats, the whitelist approach is used.

Alas, creating whitelist-based protection is currently a manual process that may generate numerous errors
resulting in an insufficient protection level. The person responsible for the device security must determine how the
software installed on the ATM operates and classify it to the predefined security rules to ensure proper working.
For example, program p must get permission to write to directory r, where it can store its logs.

In these studies, we decided to automate the ATM protection process using the Random forest algorithm to
mitigate the problem. We expected that a properly implemented solution would significantly reduce the number of
errors and the time needed to protect the device properly.

II STATE OF THE ART

As for ATM security itself, there are not many publications on the subject. Most of them are based on an analysis
of the threats or the current situation. However, as part of our work on ATM security, we published articles on the
use of grouping algorithms to protect these systems from logical attacks using the sandbox mechanism [1, 2]. The
solutions we proposed are highly effective in limiting the spread of viruses; however, they do not guarantee such
comprehensive protection as the whitelisting approach discussed in these studies.

III ORIGINAL CONTRIBUTION

According to our knowledge, in our research, for the first time, a Random forest algorithm was used to protect
ATMs against logical attacks. Moreover, it is the first proposal to automate the process of protecting the ATMs
against logical attacks, based on whitelists.

IV METHODOLOGY

To achieve the results, a number of pre-processing methods were used, including, among others: the removal
of noises, duplicates, modification of some attributes (e.g., paths to programs or required by them resources), or
methods of selective attribute selection depending on their information gain ratio. Moreover, the classifiers used
and the method of their creation was also adapted to the presented problem. This applied primarily to determining
the size of the Random forest and the selection of attributes used in the construction of individual decision trees.
Due to the lack of literature in the field of ATM security and the possibility of using real data from physical devices
in Diebold Nixdorf laboratories, our research was experimental.
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V RESULTS

During the studies, we are able to detect, using a discrete event system and our pre-processing methods, a set of
programs running in the operating system. That observation allows us to create whitelist-based security protec-
tion. The Random forest algorithm used for this purpose provides excellent classification results, with correctness
exceeding 90% in every applied quality criterion.

It is worth noting that using the results of previous supervised classifications in the training set, a signifi-
cant increase in the quality of the classification was noted. Depending on the measurement method, the quality
improvement ranged from 1.71% to 5.29%.

VI EVALUATION

The results achieved in these studies show that machine learning techniques, especially the Random forest algo-
rithm can be successfully used to protect ATMs.

To assess the quality of the classification, we adopted standard and well-known metrics, usually used in classi-
fication problems: Accuracy, Precision, Recall and F-score. Additionally, we relied on expert knowledge to define
the ideal classification to verify the results.

Please be aware that our goal was not to find the best classification algorithm in the research area. Instead, our
goal was to find a well-described algorithm accepted by the banking sector, which we could easily extend in our
future research depending on the requirements set by the industry.

VII CONCLUSIONS

Even though it is challenging to configure whitelist solutions, it is safe to say that this approach is the future of
cybersecurity for single-purpose systems or for the Internet of Things (IoT). The automatic creation of security
configurations is tough to achieve, as there are still security goals that require expert knowledge and human su-
pervision. However, it is much easier for specialized systems to provide complex program classification from
observations than having someone do them manually.

The results of these studies can be used to better secure ATMs as well as other systems with a fixed software
stack, e.g., cashier dispensers, medical devices, vehicle charging stations, server solutions, and many others.

As the classification system is independent of the technology used, it can be used together with many whitelist
security solutions available on the market.
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ABSTRACT

The article discusses new smart technologies for monitoring and controlling road traffic in the city of Almaty. It is
shown that the megapolis has specific features in automating the processes of controlling the movement of vehicles.
They are connected with the polycentricity of the city and a number of mutually intersecting traffic flows in the
central part of Almaty. The algorithms and applications presented in the article for the AnyLogic PLE environment
open up practical opportunities to predict, based on an event-probabilistic simulation model of traffic, the dynamics
of the development of congestion processes with a few hours ahead of time.

I INTRODUCTION

The development of modern digital information exchange technologies on a global scale and the use of intelligent
control systems in the automotive industry have significantly changed the theoretical, methodological, and practical
approaches to the organization of optimal traffic in densely populated cities. Current traffic flow management
mathematical models are deterministic in nature, enabling the empirical formulation of contradictory initial and
boundary conditions related to identifying the type of flow and the capacity of the transport artery at maximum
load. This results in one of the vehicle lanes having insufficient capacity during ”peak hours” and significantly
underutilizing the lanes for oncoming traffic. The city of Almaty has a number of densely inhabited residential
communities and suburbs, whose residents work in Almaty’s downtown [1]. Due to the mutual intersection of
the traffic flows, congestion develops during peak hours. Modern sophisticated automated control systems face
a pressing challenge in trying to find efficient ways to lighten the burden on the city’s transportation network.
The authors of this article have developed a conceptual scheme for adaptive traffic light control and a module for
calculating traffic flow parameters [3]. In the development environments of VMware Workstation Pro, TIA Portal
V13, Logo! Soft Comfort there are developments on the creation of adaptive self-adjusting digital traffic light
controllers based on Siemens microcontrollers in a network version [2].

II STATE OF THE ART

System analysis using simulation and simulation modeling in AnyLogic, VMware Workstation Pro, TIA Portal
V13, Logo! Soft Comfort environments has shown that the dynamic change in the time phases of traffic light
objects, as collective intelligent IoT devices, allows to change and actively manage the dynamics of traffic flows
on the most loaded sections of highways. The AnyLogic environment’s local application of simulation modeling
enables the landscape connection of roadways to the anticipated flow of vehicles on major highways at the en-
trance/exit to highly populated cities. Traffic signal cyclograms are chosen semi-empirically and modern advanced
experimental studies of the dynamics of traffic flows dependent on the time of day are conducted in the AnyLogic
environment. The difficulty of this system’s integration with the traffic management system is a drawback.

III ORIGINAL CONTRIBUTION

RC 2 does not have a special interface device with microcontrollers and graphical reprogrammable interfaces for
displaying current traffic information. The proposed program codes for this controller are ”closed” and do not
allow them to be reprogrammed to meet the requirements of Smart City. The proposed design technical solution
makes it possible to raise the level of traffic management in the country to Industry 4.0 technologies.
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IV METHODOLOGY

The scientific foundations of the traffic management in Almaty require experimental studies using the LO@RA
WAN network technology. The collected data from LO@RA mobile sensors allows for a system analysis of the
array of dislocation of cars in the form of a closed information and mathematical model of a Smart City using
artificial intelligence. This approach has a streaming and economic component. It is advantageous for the traffic
police of the city to create their own computer network and save money resources.

V RESULTS

In accordance with the technology of building traffic simulation models in the AnyLogic PLE environment, it is
necessary to use the primitives of the Traffic library. The design of a section of the road network begins with the
construction of the main route and the creation of an intersection at the points of closure of the routes. The given
modeling technology was used to build simulation models of the development of the traffic situation in the different
areas of Almaty city. Calculations and variation of the values of the sources of cars show weak influence of multi-
level car bridges on reducing the level of congestion. The main reason for this is the same as in the morning hours
of the highways of the western direction. All the cars tried to go to the central part of the city. The absence of a
ring multi-lane bypass road leads to the appearance of this phenomenon.

VI EVALUATION

The simulation experiments showed the dependence of the appearance of congestion processes on the intensity of
traffic on Gagarin Street. The increase in traffic intensity along Gagarin Street from 1000 to 1200 cars per hour
leads to the emergence of congestion processes that develop into congestion after 4 cycles of traffic lights.

VII CONCLUSIONS

It is shown that the replacement of the analog actuator in the traffic light controller RC 2 with a modern microcon-
troller with artificial intelligence elements allows to obtain a number of important additional functionality, such
as: accounting for astronomical, weekly and daytime illumination of highways and their workload on days of the
week. The improvement of the RC 2 traffic light controller to an IoT device also enables an interactive way to con-
trol traffic lights and road signs from a mobile or stationary LED screen. The calculation schemes and formulas
obtained in the AnyLogic environment for optimizing the cyclograms of the operation of the ”smart” traffic light,
allowing the monitoring mode to predict and prevent effectively manage the flows of vehicles, resolve conflict and
emergency situations. It is shown that simulation modeling in the AnyLogic PLE environment is a promising di-
rection for the development of algorithms for time forecasting the development of congestion processes and traffic
regulation in large cities of the country. Simulation experiments, taking into account the improved algorithms for
changing the phases of traffic lights, allow to dynamically control the traffic situation at complex intersections. The
calculated data indicate the need to take administrative measures to reduce oncoming traffic flows that perform a
logistical function for the wholesale markets of the country’s megacities. This work was carried out and sponsored
within the framework of the scientific project AR09261344 ”Development of methods for automatic extraction of
geospatial objects from heterogeneous sources for information support of geographic information systems”.
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ECG Classification using Machine Learning to Predict Arrhythmia

ABSTRACT

Automatic electrocardiogram (ECG) analysis is crucial in diagnosing heart arrhythmia but is limited by the per-
formance of existing models owing to the high complexity of time series data analysis. Arrhythmia is a heart
condition in which the rate or rhythm of the heartbeat is abnormal. The heartbeat may be excessively fast or slow
or may have an irregular pattern. Research has shown that the use of deep Convolutional Neural Networks (CNNs)
for time-series classification has several advantages over other methods. They are highly noise-resistant models
and can very informatively extract deep features that are independent of time. Five classes of heartbeat types in the
MIT-BIH arrhythmia database were classified using the resilient and efficient deep CNNs proposed in this study.
The proposed method achieved the best score (95.8% accuracy) for arrhythmia detection using the deep learning
classification method.

I INTRODUCTION

Over the years, a variety of automatic ECG categorization algorithms, based on signal processing techniques,
have been presented. Commonly used methods include the wavelet transform, frequency analysis, support vector
machines (SVMs), artificial neural networks (ANNs), decision trees, linear discriminant analysis, and Bayesian
classifiers.

II STATE OF THE ART

The implementation of deep-learning algorithms has recently emerged as the most popular strategy. Deep convo-
lutional neural networks (CNNs) have recently yielded impressive results in tasks such as image classification and
speech recognition, and this technology can greatly improve healthcare and clinical practice. To date, the most
effective systems have used supervised learning to automate examination diagnoses [2, 1].

III ORIGINAL CONTRIBUTION

This research proposes a CNN-based ECG arrhythmia classification model, with recurrence plot-based data used
in the training, to maximize the ability of the classifier to analyze time-series data. We identify and learn ECG data
with the goal of improving the accuracy by constructing and optimizing neural networks. The ECG dataset was
organized into five categories in our study to provide a general assessment of heart health, as well as an important
and dependable reference for future diagnosis by the doctor.

IV METHODOLOGY

The overall process implemented in this study is as follows. First, data preprocessing is conducted, including signal
labeling, splitting, normalization, and implementing the recurrence plot method on the ECG signal data. Then, we
transform and preprocess the ECG data using recurrence plots. We implemented CNNs and an activation function
to introduce nonlinear characteristics into the neural network model. A rectified linear unit (ReLU) is one of the
most commonly used activation functions in CNNs.

V RESULTS

The results indicate that our classifier could classify most of the classes well, with classes N and V exhibiting
the best performance. For classes, N, S, V, and Q, the precision was above 70.0%, with 97.4% being the highest
score. However, for class Q, owing to the very limited number of samples compared with the other classes, the
performance result seems to be very low. Using 5-fold cross validation, the classifier has 93.3% accuracy, 70.0%
precision, 66.4% recall, and 72.0% F-1 score. The low results for the last three evaluations could be attributable to
the low prediction score of class Q.
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VI EVALUATION

we proposed a CNN-based ECG arrhythmia classification algorithm. This study used a data reconstruction method;
in this case, recurrence plots were used to prepare the training data. Using this method reduced the need for
complex feature processing and calculation. The ECG records in the MIT-BIH arrhythmia database were processed
to obtain 2-D outputs and used as model input data. Finally, the trained model classified the ECG signal into five
classes: normal beat, supraventricular ectopic, ventricular ectopic, fusion, and unknown beats.

VII CONCLUSIONS

The optimized CNNs model uses an RELU activation function, dropout, and other technologies to create a network
architecture. Our proposed method performs well in the classification, with an overall average accuracy rate of
93.3% and best accuracy of 95.8% lead ECG data, which is superior to previous works on arrythmia prediction
using deep CNNs and recurrence plot. It could accurately categorize ECG signals according to the results, and
should be useful to physician in predicting arrhythmia.
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A novel neural network training method for autonomous driving

ABSTRACT

Training neural networks to perform 3D object detection for autonomous driving requires a large amount of diverse 
annotated data. However, obtaining training data with sufficient quality and quantity is expensive and sometimes  
impossible due to human and sensor constraints. Therefore, a novel solution is needed for extending current 
training methods to overcome this  limitation and enable accurate 3D object  detection.  Our solution for the 
abovementioned problem combines semi-pseudo-labeling and novel 3D augmentations. For demonstrating the 
applicability of the proposed method, we have designed a convolutional neural network for 3D object detection 
which can significantly increase the detection range in comparison with the training data distribution.

I INTRODUCTION

The task of 3D object detection [1] requires high-quality annotations, which are hard to acquire and expensive to 
label, especially for distant objects. Consequently, several datasets do not include annotations at distances of over 
100 meters, while an Advanced Driver-Assistance System must be able to perceive objects beyond this limit. The 
paper describes a solution for overcoming this limitation in training datasets.

II STATE OF THE ART

Several approaches exist to facilitate neural network training. One of the most popular solutions is transfer learning, 
where a neural network is trained on a particular dataset and then fine-tuned on another dataset. Self-supervised  
learning has resulted in breakthroughs in language modeling. Pseudo-labeling is a simple solution that uses the 
same model’s predictions as true labels during the training. However, none of these solutions helps the model to 
produce predictions that are not part of the training distribution.

III ORIGINAL CONTRIBUTION

The first contribution of the paper is the definition of 3D augmentations. Most 2D data augmentations are easy to  
generalize in three dimensions. However, zooming in or out changes the image scale, altering the position and 
egocentric orientation of annotated objects in 3D space too, which must be handled during the augmentation.

To provide a supervision signal for image-visible objects without 3D annotation, we introduced semi-pseudo-
labeling (SPL) as a method where pseudo-labels are generated by a neural network trained on a simpler task and  
utilized during the training of another network performing a more complex task.

IV METHODOLOGY

We developed a virtual camera-based solution for enabling 3D augmentations. The method includes a zoom 
in/zoom-out step, which makes it appear that objects are moving closer to or further from the ego car while the 
camera matrix is modified, ensuring the transformation in image space is consistent with the real-world space. The 
principal challenge is dealing with unannotated objects that appear in the image. Fig 1 describes the effects of zoom 
augmentation where objects with and without annotations are depicted with grey and red rectangles, respectively.

In this example, the object marked with the red rectangle is located beyond the limit of the annotation range; 
hence there is no information even on the presence of the object, but it is still within the required operating range  
and visible on the image. Therefore, it cannot be used to supervise the loss. We used SPL for this case, the output of 
a regular 2D object detector (i.e., semi-pseudo-labels) can be used while training a 3D detector. This method 
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allowed us to utilize image-visible objects without 3D annotations during the training phase (see Fig 2) and thus  
significantly extend the detection range.

Figure 1: Effects of zoom augmentation on image and model space data.

Figure 2: SPL applied in 3D object detection using 2D detection as a simple task.

V RESULTS

We developed a single-stage object detector based on the YOLOv3 [3] architecture which utilizes our SPL method 
and 3D data augmentations during the training.

VI EVALUATION

We benchmarked the performance of the trained neural network on Argoverse [2] and an in-house dataset. Overall, 
the model trained with our method has better performance in bird’s-eye-view space as well as in image space than 
the baseline model. Furthermore, the detection area is extended significantly (from 120m to 200m).

VII CONCLUSIONS

We applied our proposed method for 3D object detection using a YOLO-variant. However, one could use it with 
different model architectures too, or in other fields (for example, object segmentation) by reproducing the proposed 
training method.
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Automatically Finding Interesting or Unknown Conditions in Returns Data of a Furniture Online-Shop.

ABSTRACT

Along with the growth in online retailing, there is a simultaneous increase in the number of returned products
that have to be processed. These returns depend on various and often changing conditions, such as the product
presentation in an online-shop, the quality of the product or of the logistics partner. Measures for improving the
returns process and reducing the corresponding costs can thus not only be implemented on the basis of a static
analysis. Rather, the temporal context of returns characteristics should be studied for latent relationships that may
have been previously neglected for managing the returns process. For providing insights into such non-intuitive
relationships, we propose a data mining framework combining frequent itemset mining, time series clustering,
forecasting, and scoring in order to detect returns characteristics with an interesting temporal behavior.

I INTRODUCTION

Nowadays, a lot of people buy their goods online. Online bought goods are mainly purchased because of the
way they are presented. These goods cannot be physically examined before purchase, must be processed in a
warehouse, and must be delivered by a shipping provider. Something going wrong in any of these process steps
can lead to the customer returning the purchased goods to the retailer. This is frustrating for both the retailer and
the customer. The retailer has costs for shipping and taking back the product, while the customer is angry that the
order was unsatisfactory. To reduce the amount of financial damage a return can cause, the retailer is motivated
to process the returns in the best way possible. Information on the order process, the customer, the shopping cart,
and the product is recorded for each return. This information is divided into different features. If specific features
frequently come together, that is in the same return, this may be used as a basis for improving returns management.
Changes in how often they are co-occurring are especially interesting. For this reason, this study looks at how
feature combinations that are either interesting or unknown can be automatically found.

II STATE OF THE ART

If goods are ordered online, a paper slip, a so-called return bill, is usually put in the package. With this paper
slip, a return can be initialized and documented for processing purposes by manually being filled out by the
customer. These packages and the paper slip must also be checked manually and processed by the retailer. After
processing, the retailer knows which ordered items were returned and why. The different reasons can be collected
and analyzed. As a result, it is possible to plan and take actions to make the returns process more efficient. In order
to better understand the customers’ causes of returns and to improve the processing of returns in the warehouse,
it is a good idea to automatically find out conditions for returns that are not yet known and non-intuitive for the
retailer. It is especially important in this context to examine the changes in these conditions over time. Only then
can the retailer react quickly to changing conditions in the returns process, for example to the growing number of
orders and returns during the corona pandemic.

III ORIGINAL CONTRIBUTION

In order to help retailers to quickly find unknown and changing conditions in the returns process, we have built a
data mining framework consisting of different steps. This framework takes not only the information directly related
to returns processing into account, such as the manually completed returns bill and the condition of the returned
goods. It also looks at other metadata associated to the order and returns process, such as order and shipping times,
the customer’s shopping cart, and detailed product information. All this data is combined and looked at over time
to improve returns processing in the warehouse, for example, by adjusting employee schedules. The newly gained
knowledge can be used to make profitable decisions for improvement.
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IV METHODOLOGY

In this study, we apply the data mining framework presented by [1] to the returns data of an online retailer in a
case study. We want to find unknown conditions for returns within the data automatically. To do so, the framework
begins with frequent itemset mining. Here, we count the number of returns for each month with a certain condi-
tion, called a frequent itemset (step 1). These results in a time series showing the frequency of the given returns
conditions. Note that we have not only one condition, but many since we can combine all information collected for
a return. Therefore, many time series are obtained that must be analyzed in order to find interesting and unknown
conditions. For this analysis, we first use time series clustering (step 2) to groups of similar time series. For each
group of time series, we then find a suitable forecasting method (step 3). By forecasting the time series, we can
see how many returns with the condition of a certain return we will have in the future. For planning actions to
improve the returns process, it is not enough to just look into the past and present but also to take future directions
into account. The forecast is therefore used in a scoring procedure (step 4) that automatically finds interesting and
unknown returns conditions. The parameters of the scoring procedure may be changed to the need of the returns
manager. The time series with the highest score values are then displayed in a dashboard (step 5) and analyzed by
returns managers, so that actions can be planned and taken.

V RESULTS

Based on the returns data of our cooperation partner, a retailer selling furniture online, we can find good parameters
for all methods used in the framework steps. With about 300,000 returns from 2014 to 2020, we have about
5,500 different return conditions after applying frequent itemset mining. For each, we build a time series showing
the number of corresponding returns. By using 5 clusters, or time series groups, we receive a good representation
of the given data structure. One forecasting method is chosen for every time series group, which works well for all
the time series within the group because the time series within one cluster are all similar. Based on the case study’s
findings, we adjusted the scoring procedure and the options for the returns managers to adapt the procedure to their
needs. This way only the most relevant aspects can extracted and presented to the decision-makers.

VI EVALUATION

The results of the data mining framework were presented to the cooperation partner, a furniture company in the
e-commerce sector. To evaluate the findings from the framework, we used returns data from previous years. Our
assumption was that the framework would find unknown return conditions in the data, as it had already done
in various other data sets. The case study revealed that the framework could present new and unknown return
conditions to the cooperation partner. For example, the framework found that the number of returns is higher
when the number of days between ordering and shipping a product is large. This is because the customers buy the
product elsewhere if the shipping takes too long. In this case, they then send the product back. The cooperation
partner used this new knowledge to take measures to speed up the shipping process.

VII CONCLUSIONS

We presented and applied a multi-step framework for analyzing returns data. The results of the framework showed
that interesting and unknown returns conditions can be identified. These can then be used as indicators for possible
improvements in returns management within a furniture company. Furthermore, we were able to quantify the
monetary impact of the findings together with the company. We also learned that our framework can be deployed
to optimize preventive returns management. For example, if it is found that certain commodity groups seem to
be more return prone in recent months, customers can be offered different prevention measures, such as higher
discounts. The framework should then be adapted in the first step and use association rules instead of frequent
itemsets in order to obtain connections that can easily be transferred into business decisions. Returns data from
retailing sectors other than furniture can also be analyzed with the framework at hand if the attributes to be included
are adapted to the retailer’s needs. Moreover, the framework is not bound to returns data. It could also be used, for
example, for analyzing sales data.
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Vulnerability analysis of IT system devices based on statistical methods

ABSTRACT

IoT or Smart World, as a global technology, is a rapidly growing concept of ICT systems interoperability covering many areas  
of life. Increasing the speed of data transmission, increasing the number of devices per square meter, reducing delays - all this  
is guaranteed by modern technologies in combination with the 5G standard. However, the key role is played by the aspect of  
protection and security of network infrastructure and the network itself. No matter what functions are to be performed by IoT,  
all  devices included in such a system are connected by networks.  IoT does not  create a  uniform environment,  hence its  
vulnerability in the context  of  cybersecurity.  This paper deals with the selection of a method aimed to classify software 
vulnerabilities to cyber-attacks and threats in the network. The classifier will be created based on the Naive Bayes method.  
However, the quality analysis of the classifier, i.e., checking whether it classifies vulnerabilities correctly, was performed by  
plotting the ROC curve and analyzing the Area Under the Curve (AUC).

I INTRODUCTION

The specific  nature  of  IoT technology shows many vulnerabilities  to  cyberattacks  and  security  gaps,  hence 
nowadays IoT security is a priority issue. This paper deals with the selection of a method to classify software 
vulnerabilities to cyber-attacks and threats in the network. The specific nature of IoT technology shows many 
vulnerabilities and security gaps, hence nowadays IoT security is a priority issue. The threat posed by the very  
structure of IoT is primarily its distributed organization.  Due to the distributed management system, ensuring the 
substantial security level and monitoring the devices poses a challenge. The classifier will be created based on the 
Naive  Bayes  method.  However,  the  quality  analysis  of  the  classifier,  i.e.,  checking  whether  it  classifies 
vulnerabilities correctly, was performed by plotting the ROC curve and analyzing the Area Under the Curve  
(AUC)

II STATE OF THE ART

There are many classification methods in the literature, they include: classification by induction of decision trees, 
Bayesian classifiers, neural networks, statistical analysis, metaheuristics, rough sets and many other statistical  
methods. The concept of ROC curves has long been known and has been used to detect signals. Currently, they  
are used mainly in econometrics, statistics and medicine. In this paper we chose the Bayesian classifier because it 
is a simple probabilistic classifier and it is not complicated to implement.

III ORIGINAL CONTRIBUTION

In this paper, we deal with the problem assigning the vulnerability of a network to one of two groups: existence of  
vulnerability or not. The classifier of vulnerability will be created based on the Naive Bayes method and the 
quality analysis of the classifier was performed by plotting the ROC curve and analyzing the Area Under the 
Curve. The attributes in the database represent different types of vulnerabilities in the table. After determining the 
attributes, we extract the training set. The data have been encoded and the attributes have been replaced with 
parameters. The classifier defined was used to analyze susceptibility whether it is high (H) or low (L), in the 
proposed model. In the last column represents the response of the system, where all cases classified as positive are  
marked, i.e. there is a high level of vulnerability of the system to the network attacks. In order to evaluate quality  
of  the  classifier,  a  number  of  positively  and  negatively  identified  scenarios  was  analyzed,  additionally  we 
analyzed the cases that were determined to be positive, but yielded a negative result and as well as those identified  
as negative but which turned out to be positive. All of the scenarios’ average values were calculated and presented 
in confusion matrix. At this stage, we obtain the following cut-off values and we plot ROC curves that is the 
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relationship between SE and 1-SP. The resulting graph and the area under the curve will allow to determine if the  
Bayesian classifier is correctly selected.

IV METHODOLOGY

Our study is experimental. An IoT network model was proposed. Then, we performed the network scanning. The 
network scans have been labeled with the corresponding ID number in database. The last column that is system  
vulnerability is the response of the system to the database queries about the occurrence of attributes in the system.  
After  the  computation  and  construction  confusion  matrix  has  been  done,  the  results  were  collected.  In  the  
following part of the simulation, the execution of the algorithm was described by individual steps. ROC plot was  
constructed, AUC field analysis was described and final classifier quality was analyzed.

V RESULTS

Naïve Bayes classifier has been constructed correctly for the vulnerability study. After plotting the ROC curve, it  
took a form of concave.  It  means, that the classifier works well because it  correctly classifies the selected 
parameters. The area under the AUC curve is much larger than 0.5 which is interpreted that the diagnostic power  
of the test is high. 

VI EVALUATION

Our fundamental assumptions of the method chosen for evaluating our research was to find a way to determine 
whether the vulnerability of the IoT system is threatening its functioning or not. However, the results obtained are 
not perfect.  This is indicated by the final plot of the ROC curve. The curve is not smooth enough, so more 
parameters or more detailed would presumably better describe the characteristics of the system vulnerability. 
Perhaps scanning a larger area or more complex networks in real time would produce better results.

VII CONCLUSIONS

The article shows how to select a system classifier, so that the vulnerability level allows to take appropriate steps to  
make the system fully secure. This paper is just about exploring IoT system vulnerabilities to improve its security. 
The use of  known classification methods,  including Bayes algorithm, as well  as the use of  ROC curves for  
vulnerability analysis, allow to determine whether the level of security of such a network is sufficient or not. We 
show  how  to  select  a  system  classifier  based  on  CVSS  3.1,  so  that  the  vulnerability  level  allows  to  take  
appropriate steps to make the system fully secure. The analysis of ROC curves and AUC field allows to determine 
whether the selected method gives good results. According to the selected parameters, the selection of the training  
set, the classification of the system responses and the plotting of the curve showing good classification quality, 
this task has been accomplished. The authors hope that the method described in this paper will allow to determine  
the level of susceptibility of the system both in a small area and in a slightly larger one, like a region. 
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Improving the classification performance of a machine learning model on the tabular data with Counterfactual
reasoning and Active learning.

ABSTRACT

Data augmentation is one of the most successful techniques to improve the classification accuracy of machine
learning models in computer vision. However, applying data augmentation to tabular data is a challenging problem
since it is hard to generate synthetic samples with labels. In this paper, we propose an efficient classifier with a
novel data augmentation technique for tabular data. Our method called CCRAL combines causal reasoning to
learn counterfactual samples for the original training samples and active learning to select useful counterfactual
samples based on a region of uncertainty. By doing this, our method can maximize our model’s generalization
on the unseen testing data. We validate our method analytically and compare it with the standard baselines. Our
experimental results highlight that CCRAL achieves significantly better performance than those of the baselines
across several real-world tabular datasets in terms of accuracy and AUC.

I INTRODUCTION

In spite of great success in computer vision, applying data augmentation to tabular data is challenging. There are
three main reasons. First, an image is typically invariant to a minor modification, e.g., flip, zoom, or rotation. In
contrast, a slight change in a record in tabular data can result in a totally different outcome. All features (i.e.,
pixels) in images are i.i.d (independent and identical distributed), whereas each feature in tabular data (e.g., Sex or
Age) has different ranges of values. Finally, one transformation operator can be applied to all features in images,
whereas each feature in tabular data often requires a relevant transformation operator depending on the feature type
(continuous, discrete, or categorical). We propose an efficient classification method with a new data augmentation
technique for tabular data. Our approach has two main steps. First, we use causal reasoning to learn counterfactual
samples for the original training samples [2]. Each counterfactual sample is a variant of an original sample whose
all feature values are the same except the intervened feature. Since the counterfactual samples may have different
outcomes from the original ones, we obtain their labels via a matching method. Second, we augment counterfactual
samples with real samples to create a new training set for the classifier. Since not all counterfactual samples
are useful, we select the meaningful ones that potentially improve the classification performance using an active
learning-based method [3]. Our active learning is an uncertainty-based approach. It determines difficult to predict
samples, then obtains their counterfactual version to enrich the training data. Using both real and counterfactual
samples, our classifier improves its generalization, resulting in better accuracy on unseen testing samples.

II STATE OF THE ART

As our method augment the new data to existing data, we compare our method (CCRAL) with two strong baselines:
(1) Standard: this method uses available training samples to train a classifier, and (2) Counterfactual: this method
uses the counterfactual samples of all original training samples in the training process. For a fair comparison, we
measure the accuracy and AUC of each method on the same hold-out test set. We also use the same classifier for
all methods, namely the Support Vector Machine (SVM) with the linear kernel and C = 1 for the regularization.
Note that other machine learning classifiers can be used with our method. We evaluate methods on each dataset
for five times with different train-test data splits and report the averaged accuracy and AUC.
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III ORIGINAL CONTRIBUTION

We demonstrate the efficacy of CCRAL on five standard real-world tabular datasets. The obtained results show
that CCRAL generalizes better and is more robust towards unseen testing samples, where it significantly outper-
forms other methods. Our novel approach combines counterfactual reasoning with active learning for selecting
counterfactual samples. Since the region margin α has values being in the range of [0, 0.5], we use a grid search
(or Bayesian optimization [1]) to find the best α that derives the best classifier measured on a validation set.

IV METHODOLOGY

In this experimental study, our main aim is to improve classification accuracy. So, instead of using only given
training samples in the given data (i.e., training), we try to obtain more training samples, which is very helpful in
improving the classifier’s generalization. When the classifier observes more training samples, it is more robust and
its classification accuracy is often improved on unseen test samples. This process is often called data augmentation,
which has become the state-of-the-art method to improve the performance of deep learning models in computer
vision. Our approach, called Classifier with Causal Reasoning and Active Learning (CCRAL), has two main
steps: (1) learning counterfactual samples using causal reasoning and (2) training a classifier with both real and
counterfactual samples using active learning.

V RESULTS

We conduct extensive experiments on five real-world tabular datasets to evaluate the classification performance
(accuracy and AUC) of our method CCRAL, comparing it with two strong baselines as mentioned above. Our
method outperforms the two strong baselines on five datasets in terms of accuracy and AUC. The improvement in
accuracy and AUC of our method compared to the standard model is significant, i.e., nearly 12.15%* increase in
accuracy along with 7.91%* increase in AUC performance. On the other hand, CCRAL outperforms the second
baseline Counterfactual model with 2.6%* more accuracy and 7.32%* more AUC performance over five datasets.

*The percentage calculated is averaged over the five datasets used in the experiments.

VI EVALUATION

For the evaluation of this experimental study we tested our method on five real-world datasets against two strong
baselines. As our aim is to improve classification performance on the tabular data, we use accuracy and AUC
performance as metrics for evaluation. As the treatment feature needed to be binary for obtaining counterfactual
samples, we select the datasets that has at least one binary feature, which is considered as treatment feature. From
the results mentioned above, we can conclude that, with the augmentation of selective counterfactual samples
using active learning, the standard machine learning model generalizes better over unseen test data with improved
accuracy and AUC performance.

VII CONCLUSIONS

In this paper, we have introduced an efficient classifier (named CCRAL) with a novel data augmentation technique
for tabular datasets. We generate counterfactual data by flipping the binary value of the treatment feature of
original training samples and obtaining their labels using a matching method. We use active learning to select
useful counterfactual samples based on a region of uncertainty depending on the predicted scores of the original
training samples. This method can be widely used over all kinds of tabular datasets where the given treatment
feature is binary, especially when there are limited training samples.
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Analysis of Dynamics of Emergence and Decline of Scientific Ideas

ABSTRACT

Scientists develop new concepts, methods, and techniques to solve practical and theoretical problems. These ideas
are disseminated among scientists representing the same discipline; some are known even among non-scientists
(artificial intelligence, machine learning, or fractals). The spreading of new ideas in the scientific community is
going with various intensities; some quickly emerge and die, and others exist for a long time. Scientists, like other
people, would like to disseminate their concepts. They use different methods to spread them, such as publish-
ing papers, writing books, giving lectures, taking part in conferences, being a member of interdisciplinary teams,
and so on. The paper presents the two different methods of analyzing the knowledge dissemination of scientific
ideas based on fuzzy logic. One of these methods involves fuzzy aggregation norms and calculating and analyz-
ing knowledge dissemination coefficients. The other considers the article’s citations and extrapolates results to
citations of papers consisting of the scientific field. Moreover, the multi-agent model of emergence and decline
of scientific ideas among the scientific community is coded in Netlogo and presented to show the results of the
multi-agent model of spreading the scientific concept.

I INTRODUCTION

Nowadays, there are available enormous bibliometric databases collecting information about the achievements
of scientists, so simulations showing the development of disciplines or research areas based on different types of
data, such as numbers of publications, citations, and categories of publications according to disciplines, are helpful.
The main goal of these simulations is to search for groups of researchers considering their scientific interests and
achievements.

II STATE OF THE ART

Modeling scientific knowledge space has many benefits for researchers, science managers, and philosophers; such
visualizations and simulations can help scientists search for researchers whose interests are similar or select the
set of papers to read because they are similar or not in the proximity space of the previously studied one. Hence,
scientists look for appropriate applications, including visualization methods, to analyze how some disciplines and
researchers’ achievements develop depending on input data. The spread and dissemination of scientific ideas can
be simulated and visualized by completing data vectors.

III ORIGINAL CONTRIBUTION

We propose the new knowledge dissemination and forgetting coefficient based on fuzzy logic and analyze its val-
ues to visualize some papers’ citations’ impact on two research fields: fuzzy logic and Gestalt psychology. We use
the simulation of the multi-agented model of knowledge and confidence dissemination. This model simplifies situ-
ations of receiving and spreading or forgetting some scientific ideas; however, changing parameters of knowledge
dissemination and forgetting can observe scientific concepts’ behaviors. Models based on fuzzy logic give many
opportunities to simulate bibliometric measures.
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IV METHODOLOGY

Since many articles can be related to different disciplines, fuzzy logic is a better choice than classical one. The
optimistic and pessimistic fuzzy aggregation norms are applied to aggregate bibliographic data to calculate the
knowledge dissemination coefficients. The spread of the presented ideas is presented by choosing the highly cited
articles based on the number of papers that cite them. Collecting data from some research areas and calculating
these coefficients are the foundation of the simulations and visualization of ideas dissemination.

The study is mainly theoretical. However, computer simulation was developed.

V RESULTS

The paper presents two methods of analyzing knowledge dissemination among the scientific community. One
way uses the fuzzy logic based on scientometric data downloaded from the Web of Science, which enables us to
look through the number of articles, and their importance measured by the number of citations per year. The time
range of the knowledge dissemination coefficient shows how vital the specified article might be for its concept of
knowledge dissemination.

The second method involves extrapolating empirical data to the normal distribution and comparing their stan-
dard deviations. We observe that the citation numbers follow the probability density function of the normal dis-
tribution for selected papers. Moreover, we state that the results observed for articles can be extrapolated on the
behavior of concepts, as scientific concepts and publications are developed for some time and based on citations.

It can be expected that for every research field, there are articles that play the role of seeds of growth in this
area. Two influential articles were chosen, and their impact on their discipline could be observed by analyzing
the citations (and knowledge dissemination coefficients). Thus, the impact of the predominant authors of the
development of the considered field, like, for example, L. Zadeh, can be analyzed by considering the number of
papers and the dynamics of their papers’ citations.

VI EVALUATION

The presented method shows that it is possible to identify the most influential articles in the considered research
area. Moreover, a dynamics model of knowledge dissemination of ideas in two research areas was prepared,
showing that scientific theories emerge and decline. The developed model is also helpful in simulating future
dynamical changes using citation patterns. Experts in the bibliometric sciences estimated the usefulness of these
methods and the simulation results.

VII CONCLUSIONS

The Diss Fuzzy application, was developed based on this methods. The simulation was carried out using a com-
puter program written by one of the authors in a multi-agent programmable modeling environment, NetLogo.
Based on this simulation, it can be observed how the individual highly cited article influences scientists’ knowl-
edge dissemination. Moreover, aggregated values of knowledge dissemination coefficients can show the growth
and decline of scientific ideas that might be noticed in the history of science. Moreover, it is interesting how the
levels of trust in the scientific concept are spread out or forgotten.

In the future, the dynamic behavior of citations of different articles to predict the citing range using this method
can be observed. Therefore, using our method, it is possible to predict new pivotal papers or scientific schools,
which will be fundamental in field development.
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Using deep learning to detect anomalies in traffic flow

ABSTRACT

Uncertainty is an ever present challenge in data analysis. In particular, it is important to detect, as precisely
as possible, unforeseen phenomena. In this paper we study the usefulness of two deep learning based methods
(CNN auto-encoder and BiLSTM auto-encoder) to detect anomalies in situations that can be defined in terms of
time series. In order to evaluate our approaches, we consider traffic flow data and perform experiments in two
orthogonal scenarios: a guided scenario (training only with data considered as ’normal’ after a naive labelling) and
a basic scenario. Our results show that if we train the models using only the considered ’normal’ data, the obtained
models do not achieve good results because none of them are able to detect all type of abnormal data correctly. In
contrast, both models can detect all type of time series anomalies when we consider the basic scenario.

I INTRODUCTION

Anomaly detection [2] is a process that consists in detecting different abnormal behaviours, called outliers, in a
dataset and provide useful information about their causes.

The anomaly detection in traffic flow presents a main issue that does not appear in other cases: the lack of
knowledge about what an anomaly is. Therefore, this technique requires the application of unsupervised models.
At a first glance, we might be tempted to think that anomalies are the same as extreme values. Nevertheless, ideally,
a well-performed model should be able to detect not just the extreme values but the values that imply, for example,
the failure of a given pattern or a sudden increase or decrease from the previous value. Summarising, the definition
of either a “normal” or an “abnormal” data should be a time-dependent quantity.

II STATE OF THE ART

Several deep learning methods have been proposed to identify abnormal data in time series. Recurrent neural
networks (RNN), mainly long short-term memory (LSTM) networks based models, are the primary option. RNN
are applied in two different scopes. On the one hand, RNN aims to predict the future values and, subsequently,
compare them with the actual values or with predefined thresholds by determining whether the corresponding data
is or not an abnormal value. On the other hand, auto-encoders (AE) or variational auto-encoders (VAE) based
on RNNs (specifically, on LSTMs) are developed. Their aim is to restore the original values and compare the
actual and the reconstructed values. Then, a threshold is established. If the discrepancy between the actual and the
reconstructed value is greater than the threshold, then the corresponding data will be considered as abnormal.

Anomaly detection in traffic flow by employing auto-encoders is an unexplored research line. There are some
recent approaches dealing with this task by using other techniques. A method known as local outlier factor was
employed in the city of Odense. By leveraging the availability of video surveillance, an algorithm based on fuzzy
theory was developed to detect anomalies in road traffic flow. An original and novel method, which does not take
into account the historical data but uses expert feedback to deal with the fluid definition of anomaly, was developed
in Vienna and was able to provide high accuracy. To detect anomalies in Zagreb traffic flow, a tensor based method
was proposed. An adapted k-nearest neighbours method was used with the same purpose in Beijing.

III ORIGINAL CONTRIBUTION

In this work, we present two models to detect anomalies in time series data by using previous data as input. We
apply both models in two different scenarios.
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IV METHODOLOGY

An auto-encoder is an algorithm composed by an encoder and a decoder. The idea is that the encoder will translate
the input, X , from its high-dimensional space to a lower-dimensional space. Then, the decoder will take that lower-
dimensional representation of the input, what we usually called the latent vector, and will try to reconstruct the
original input in the high-dimensional space, producing X̂ . Due to its nature, the decoder usually has a structure
that mimics the one of the encoder, being its goal to obtain a value X̂ as similar as possible to the original input, X .
The dissimilarity between the original and reconstructed data is defined by a loss function. Therefore, the goal of
the model is to reduce, as much as possible, this value during the training process.

We apply auto-encoder models to traffic flow data obtained in the city of Madrid. First, we develop a CNN [3]
auto-encoder. In addition to the dependent variable, this model will use another eight independent variables related
to traffic flow, that is, we will be working within a multivariate time series. The second model is a novel Bidirec-
tional LSTM [1] auto-encoder model. This model will only use as input the traffic flow data (dependent variable),
that is, we will work within a univariate time series. These models will be applied in both a basic scenario and a
guided scenario (training only with data considered as ’normal’ after a naive labelling).

V RESULTS

Our results show that if we train the models using only the considered ’normal’ data, the obtained models do not
achieve good results in guided scenario because none of them are able to detect all type of abnormal data correctly.
In contrast, both models can detect all type of time series anomalies when we consider the basic scenario.

VI EVALUATION

Both models have been applied in a guided and a basic scenarios with the goal of detecting abnormal data. In the
guided scenario, we break up values higher than an established quantile into an abnormal set.

VII CONCLUSIONS

Results indicate that the CNN auto-encoder, although can detect anomalies of the three types, cannot detect a
significant number of them while BiLSTM auto-encoder can only detect anomalies of one type (global anomalies).
Therefore, we conclude that the usefulness of these models in this scenario is limited. However, in the basic
scenario, we appreciate that both models can virtually detect all anomalies of the three types (global anomalies,
contextual anomalies and collective anomalies). These anomalies can be appreciated both graphically and by date.
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Using Deep Transformer based Models to predict ozone levels

ABSTRACT

Ozone (O3) is an air pollutant that has harmful effects in human health when its concentration exceeds a certain
level. Therefore, it is important to advance in methods that can appropriately predict O3 levels. In this paper
we present a new model to estimate 4h, 12h, 24h, 48h and 72h ahead O3 concentration levels. We rely on Deep
Transformer Networks. Interestingly enough, these models were originally developed to be used in Natural Lan-
guage Processing applications but we show that they can be successfully used in classification problems. In order
to evaluate the usefulness of our model, we applied it to predict O3 levels in the centre of Madrid. We compare
the results of our model with four baseline models: two LSTMs and two MLPs. Accuracy (Acc) and Balanced
Accuracy (BAC) are the metrics employed to evaluate the goodness of all the models. The results clearly show that
our Deep Transformer based Network obtains the best results.

I INTRODUCTION

Air pollution is one of the major problems currently faced by humanity. Pollutants like ozone (O3), nitrogen
dioxide (NO2), sulphur dioxide (SO2), carbon monoxide (CO) and particulates matter (PM2.5, PM10) are some
of the most common air pollutants. They are also the pollutant included in the air quality index measurement. In
this paper we focus on O3 (ozone). Ozone is a colourless gas located in the atmosphere. It is one of the most
common existing pollutants and, as such, it is one of the pollutants taken into account to determine the air quality
index. The exposure to this pollutant has severe effects in human health such as eyes and nose irritation and
inflammation, lung function reduction, exacerbation of respiratory diseases and increased susceptibility to diseases
infection, among others. Ozone concentration levels depend on complex processes that happen in the atmosphere.
Precursor gases, such as nitrogen oxides, are chemically transformed into ozone when they are exposed to solar
light. Since sunlight is needed for ozone formation, its concentration highly depends on the time of the day and
on the current meteorological conditions. Moreover, human emission of these precursor pollutants by fabrics and
traffic have affected the increase of ozone concentration in the last decades. Most major cities around the world
have specific protocols to deal with high concentrations of pollutants. In the case of Madrid, used in this paper as
case study, when the O3 concentration exceeds a certain level, the authorities take measures to reduce the O3 effects
in population. These measures range from recommendations to reduce physical exercise outdoors for vulnerable
people to prohibitions of outdoor activities, specially sport activities. Therefore, it is very important to be able to
estimate future O3 levels in order to alert the population of possible future recommendations or restrictions.

II STATE OF THE ART

Several studies have used either statistical machine learning techniques or deep learning models to forecast pollu-
tant concentrations.

Our approach is based on Transformer Networks. They were developed as a Natural Language Processing tool
that improves classical LSTM networks and Recurrent Neural Networks (RNN) in tasks such as text classification
and translation. Its potential is based on self-attention layers, which estimate the attention weights between input
variables. In recent years, Transformers have been used to solve tasks in other fields such as image recognition,
multi-class classification and time series prediction.

To the best of our knowledge, Deep Transformer based Models have not been used to analyse air pollutants.
Although machine learning techniques have been used to forecast ozone concentration values (that is, as part of a
regression model), we are not aware of their use to predict ozone levels as such (that is, as part of a classification
model).
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(a) Part a. (b) Part b.

Figure 1: Deep Transformer based Model structure

III ORIGINAL CONTRIBUTION

We present a new model to predict the O3 concentration level. Our approach applies a novel Transformers-based
model to predict the O3 concentration level. Unlike classical time series forecasting models, Transformers do not
process the data ordered. On the contrary, they process the entire sequence and use self-attention techniques to
find dependencies between variables. We considered an optimised Transformers-based model and our preliminary
experiments revealed that it was a good candidate to overcome the accuracy and the balanced accuracy of usual
time series classification networks such as MLP or LSTM.

IV METHODOLOGY

We present a new model based on Deep Transformer Networks [1] to predict O3 levels concentrations. The main
characteristics of our model can be found in Figure 1. We compare the results provided by our model with four
neural network baselines models. We also make an analysis of the variation of the model accuracy and balanced
accuracy depending on the modification of three hyperparameters in short-term and in long-term cases. For this,
we use as case of study the task of predicting O3 levels in the centre of Madrid. We consider a total of fourteen
predictors variables.

V RESULTS

Our results show that our proposal is better than the baseline models based on the evaluation metrics. On average,
the balanced accuracy of our proposal is 4.3% better than the one corresponding to the best baseline model.

VI EVALUATION

We apply the proposed model and the baseline models to predict the categories in the next 4, 12, 24, 48 and 72
hours. Comparing the model with the previously defined MLP and LSTM networks, we appreciate that, in general,
our developed model obtains better results, particularly in long-term cases.

VII CONCLUSIONS

Our experiments show that our model overcomes, in general terms, the accuracy and the balanced accuracy of
four baselines neural network models. The capability of the proposed model to detect minority class observations,
particularly, in 24 hours in advance case is one of the main advantages of proposed model respect to the base-
line methods. The hyperparameters analysis suggests us that the behaviour of balanced accuracy depending on
hyperparameters modifications differs between long term and short term cases.
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Using support vector machines to classify the features extracted with a deep network for detecting COVID-19 from
X-ray images

ABSTRACT

Deep neural networks are powerful learning machines that have laid foundations for most of the recent advance-
ments in data analysis. Their most important advantage lies in learning how to extract the features from raw data,
and these deep features are later classified with fully-connected layers. Although there exist more effective classi-
fiers, including support vector machines, their high computational complexity is a serious obstacle in using them
for classifying highly-dimensional and often huge datasets of deep features. We introduce a new framework which
allows us to classify the deep features with evolutionarily-optimized support vector machines and we apply it to
a real-life problem of detecting COVID-19 from X-ray images. We demonstrate that the proposed approach is
highly effective and it outperforms well-established transfer learning strategies, thus improving the potential of
existing pre-trained deep models. It can be particularly beneficial in cases when the amount and quality of labeled
data is insufficient for performing full training of a network, but still too large for training a regular support vector
machine.

I INTRODUCTION

Deep learning is highly effective in data analysis and processing, and it has allowed for achieving important ad-
vancements in many fields. Deep neural networks learn at the same time how to extract the valuable features from
the input data and how to classify these features. This is achieved by combining the convolutional layers that
extract the features from input images with fully-connected layers that classify the extracted feature vectors. How-
ever, to train such neural networks, large amounts of data are needed. Otherwise, the network may learn how to
classify the data presented during training, but it later fails when it receives the data it has not seen during training.

II STATE OF THE ART

There have been many attempts to deal with the problem of insufficient amounts of labeled data and their poor
quality. A simple, but highly effective approach, termed transfer learning [2], is to train the network with some
other data, before its top layers are trained using the data it is intended to classify. This reduces the required
amounts of data from the considered domain—the network can learn how to extract the features from other large
datasets. Later, it is trained to classify the features using small amounts of the data that belong to the considered
domain.

The classifiers trained during transfer learning are the fully-connected layers. Although they are not considered
the best classifiers, their main advantage is that they can be trained together with the convolutional layers that
extract the deep features. On the other hand, support vector machines (SVMs) are known to be very effective
in solving difficult data classification tasks. Their main disadvantage is that the time and memory complexity
of SVM training is very high, which means that even in transfer learning, the training data may be too large
to train an SVM. To deal with that problem, the methods for selecting the SVM training data were developed.
They include evolutionary algorithms, in which a population of training sets is evolved to obtain the best solution.
Our simultaneously-evolved SVM (SE-SVM) [1] optimizes several elements of SVMs, including the training set,
features used for classification, and the method’s settings.
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III ORIGINAL CONTRIBUTION

In the reported research, we used our SE-SVM technique to select the training samples and features extracted using
a deep network that was earlier trained with large amounts of data. This allows for using an SVM as a classifier in
transfer learning. In this work, we demonstrate that the features extracted from X-ray images using deep networks
can be classified with SE-SVM to diagnose COVID-19 disease. In this way, we combine the strengths of deep
networks (concerned with feature extraction) with the high classification skills of SVMs. This is a general scheme
that may potentially be applied to any real-life classification problem.

IV METHODOLOGY

An outline of the proposed technique is presented in Figure 1. In our study, any earlier-trained convolutional neural
network (CNN) can be used for extracting the deep features. The most valuable features are selected using SE-
SVM along with the training samples—this results in a final set of picked features together with the SVM model
trained over these features. To classify any new data sample, the very same trained network is employed to extract
the selected features which are later classified using the trained SVM model.

Deep features
SE-SVM

optimization
and training

Earlier-trained CNN

Input image Convolutional layers Fully-connected
layersTraining set

SVM modelSelected features

Feature extraction

Classification
with SVM

Test data
Classification

outcome

Figure 1: Outline of the proposed solution. Blue blocks indicate the data, and the light orange blocks show the
actions. The outcome of SE-SVM optimization procedure is shown with gray blocks.

V EVALUATION

In our experimental study, we used four different network architectures of a varied number of parameters, and
in all cases, their convolutional layers were trained using the same large ImageNet dataset. We have compared
two approaches to transfer learning—using the original fully-connected layers and using an SVM optimized with
our SE-SVM technique. Also, we performed full training of the networks with the COVID-19 dataset, and we
classified the test data using both the trained network and, after training, an SVM with the deep features extracted
by the fully-trained network. The obtained results showed that for the transfer learning, SE-SVM outperforms the
classifier based on fully-connected layers in all cases, and for the fully-trained networks, it offers an advantage for
smaller models, while for bigger ones, the results are similar in both cases.

VI CONCLUSIONS

The proposed approach to classify the deep features with an SVM optimized using an evolutionary algorithm
offers better results for transfer learning and makes us less dependent on the selected network architecture—even
for smaller models, SE-SVM obtains high classification scores, close to those obtained with larger models. In our
ongoing work, we are applying the introduced framework to other computer vision and pattern recognition tasks.
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SIMPLIFIED TITLE

DCGAN for image generation

ABSTRACT

Generative models get huge attention by researchers in different topics of artificial intelligence applications, espe-
cially generative adversarial networks (GANs) which have demonstrated good performance in data generation. In
this paper, we would like to explore the potential of this class of models in producing human faces images. For
that, we will use Deep Convolutional Generative Adversarial Network (DCGAN). Since that, the evaluation of
GANs is still difficult even with the existing metrics like Inception Scores (IS), Mode Score (MS), Kernel Incep-
tion Distance (KID), Fréchet Inception Distance (FID), Multi-Scale Structural Similarity (MS-SSIM), etc. Thus,
the best possible evaluation remains that carried out by human evaluators. This is why we propose a new hybrid
measure combining qualitative and quantitative evaluation, we called this measure: Measuring the Quality of the
Features of an Image (MEQFI). The images produced with the DCGAN method were trained on three well known
datasets from the literature and the results were evaluated with MEQFI.

I INTRODUCTION

Generative adversarial networks (GANs) are a class of generative models proposed by Ian J. Goodfellow et al. [1],
which have demonstrated good performance in data generation.

In our research work, we have explored the potential of this class of models. Thus we have focused on human
face generation tasks using Deep Convolutional Generative Adversarial Networks (DCGAN) [2].

Since that, the evaluation of GANs is still difficult even with the existing metrics like Inception Scores (IS),
Fréchet Inception Distance (FID), Multi-Scale Structural Similarity (MS-SSIM), etc. Thus, the right way to evalu-
ate them is by human evaluators. This problem inspired us to introduce a hybrid subjective human evaluation metric
that calculates the score of each generated image based on human feedback. We called this measure: Measuring
the Quality of the Features of an Image (MEQFI).

II STATE OF THE ART

Generative adversarial networks (GANs) are widely used in data generation, they get huge success since their
introduction by Ian J. Goodfellow.
They consist of two different neural networks a generator that generates data and discriminator that classifies the
generated and real data.
In our work we used a deep convolution generative adversarial network to generate human faces. One of the
hardest tasks how to find a good metric that allows to evaluate the images achieved by a process based on GANs
algorithm.
The existing solutions categorized into two types of evaluation:

II.1 Qualitative evaluation

Qualitative evaluation, where we will evaluate the model based on the human subjective evaluation [3] [16] and
according to the feedback, one can get an idea about the quality of the produced images. Which is done in several
research areas in artificial intelligence.

II.2 Quantitative evaluation

Quantitative evaluation, where a specific numerical score is calculated indicating the quality of the produced im-
ages. In this topic, we identified 24 quantitative metrics to evaluate GANs
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III ORIGINAL CONTRIBUTION

Inspired by the two categories of evaluation : Qualitative evaluation and Quantitative evaluation.

We have proposed a hybrid measure based on a qualitative evaluation for each present feature and which is
summarized by a quantitative score. This score will be named Measuring the Quality of the Features of an Image
(MEQFI). For that, we define a list of F features that will be used to calculate the score of each generated image.
For each feature i, we attribute a mark based on human feedback to estimate its probability Pi. We multiply this
probability by an activation coefficient. αi. This score is given by:

Score(mk) =
1

F− I

F

∑
i=1

αi ∗Pi (1)

After calculating the score of each generated image, we calculate the average score over all the generated images.

IV METHODOLOGY

Our research is a case study in which we have used DCGAN model and trained it with three well-known datasets
( CelebA, CelebA-HQ, LFW).

For the evaluation, we judge our results based on the BCE loss function and the quality of the generated images
and we compare those results with the result of our hybrid subjective evaluation metric MEQFI.

V RESULTS

We tested our model DCGAN by using 12800 images from three widely used dataset of images: CelebA, CelebA-
HQ (only female faces) and LFW and we have used several values of epochs: 100, 150 and 200.
According to the generator’s and discrimibator’s loss function, we find that the D loss decrease faster than the G
loss, because the generation task is harder than the classification task. We also notice that our generator learns to
fool the Discriminator by creating more or less real images. But as the training progresses the generation process
improves and the synthesized images is more accurate. And finally, observing the results of our experiments, we
find that it is preferable to use only 100 epochs, because increasing the number does not help to improve the train-
ing.

After having our model’s results, we used our evaluation metric MEQFI to evaluate the quality of the generated
images.

So, we fixed a group of features Nose, Eyes, Eyebrows, Mouth, Ears, Skin tone to calculate the score of each
image by using MEQFI. For that, we ask a group of evaluators to attribute a mark from one to five for each feature
of each image.

As a results, the CelebA gets a total score on the 64 generated images of 59.18%, the CelebA-HQ-female
recieves a total score of 60.74% and the LFW gets a total score of 49.12%.

VI EVALUATION

The evaluation criteria of our model performance are based on how to reduce the noise in the training process
of the generator and the discriminator, in other words how to reduce the loss function of both generator (G) and
discriminator (D) and produce high quality generated images of a human face.

In our work, we evaluated the results of each dataset based on the variation of the loss function of both G and
D and the score achieved by our hybrid human evaluation metric MEQFI.

VII CONCLUSIONS

We have developed a new measure to evaluate the quality of the produced images by our model DCGAN. This is
the measure MEQFI that allows to take into account the evaluation of each annotator and combines them into a
single score. The scores achieved by this measure are correlated to what we observed with the loss function during
the learning step.
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SIMPLIFIED TITLE

Graph assisted framework for contextual Pill Recognition

ABSTRACT

In many healthcare applications, identifying pills given their captured images under various conditions and back-
grounds has been becoming more and more essential. Several efforts have been devoted to utilizing the deep
learning-based approach to tackle the pill recognition problem in the literature. However, due to the high similarity
between pills’ appearance, misrecognition often occurs, leaving pill recognition a challenge. To this end, in this
paper, we introduce a novel approach named PIKA that leverages external knowledge to enhance pill recognition
accuracy. Specifically, we address a practical scenario (which we call contextual pill recognition), aiming to
identify pills in a picture of a patient’s pill intake. Firstly, we propose a novel method for modeling the implicit
association between pills in the presence of an external data source, in this case, prescriptions. Secondly, we
present a walk-based graph embedding model that transforms from the graph space to vector space and extracts
condensed relational features of the pills. Thirdly, a final framework is provided that leverages both image-based
visual and graph-based relational features to accomplish the pill identification task. Within this framework, the
visual representation of each pill is mapped to the graph embedding space, which is then used to execute attention
over the graph representation, resulting in a semantically-rich context vector that aids in the final classification. To
our knowledge, this is the first study to use external prescription data to establish associations between medicines
and to classify them using this aiding information. The architecture of PIKA is lightweight and has the flexibility
to incorporate into any recognition backbones. The experimental results show that by leveraging the external
knowledge graph, PIKA can improve the recognition accuracy from 4.8% to 34.1% in terms of F1-score, compared
to baselines.

I INTRODUCTION

Medicines are used to cure diseases and improve patients’ health. Medication mistakes, however, may have serious
consequences, including diminishing the efficacy of the treatment, causing adverse effects, or even leading to death.
According to a WHO report, one-third of all mortality is caused by the misuse of drugs, not by disease. Moreover,
according to Yaniv et al. [3], medication errors claim the lives of about six to eight thousand people every year. To
emphasize the significance of taking medication correctly, WHO has chosen the subject Medication Without Harm
for World Patient Safety Day 2022.

Medication errors may fall into many categories, one of which is incorrect pill intake, which occurs when the
drugs taken differ from the prescription. This is due to the difficulty in manually distinguishing pills owing to the
wide variety of drugs and similarities in pill colors and shapes. In such a context, we dedicates this work for tackling
a practical application that recognizes pills in the patient’s pill intake picture.

II STATE OF THE ART

Machine learning (ML) is now an effective method for object classification. Many studies have employed machine
learning in the pill recognition challenge (eg. [2]). Some common techniques such as convolutional neural networks
(CNN) and Graph Neural Networks (GNN) are often used. Furthermore, numerous efforts have strived to improve
pill recognition accuracy by incorporating handcrafted features such as color, shape, and imprint. As an example,
Ling et al. [1] investigated the problem of few-shot pill detection. The authors proposed a Multi-Stream (MS)
deep learning model that combines information from four streams: RGB, Texture, Contour, and Imprinted Text. In
addition, they offered a two-stage training technique to solve the data scarcity constraint; the first stage is to train
with all samples, while the second concentrates only on the hard examples.
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Despite numerous efforts, pill recognition remains problematic. Especially, pill misidentification often occurs
with tablets that look substantially similar.

III ORIGINAL CONTRIBUTION

To summarize, our main contributions are as follows:

• We are the first to address a so-called contextual pill recognition problem, which recognizes pills in a picture
of a patient’s pill intake, by building a dataset containing pill images taken in unconstrained conditions and a
corresponding prescription collection.

• We propose a novel method that leverages external knowledge to increase the accuracy and, in particular, to
tackle the misclassification of similar pills. Moreover, there are new loss functions and a training strategy to
enhance the classification accuracy.

• We conduct thorough experiments on a dataset of drugs taken in real-world settings and compare the
performance of the proposed solution to existing methods. The experimental findings indicate that our
proposed model outperforms significantly the baselines.

IV METHODOLOGY

Unlike the existing works, we focus on a practical application that recognizes pills in the patient’s pill intake
picture. We propose a novel deep learning-based approach to solve the contextual pill recognition problem by
leveraging external prescription information. Our main idea is that by using such external knowledge, we can learn
the relationship between the drugs, such as the co-occurrence likelihood of the pills. This knowledge will be utilized
to improve the pill recognition model’s accuracy.

Specifically, we design a method to construct a prescription-based knowledge graph representing the relationship
between pills. We then present a graph embedding network to extract pills’ relational features. Finally, we design a
framework to fuse the graph-based relational information with the image-based visual features to make the final
classification decision.

V RESULTS

Extensive trials in numerous scenarios have led us to the conclusion that the introduction of external knowledge - in
this case, the co-occurrence relationship between pills - can improve the performance of the model in recognizing
pills. We are actively advancing this project by collecting the additional pill and prescription datasets necessary to
validate the proposed method and demonstrate its applicability in other clinical contexts.

VI EVALUATION

We perform several experiments on our custom pill images captured with mobile phones under unconstraint
environments. The results showed that the proposed framework outperforms the baselines by a significant margin,
ranging from 4.8% to 34.1% in terms of F1 -score. We also analyzed the effects of the prescription-based medical
knowledge graph on pill recognition performance and discovered that the graph’s accuracy is critical in boosting the
overall system’s performance.

VII CONCLUSIONS

Having seen the positive result that our proposed framework achieved, we are actively developing this study by
gathering more pill and prescription datasets required to verify the suggested technique and prove its usefulness
in different clinical settings. We believe that leveraging the external knowledge will improve the accuracy of pill
identification significantly.
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ABSTRACT

Federated learning systems are confronted with two challenges: systemic and statistical. Non-IID data is acknowl-
edged to be a primary component in causing statistical challenges. To address the federated learning system’s sub-
stantial performance loss on non-IID data, we offer the FedMeta-Per algorithm (which combines meta-learning
methods and personalization layer approaches into a federated learning system). In terms of performance and per-
sonalization, FedMeta-Per has been shown in experiments to outperform typical federated learning algorithm,
algorithms using personalization layer techniques and algorithms using meta-learning in system optimization.

I INTRODUCTION

Conventional machine learning approaches require users to transmit data from their devices (which might contain a
lot of sensitive information) to a server for training, seriously affecting the privacy of the data. Edge computing [3]
was born to perform computing and storing data right on edge devices. Therefore, the exchange of data process is
no longer performed, thus ensuring data privacy to a certain level. Based on the idea of edge computing, federated
learning (with FedAvg algorithm) aims to train machine learning model on separated datasets distributed on edge
devices, helping to protect user privacy better.

However, federated learning systems also have their own problems. Specifically, in Horizontal federated learn-
ing, imbalanced data between devices (also known as non-IID data) can negatively affect the training performance
[1]. Moreover, FedAvg can not give the model a high degree of personalization for each user. Our research aims
to solve the statistical problem as well as the personalization problem.

In this work, we assume that (1) the system has ensured the security as well as well maintained the privacy of
users and (2) the non-IID scenario is labeled imbalanced between clients.

II STATE OF THE ART

Meta-learning-based approach. Meta-learning is a learning method that can provide model the ability to fast
adapt on a new dataset by letting the meta model learn a task distribution. If we consider each user as a task,
then training the global model on a set of users (federated learning approach) is equivalent to training the machine
model on a task distribution. A disadvantage of this approach is that it treats local clients (who have been in the
system for a long time) and new clients (who have just gotten into the system) with the same initialization.

Personalization layer-based approach. Some studies proposed maintaining a part (called personalization
layers) of neural network at each client to capture the features of them, while the rest of the network (called based
layers) is co-trained by all clients. A downside of this approach is that the based layers cannot quickly adapt to
new datasets.

III ORIGINAL CONTRIBUTION

Our method combines meta-learning algorithms and personalization layer techniques into a federated learning
system and calls it FedMeta-Per. Experiments show that FedMeta-Per easily achieved higher convergence
as well as better personalization than the aforementioned works.
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IV METHODOLOGY

Data preparation. The dataset of client i is divided into two parts: a support set (D support
i ) containing 20% of data

and a query set (Dquery
i ) containing 80% of data.

Training phase. Based on the personalization layer approach [2], we divided the neural network into two part:
(1) based layers, co-trained by all clients; (2) personalization layers, maintained by each client. We used MAML
and Meta-SGD in the proposed method. Our algorithm is illustrated using MAML as follows:

• Client side: Combine the based layer (receiving from the server) and the personalization layer to form the
full parameter suit and perform local training:

– Train: ŵi
t+1← wi−α∇wi flocal

(
wt

i,D
support
i

)

– Meta-train: wt+1
i ← wt

i−β∇wi flocal
(
ŵi

t+1,Dquery
i

)

– Resolve wt+1
i to form wt+1

B(i) and wt+1
P(i). Send based layers to server and store personalization layer.

• Server side: Aggregate the based layers:

MAML: wt+1
B =

m

∑
i=0

ni

Nm
wt+1

B(i)

Inference phase. Clients are divided into two types: local clients and new clients. Local clients are clients
who have already been in the system for a long time and have already successfully built their own personalization
layers. New clients are clients who have just gotten into the system. Their personalization layers are not really
good, but they can build a good one over time.

V RESULTS

Convergence ability. Meta-learning provides the system with fast adaptability on new clients, leading to our
algorithm converging much faster than FedAvg, FedPer (an algorithm that uses personalization technique) and
reaching the same degree convergence of FedMeta (an algorithm that only uses meta-learning in optimization)
but higher accuracy.

Personalization ability. Observation of the standard deviation shows that personalization layers provide the
system with the high personalization ability that our standard deviation values are smaller than the ones outputted
by FedAvg, FedPer and FedMeta.

VI EVALUATION

We used accmicro (accuracy w.r.t. all data points) to evaluate the fast convergence ability because we can easily
visualize accmicro to observe the convergence process; and accmacro (accuracy w.r.t. all clients) to evaluate person-
alization ability because it represents the average deviation of clients’ accuracy. F1macro is also used to check for
imbalanced data processing.

VII CONCLUSIONS

Our algorithm can be used for those who want to optimize their Horizontal federated learning system in meta-
learning approach and personalization layer-based approach. They can perform more experiments on meta-learning
algorithms such as FO-MAML, iMAML, or other personalization techniques.

Although the proposed method has been experimentally proven to have fast convergence ability and high
personalization, it has not been proven mathematically. In the future, further studies are needed to fill this gap.
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SIMPLIFIED TITLE

A system to retrieve relevant legal articles for statute law

ABSTRACT

The information retrieval task for statute law requires a system to retrieve the relevant legal articles given a legal bar
exam query. The Transformer-based approaches have demonstrated robustness over traditional machine learning
and information retrieval methods for legal documents. However, those approaches are mainly domain adaptation
without attempting to tackle the challenges in the characteristics of the legal queries and the legal documents.
This paper specifies two challenges related to the characteristics of the two legal materials and proposes methods
to tackle them effectively. Specifically, the challenge of different language used (while the articles use abstract
language, the queries may use the language to describe a specific scenario) is addressed by a specialized model.
Besides, another specialized model can overcome the challenge of long articles and queries. As shown in the
experimental results, our proposed system achieved a state-of-the-art F2 score of 76.87%, with an improvement of
3.85% compared to the previous best system.

I INTRODUCTION

COLIEE is a renowned international competition in legal text processing. In 2021, COLIEE included five tasks on
case law and statute law. Our work aims to address Task 3: information retrieval on statute law (statute law is the
written law that is passed by a body of legislature). There are two characteristics of the legal texts for the statute
law information retrieval task that should be considered. While legal articles have an abstract nature, a legal bar
query may either be written in an abstract manner or describe a very specific scenario. Hence, it is non-trivial for a
sole model to generalize the relationship between the abstract legal articles and the legal bar queries. We propose
to determine the specific-scenario queries, then employ a Transformer-based model to address only those queries.
Moreover, since a portion of legal articles as well as legal bar queries are relatively long, we propose to employ
models specialized in processing long sequences[1].

II STATE OF THE ART

LegalBERT is a family of BERT models to assist natural language processing research in the legal domain, com-
putational law, and legal technology applications. It is an adaption of BERT in the legal domain where pre-training
is carried out on several fields of English legal text. This particular BERT model has been performing better than
the original version of BERT on legal domain-specific tasks. Longformer was proposed as a Transformer-based
model with an attention mechanism that scales linearly with sequence length and can process documents of more
than thousands of tokens. The ability to deal with long sequences of Longformer makes it a suitable candidate for
the statute law retrieval task where the concatenation of a query and an article can be longer than 512 tokens.

III ORIGINAL CONTRIBUTION

In this paper, our contributions are three-fold:

• Propose to determine specific-scenario queries to facilitate Transformer-based models to learn better the
specific relationship patterns between legal articles and legal bar queries.

• Propose to employ Longformer to address the long articles and long queries.

• Analyze the contribution of the two proposed ideas for the system comprehensively.
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IV METHODOLOGY

We formulate the retrieval task as a sentence pair classification task, where the input is the pair of query and article,
and the label is 1/0, corresponding to whether or not there is an entailment relationship between the sentences.
Fine-tuning models requires positive and negative samples. Positive samples are provided in the dataset where
most queries have only 1 or 2 relevant articles. For negative samples, we represent the query and all articles in TF-
IDF vectors and compute their similarity scores. We consider the top K articles with the highest TF-IDF similarity
scores, except for the articles labeled as relevant, to be negative samples.

We propose to filter the specific-scenario queries and manipulate them separately. We design rules to determine
if the uppercase in a query implies a legal person or object. We separately handle the specific-scenario queries and
their relevant articles following the same procedure for regular queries.

To address long articles and queries, we propose to adopt Longformer[1] as an additional model for capturing
the patterns of the long inputs besides the normal-length inputs. We follow the same procedure of fine-tuning
LegalBERT[2] to fine-tune the pre-trained Longformer model.

V RESULTS

Our model outperforms the best system in the competition [3] by 3.85%. It can be seen that our model demonstrates
superior recall (note that this retrieval task emphasizes recall) while achieving fair precision. The ablation study
shows that the specific-scenario models help improve the macro average F2 score significantly, especially when
the specific-scenario model can retrieve relevant articles but the other model cannot retrieve any of them.

VI EVALUATION

The experiments are conducted on the COLIEE Task 3 dataset, which consists of 748 training queries, 58 validation
queries, and 87 test queries. The performance of models is measured using Precision, Recall, and F2 score.

VII CONCLUSIONS

This paper specifies two challenges related to two characteristics of the legal bar exam queries and legal articles,
which are neglected by previous approaches. The first challenge is that the language used in the legal bar exam
queries may be either abstract or scenario-specific. We proposed to determine the specific-scenario queries and
tackle them separately. The second challenge is that the long document may limit the performance of many
available pre-trained models. We propose to leverage the capability of handling long documents of Longformer
to tackle this challenge. Our system can achieve the best F2 score on the dataset of Task 3 (COLIEE 2021). This
study encourages further research to observe and tackle particular characteristics of documents in the legal domain.
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SIMPLIFIED TITLE

A base 3D face model for Vietnamese.

ABSTRACT

In recent years, many 3D face reconstruction from image methods have been introduced and most of them have
shown incredible results. However, methods such as photogrammetry require images from multiple views and
can be very time-consuming. Deep learning based methods, on the other hand, are faster and more efficient but
heavily rely on the base face models and training datasets. Meanwhile, most base face models lack Asian facial
features, and high-quality Vietnamese facial image databases are still not available yet. In this paper, we propose an
approach that increases the accuracy of Vietnamese 3D faces generated from a single image by creating a new mean
face shape and training a convolution neural network with our dataset. This method is compact and can improve
the quality of 3D face reconstruction using facial image data with specific geographical and race characteristics.

I INTRODUCTION

Reconstructing a 3D face from a single image refers to retrieving a 3D face surface model of a person given only
one input face image. This is a classical and challenging computer vision task with a wide range of applications.
To do so, many researchers have come up with the idea of using deep learning networks to change the morphable
face model. These frameworks have shown great results but heavily rely on the generative face model and training
data. Thus, these methods can not perform well with face images from different countries, including Vietnam. Our
main scope is to create a new framework that helps researchers to improve the quality of the 3D reconstructed face.
We assume that we can make the face more realistic with enough training data and a base face model possessing
facial attributes and traits of specific locations. That is why we collect more face images and try creating a new
face model for Vietnamese in this paper.

II STATE OF THE ART

To solve the research problems, there are several methods using deep learning networks to reconstruct the 3D
model from a single image. With the output coefficients from the network, they can change the parameter of the
base 3D face model to transform the model into the face of the person from the input image. These methods
have shown very promising results; however, when testing with Vietnamese people, the generated faces are not
convincing enough. This problem might be because of the lack of training data and facial attributes of Vietnamese.

III ORIGINAL CONTRIBUTION

Our main contribution in this paper is proposing a framework to increase the accuracy of the 3D face reconstruction
from a single image process for Vietnamese by generating a new mean shape with our high-quality face image
dataset. After creating the new face model, we test the effectiveness of our method using face images of Vietnamese
and compare it with the previous techniques to see if there is any improvement.

IV METHODOLOGY

To achieve the presented results, we first created our face image dataset by taking pictures of nearly 200 Viet-
namese. The capturing system we used contains 27 DSLR cameras and ten lighting devices. Volunteers are
required to perform seven facial expressions in 11 lighting conditions. Then, by utilizing the Deep3D frame-
work [1] and the 2009 Basel Face Model [2], we reconstructed the 3D face models of the volunteers and generated
the new mean shape. Finally, we used the pre-trained model of Deng et al. [1] and continued training on our dataset
so the output coefficients could be fitted with our new face model. Our study is an experiment to see whether our
assumption is correct or not and it has shown some positive results.
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V RESULTS

From our framework, we have generated a new mean shape called V-Mean which can replace the old shape from
the BFM-2009 [2] to construct a new generative face model with Vietnamese facial features (in Figure 1). With
the new base face model, we can create 3D faces with more traits of people from Vietnam.

Figure 1: Comparing mean shape from BFM (left) with V-Mean (right)

VI EVALUATION

Due to the lack of ground truth 3D face models, we used two types of measurements named photometric error and
cosine distance to test the effectiveness of our framework on Vietnamese facial images. Besides, we think that it is
important the method should improve the results of Vietnamese without affecting the reconstructed models of the
original faces. Thus, we also used mean square error to verify our approach on a few 3D-scanned non-Vietnamese
face models. The results from all mentioned evaluation metrics have shown that our assumption is accurate but we
still need more images of people in various conditions to make the final 3D face model more truthful.

VII CONCLUSIONS

We have introduced a new mean shape model for Vietnamese, which helps improve the accuracy of the 3D face
reconstruction process. Our new model showed better results than the original when tested on both of our custom
test sets. However, the truthfulness of the final 3D face model can still be improved by training the network with
more Vietnamese face images. Researchers can simply increase the quality of the reconstructed 3D face by using
facial images in specific countries.
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A two-step approach in applying deep learning to answer questions from scientific documents

ABSTRACT

As readers of scientific articles often read to answer specific questions, the task of Question-Answering (QA) in
academic papers was proposed to evaluate the ability of intelligent systems to answer questions in long scientific
documents. Due to the large contexts in the questions, this task poses many challenges to state-of-the-art QA
models. This paper explores the retriever-reader approaches widely used in open-domain QA and their impact
when adapting to QA on long scientific documents. By treating one scientific article as the corpus for retrieval, we
propose a retriever-reader method to extract the answer from the relevant parts of the document and an effective
sliding window technique that improves the pipeline by splitting the articles into disjoint text blocks of fixed
size. Experiments on QASPER, a dataset for QA in Natural Language Processing papers, showed that our method
outperforms all state-of-the-art models and establishes a new state-of-the-art in the extractive questions subset with
30.43% F1

I INTRODUCTION

The task of Question-Answering (QA) in academic papers was proposed to evaluate the ability of intelligent
systems to answer questions in long scientific documents. QASPER[2] is a dataset for QA on NLP papers. In
QASPER, given an academic article and a question about the article, the QA system must find the answer to the
question. Models specialized in processing long sequences [1] may not efficiently capture the semantics of all the
words compared to other models processing a smaller number of words. In open-domain QA, only the questions
are provided, and QA systems have to find information from a large corpus to answer the questions. The problem
of finding a piece of information from a long scientific paper in QASPER can resemble that of the open-domain
QA task. No existing works explore the impact of open-domain QA retrieval methods on the QASPER dataset.
This paper proposes a novel method that adapts retriever-reader approaches to long scientific papers in QASPER
by treating a single paper as a large corpus for retrieval. Treating each scientific document as a corpus for retrieval
enables us to utilize open-domain QA techniques and develop a retriever-reader pipeline that achieves the new
state-of-the-art performance on QASPER

II STATE OF THE ART

DocHopper is a model that iteratively attends to different parts of long, hierarchically structured documents to
answer complex questions. QASPER-LED is an encoder-decoder model based on Longformer. As QASPER-
LED can support sequence lengths up to about 16,000 tokens, 99% of the articles in the QASPER dataset can
be processed without truncation. ETC reader is one of the most efficient models for processing long sequences,
with a maximum of 4096 tokens capability. However, models specialized in processing long sequences may not
efficiently capture the semantics of all the words compared to other models processing a smaller number of words

III ORIGINAL CONTRIBUTION

The main contributions of this paper are:

1. We propose a novel method that adapts retriever-reader approaches from Open-domain QA to the problem
of QA in long scientific documents and establishes new state-of-the-art results in the QASPER dataset.

2. We conduct experiments on retrievers and re-rankers to explore the impact of different passage-splitting
techniques on retrieval results in QASPER. We find that splitting articles using a sliding window improves
the retrieval performance, and the window side of 150 produces the best result.
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IV METHODOLOGY

This study is experimental. We consider article A as the corpus for retrieval. A retriever is leveraged to retrieve
m passages P = [P1, ...,Pi, ...,Pm] from article A for a given question Q = (q1, ...,q|Q|), where Pi = (p1

i , p2
i ..., p|pi|

i )

is the i-th passage, Pi ∈ A, and qk ∈ Q and p j
i ∈ Pi are corresponding words. We split each article into multiple,

disjoint text blocks of a fixed number of words. These text blocks are referred to as passages, and we consider
these passages as our basic retrieval units. In the answer extraction problem, we only consider the questions in
QASPER that have extractive answers. A reader is employed to extract the answer span from the relevant passages.
Given a context passage C = (c1,c2, ...,cn) and a question Q = (q1, ...,q|Q|). The reader aims to find a text span
(ci,ci+1, ...c j) from the context that answers the question Q. We employ Transformer-based models for the reader
component.

V RESULTS

Our method outperforms all state-of-the-art models including ETC, QASPER-LED[2], and DocHopper[3], which
are designed for processing long sequences. The ablation study shows that a performance gain can be observed
when applying a sliding window.

VI EVALUATION

All experiments are conducted on the QASPER dataset[2], which consists of 5,049 questions over 1,585 NLP
papers. We experiment with the subset of extractive questions, which account for 51.8% of the dataset. We
compare our method with previous state-of-the-art models in QASPER, DocHopper [3] and QASPER-LED [2],
and other competitive baselines. The performance is compared using the official QASPER evaluation metric F1
score. Our analysis finds that Cross-encoder Re-rankers perform better than Sparse Retrievers on scientific articles
and that a window size of 150 words produces the most effective results.

VII CONCLUSIONS

We propose a method to adapt the retriever-reader approach in Open-domain QA to the problem of QA in long
scientific documents. Our method allows us to employ efficient Transformer-based readers which overcome the
previous limitations posed by long sequences. This study also paves the way for future research on efficient
retrievers and readers to be applied in QA on long scientific documents without the obstacle of processing long
sequences.
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Mining compact subsets of highly beneficial patterns in sequential data in a parallel manner.

ABSTRACT

Frequent closed high-utility (FCHU) sequences are preferable to frequent closed sequences. Not only because
of their utility-based nature that considerately contributes to taking decisive business actions, FCHU sequences
also preserve necessary information for re-constructing frequent high-utility sequences. Despite of their vital role,
mining FCHU sequences is a time consuming task when facing with large-scale datasets, or especially when the
input thresholds are relatively small. To contend with these difficulties, this paper proposes a parallel algorithm
named P-FCloHUS for fast mining FCHU sequences by making good use of multi-core processors. By relying on
a novel Single scan synchronization strategy that is facilitated by an efficiently Partitioned result space structure,
P-FCloHUS successfully alleviates the communication cost between mining tasks and hence speeds up the parallel
mining process. Experiments on both dense and sparse datasets show that P-FCloHUS outperforms the state-of-
the-art FMaxCloHUSM in terms of runtime performance.

I INTRODUCTION

Discovering highly beneficial patterns in sequential data has been always of great interest to researchers. In par-
ticular, FCHU patterns [3] are significantly valuable due to their compact nature. That being said, mining FCHU
patterns is a challenging task in situations where provided input thresholds are rather small and/or the amount of
data is huge. This work aims to alleviate the mining effort in these situations, and thus provides a more efficient
mining approach.

II STATE OF THE ART

Several studies on mining either high-utility sequential patterns [2] or frequent closed sequences [1] have been
proposed recently, but only FMaxCloHUSM [3] was the state-of-the-art algorithm on exploring FCHU patterns.
Even though FMaxCloHUSM’s performance is not very efficient for large datasets and/or input thresholds are
small.

III ORIGINAL CONTRIBUTION

A pioneering algorithm for mining FCHU patterns in parallel that outperforms the state-of-the-art FMaxCloHUSM
[3] in terms of runtime performance on both dense and sparse datasets.

IV METHODOLOGY

Many up-to-date studies on mining beneficial patterns in sequential data have been taken into account. Then with
the emphasis on extracting FCHU patterns, we re-implemented FMaxCloHUSM in C++ as a starting point for
our research. From there, we continued to design and develop P-FCloHUS by making good use of multi-core
processors. Finally, various experiments have been conducted on both approaches.

V RESULTS

Telling from the obtained results from multiple experiments on both dense and sparse dataets, P-FCloHUS takes
at least 5 times less than the amount of execution duration required for the mining process as compared to FMax-
CloHUSM given the smallest input thresholds in each experiment.
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VI EVALUATION

All experiments within this work were conducted on 5 real-life datasets, including both dense and sparse ones. For
each experiment, the minimum support (or the minimum utility) was fixed while the other was decreased to stretch
the performance of both algorithms. Also, a scaling experiment was carried out on several CPU setups to see how
that would affect the runtime performance.

VII CONCLUSIONS

With these enhancements of P-FCloHUS, businesses and researchers who have been using FMaxCloHUSM or
other algorithms for mining FCHU patterns can now speed up their mining process significantly, therefore saving
time and effort on the task of FCHU patterns data mining.
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Parameter Distribution Ensemble Learning for Sudden Concept Drift Detection

ABSTRACT

Concept drift is a big challenge in data stream mining (including process mining) since it seriously decreases the
accuracy of a model in online learning problems. Model adaptation to changes in data distribution before making
new predictions is very necessary. This paper proposes a novel ensemble method called E-ERICS, which combines
multiple Bayesian-optimized ERICS models into one model and uses a voting mechanism to determine whether
each instance of a data stream is a concept drift point or not. The experimental results on the synthetic and classic
real-world streaming datasets showed that the proposed method is more precise and more sensitive (shown in
precision, recall, and F1-score) than the original ERICS models in detecting concept drift, especially for sudden
drifts.

I INTRODUCTION

Recently, along with the development of technologies, data stream mining has become a hot topic for researchers.
One of the most important properties of streaming data is that its distribution may change over time (i.e., concept
drift). Concept drift detection is essential in data stream mining since if we cannot point out the drift, predictions
made by the model that is based on past data will not be adaptive to new data.

We find that ERICS (Effective and Robust Identifications of Concept Shift) [1], a framework that detects only
real concept drifts by using a predictive model, satisfies two properties: model-awareness and explainability. Our
study aims to improve this approach to achieve better detecting results.

II STATE OF THE ART

Several methods were introduced to deal with the problem of concept drift. Early approaches (such as DDM
and EDDM), work by measuring the change in the error rate, while some others (ADWIN, KSWIN, etc.) use the
windowing mechanism. Moreover, more complex algorithms like unsupervised or automatic learning are also used
in LD3, Meta-ADD, etc. The main drawback of these methods is that they do not achieve high precision and recall
in detecting concept drift.

III ORIGINAL CONTRIBUTION

In this study, our main contributions are summarized as follows:
- We introduce a Bayesian optimization pipeline to find hyperparameter values that increase the precision,

recall, and F1-score of ERICS [1] models.
- We propose a novel framework E-ERICS (Ensemble of ERICS models), an improved version of ERICS by

ensembling ERICS models with the high performance achieved in the Bayesian Optimization phase, to detect
concept drifts (especially sudden drifts) more precisely and sensitively than the original ERICS model does.

IV METHODOLOGY

In general, our study is experimental. We introduce a new method called E-ERICS, a concept drift detection model
that uses ensemble learning with a voting mechanism in which the base learners are ERICS models with values of
hyperparameters adjusted using Bayesian optimization.

Our E-ERICS method is divided into two phases:
- BO-ERICS Phase (Bayes Optimization on ERICS): Perform Bayesian Optimization on three ERICS hyper-

parameters: moving average size, sliding window size, and update rate of the threshold. We set F1-score as the
acquisition function and the Gaussian process as the surrogate model of the optimization procedure.
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- Ensemble Phase: Ensemble selected models which have been found in BO-ERICS. We take the best four
base-learners (with the highest F1-scores) found in the BO-ERICS phase as input and use ensemble learning on
them to improve the performance of our model by a voting mechanism for every single data point. In our poll, the
weight of the base learner with the highest F1-score (M0) is twice as much as the vote of others (M1,M2,M3), and:

+ Drift points detected by only M0 but not in M1,M2,M3 will be eliminated.
+ Drift points not detected by M0 but detected by all M1,M2,M3 will be added to the drift point sets.

V RESULTS

For our experiments, we use six datasets containing sudden and incremental drift points: two synthetic ones (SEA
and Hyperplane) produced by scikit-multiflow framework and four real-world datasets from various fields: spams
(Spambase), online games (Dota), network intrusion (KDD) and personal income (Adult).

The experiment results show that the E-ERICS model achieves better results compared with the original ERICS
model (with the average Precision, Recall, and F1-score: 0.9583, 0.6700, and 0.7509, respectively, while the
original ERICS model achieves 0.4867, 0.4077, and 0.3200, and the model with the best performance in BO-
ERICS Phase gets 0.9583, 0.6515, and 0.7446).

VI EVALUATION

We evaluate our method and the original ERICS using prequential evaluation (interleaved test-then-train) and three
classical metrics: Precision, Recall, and F1-score.

In Precision, a drift detection is counted as true positive if it is less than 50 batches after an actual drift point;
otherwise, it is a false positive point; while in Recall, a false negative is considered if after 50 batches from the
actual drift point, the model does not detect any drift point at all. Any actual drift detected in the range of 50
batches is counted as true positive.

VII CONCLUSIONS

In this article, we have presented a new method called E-ERICS (using Bayesian optimization combined with
ensemble learning). E-ERICS can be used to detect concept drift (especially sudden drifts) in data streams of
different types and fields more accurately than the previous approaches.
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Retriever-Reader Question Answering System for Vietnamese

ABSTRACT

This paper presents XLMRQA, the first Vietnamese QA system using a supervised transformer-based reader on
the Wikipedia-based textual knowledge source (using the UIT-ViQuAD corpus), outperforming the two robust QA
systems using deep neural network models: DrQA and BERTserini with 24.46% and 6.28%, respectively. From
the results obtained on the three systems, we analyze the influence of question types on the performance of the
Vietnamese QA systems.

I INTRODUCTION

In recent years, the rapid development of social media has led to an explosion of data and information. People need
to find information and knowledge through the support of machine question-answering applications like Google,
Siri, and Alexa. QA systems assist people in accessing information and knowledge faster without wasting much
time and effort. QA-based tasks are of interest to the Vietnamese natural language processing and computational
linguistics community. Machine reading comprehension-based QA systems have gained much attention in recent
years. Although several machine reading comprehension corpora have been released for developing QA systems,
such as UIT-ViQuAD, UIT-ViWikiQA, and UIT-ViNewsQA, there is no reader-based QA system for Vietnamese
yet.

Along with the strong development of machine learning, QA systems have been explored in various corpora and
methods. In recent years, QA systems have followed two Retriever-Reader QA systems, such as DrQA and BERT-
serini. In this paper, we proposed XLMRQA, the first Vietnamese QA system using a supervised transformer-based
reader on the Wikipedia-based textual knowledge source (using the UIT-ViQuAD corpus [3]), outperforming the
two robust QA systems using deep neural network models: DrQA and BERTserini.

II STATE OF THE ART

Unlike previous QA systems without readers, DrQA is a full QA system combining a bigram hash-based TF-IDF
retriever with a multi-layer iterative neural network reader trained to predict answers in the passage. BERTserini
is a QA system that combines the BERT-based reader and the open-source Anserini toolkit for text retrievers. The
system receives a small set of documents as input. In an end-to-end approach, the system combines best practices
from document retrieval with a BERT-based reader to determine answers from a large-scale corpus of English
Wikipedia articles. For the Vietnamese language, there are still not any QA systems based on the Retriever-Reader
mechanism, mainly focusing on the traditional QA system. Therefore, we would like to develop this system as a
starting point for the mechanism for Vietnamese QA, outperforming DrQA and BERTserini.

III ORIGINAL CONTRIBUTION

Our three main contributions are described as follows. (1) We propose XLMRQA, a retriever-reader-selector QA
system for the Vietnamese language, outperforming the F1-score and exact match (EM) of two other SOTA sys-
tems: DrQA and BERTserini. (2) We re-implement state-of-the-art QA systems on the Vietnamese Wikipedia
knowledge texts: DrQA and BERTserini as baseline systems. The first experiments were performed on the
retriever-reader-based QA model on Vietnamese texts. (3) We analyze the impacts of question types on the pro-
posed QA system XLMRQA for Vietnamese, which helps researchers improve the performance of the QA systems.
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IV METHODOLOGY

Inspired by the DrQA system [1], we present an overview of the QA architecture using a supervised reader for
the Vietnamese language. XMRQA is a QA system with three components: text retriever, text reader, and answer
selector. The text retriever finds texts or documents and passes them to the text reader to find the candidate’s
answers. The answer selector finds the answer that best matches the question from the candidate answers predicted
by the text reader. In particular, we describe the QA system and its components as follows.

IV.1 Text Retriever

We apply a basic retriever to find k passages that answer the input question, using the question as a bag-of-words
question. The text retriever finds passages or documents related to the question from a set of 5,109 passages
extracted from the ViQuAD corpus. This corpus was built by aggregating all the passages from the Train, Dev,
and Test sets of the ViQuAD corpus consisting of 4,101, 515, and 493 passages, respectively. This paper assesses
two different text retrievers, including TF-IDF and the Anserini. To optimize the performance of QA systems, we
apply word segmentation to the text retrievers.

IV.2 Text Reader

The retrieved passages are passed to the reader to extract the candidate answers. XLM-RoBERTa (XLM-R) [2] is
a multilingual language model trained on a large-scale dataset with 100 languages. XLM-R is used as a pre-trained
language model for many tasks such as natural language inference and machine reading comprehension, which
achieves state-of-the-art performances. In this paper, we use XLM-R to build a reader as the main component of
the XLMRQA system to extract candidate answers before transferring them into the answer selector.

IV.3 Answer Selector

The candidate answer list, the reading score list, and the retrieving score list are fed into this component. Each
score in the two score lists corresponds to each answer in the answer list. We then combine the reading score with
the retrieving score through linear interpolation to estimate the score for each answer and find the answer with the
highest score.

V RESULTS

The three systems in ascending order of results are DrQA, BERTserini, and XLMRQA. The XLMRQA QA system
achieves the highest performance with EM and F1 set to the maximum at k=5 with an F1 of 64.99% and an EM of
51.94% on the Test set. Similar to XLMRQA, the BERTserini system achieves the best performance at k=5 with
an F1 of 58.30% and an EM of 39.46% on the ViQUAD Test set. The DrQA system achieves the best performance
with k ≥ 10, and these are equal. Nevertheless, we have chosen k=10 as the official value for the DrQA system
because it achieves good performance in terms of time. At k=10, the DrQA system achieved an F1 of 37.86% and
EM of 18.42% on the Test set.

VI CONCLUSIONS

In this paper, we introduced XLMRQA, a QA system based on the retriever-reader-selector mechanism for Viet-
namese open-domain texts, which outperformed two state-of-the-art question-answering systems, DrQA, and
BERTserini, on the ViQuAD corpus. For assessing the performance of three QA systems on the ViQuAD cor-
pus, we achieved the highest performance with the XLMRQA system: EM of 51.94% and F1 of 64.99%. Analysis
of the performance of QA systems was performed on different types of questions. In the future, several future
directions are recommended: (1) integrating diverse question words as linguistic features into the QA systems
can boost their performances; (2) finding out a method to leverage the power of monolingual and multilingual
BERTology-based language models; and (3) expanding our QA system to other low-resource languages.
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SIMPLIFIED TITLE

A Lightweight and Efficient Feature Selection Framework using Genetic Algorithm for Time Series Forecasting.

ABSTRACT

Time series prediction, which obtains historical data of multiple features to predict values of features of interest in
the future, is widely used in many fields. One of the critical issues in dealing with the time series prediction task
is how to choose appropriate input features. This paper proposes a novel approach to select a sub-optimal feature
combination automatically. Our proposed method is model-agnostic that can be integrated with any prediction
model. The basic idea is to use a Genetic Algorithm to discover a near-optimal feature combination; the fitness of
a solution is calculated based on the accuracy obtained from the prediction model. In addition, to reduce the time
complexity, we introduce a strategy to generate training data used in the fitness calculation. The proposed strategy
aims to satisfy at the same time two objectives: minimizing the amount of training data, thereby saving the model’s
training time, and ensuring the diversity of the data to guarantee the prediction accuracy. The experimental results
show that our proposed GA-based feature selection method can improve the prediction accuracy by an average of
28.32% compared to other existing approaches. Moreover, by using the proposed training data generation strategy
we can shorten the time complexity by 25.67% to 85.34%, while the prediction accuracy is degraded by only
2.97% on average.

I INTRODUCTION

Time series prediction is a critical problem applied in many fields such as environmental indicators prediction and
stock forecasting. The performance of a solution is decided by two main factors, namely the input features and
the prediction model. Although many works have been devoted to constructing prediction models, that is still rare
for feature selection. In practice, the number of features in a prediction problem is usually very large. Unrelated
input features may confuse the model, thus degrading the prediction accuracy. Motivated by the aforementioned
observations, we aim to propose a novel feature selection framework that allows us to quickly select an optimal
feature combination and train the prediction model using the selected features. We are given a dataset consisting
of l supporting features, and k features of interest, denoted as X1, ...,Xl and Xl+1, ...,Xl+k, respectively. We focus
on a time series prediction task that obtains the information of the features in m previous timesteps and produces
the values concerning the features of interest in the following n timesteps, which can be represented as follows.
Input: xi,xi+1, . . . ,xi+m−1

Output: ỹi+m, ỹi+m+1, ..., ỹi+m+n−1 = argmax
yi+m,yi+m+1,...,yi+m+n−1

p(yi+m,yi+m+1, ...,yi+m+n−1|xi,xi+1, . . . ,xi+m−1),

where xi+ j ( j = 0, ...,m−1) is the input vector with respect to the j-th timestep; yi+m+k (k = 0, ...,n−1) is a vector
represents the value of the features of interest at the (i+m+k)-th timestep. Suppose that f is the prediction model.
Our aim is to determine l′ features among l supporting features to feed into f to achieve sub-optimal accuracy.

II STATE OF THE ART

In [1], the authors proposed a novel approach that utilizes a GA-based wrapper method for feature selection. To
reduce the computing complexity, only the top k most important features are retained before going through the
GA-based wrapper method. However, we hardly define which k should be, especially when the number of features
is very large. In [2], to identify an optimum feature subset for the credit risk assessment problem, the authors
used a filter method that reduces the number of input features before putting them in the GA-based wrapper
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phase. Nevertheless, removing redundant features before processing the wrapper method could possibly miss the
combinations of the valuable features Although some existing works exploit GA to select input features, most of
them focus on classification problems. Moreover, they all require training the model with the full data to calculate
the fitness, leading to huge time complexity.

III ORIGINAL CONTRIBUTION

The main contributions of our paper are as follows: (1) We propose a model-agnostic feature selection framework
that can dynamically determine input features for time series prediction problems; (2) We present a GA-based
method to search for a near-optimal feature combination; (3) We design a training data generation strategy that
helps to reduce the training time while ensuring the accuracy of the prediction model; and (4) We perform extensive
experiments on a real dataset to evaluate the effectiveness of the proposed method.

IV METHODOLOGY

Our proposed method comprises a GA-based feature selector, a training data generator, and a prediction model.
GA-based feature selector and prediction model. We use each individual in the GA-based feature selector to
represent a feature combination. Therefore, the accuracy of the prediction model when utilizing the corresponding
feature combination determines an individual’s goodness. In each generation, the individuals with better fitness
remain while the others are removed from the population. By repeating these processes, the fitness values of the
population are improved over the generations. Finally, the individual with the best fitness value is selected.
Training data generator.We denote by S the length of the original training data set, and s the length of a sub-
dataset which is used to calculate the fitness of one individual. Note that s is a hyper-parameter that tradeoffs
between the training time and the prediction model’s accuracy. In general, the greater s, the higher the accuracy
but the larger the training time. The main purpose of the training data generator is to reduce the running time of
the framework while ensuring high prediction accuracy. For each individual A, we store all sub-datasets that have
been used to calculate the fitness of A. Specifically, let us denote by Dm

A the set of all datasets that have been used
to train the model for calculating the fitness of A until the m-th generation. Suppose Dm

A = {d1, ...,dm}, where di
is the sub-dataset used in the i-th generation. Now, we select the sub-dataset for A in the (m+ 1)-th generation
as follows. For each timestep t, i.e., t ranges from 1 to S− s+ 1, we determine a sub-dataset of length s starting
from timesteps t, and denote as dt

m+1. For each dt
m+1, we define its overlap degree with Dm

A as the total length of
segments overlapped by dt

m+1 and di (i = 1, ...,m). Finally, we choose the sub-dataset dt
m+1 whose overlap degree

with Dm
A is the minimum.

V RESULTS

We took PM2.5 prediction as the case study and evaluated the proposed approach regarding prediction accuracy
and time complexity. The experimental results showed that our approach improved the accuracy by at least 6.9%
up to 66.88% with an average of 28.32% compared to the existing ones. Moreover, by reducing the data size
used in calculating the fitness, we can shorten the time complexity by 25.67% to 85.34%. while the prediction
accuracy declines by only 2.97% on average. As a result, the framework could effectively work in any time series
forecasting problem, especially when the number of features is large.

VI EVALUATION

We evaluate the effectiveness of our proposed method concerning two metrics: training time and prediction accu-
racy. The prediction accuracy is evaluated by MAE (Mean Absolute Error); the lower the MAE, the more accurate
the prediction result. We aim to answer the following two research questions: (1) How much does our GA-based
feature selection method improve the prediction accuracy compared to existing approaches? and (2) How much
does our training data generation strategy can shorten the training time while assuring prediction accuracy?

VII CONCLUSIONS

This paper proposed a novel feature selection framework for time series prediction problems. The framework
can be adapted for problems that require dimension reduction and feature selection. Besides, when it comes to
explainable AI, our framework provides significant insights, which are guaranteed by the efficiency of genetic
algorithms, within a short amount of time.

REFERENCES

[1] JADHAV, S., HE, H., AND JENKINS, K. Information gain directed genetic algorithm wrapper feature selection
for credit rating. Applied Soft Computing 69 (2018), 541–553.

[2] ORESKI, S., AND ORESKI, G. Genetic algorithm-based heuristic for feature selection in credit risk assess-
ment. Expert Systems with Applications (2014), 2052–2064.

Reproduced with permission from Springer Nature 2Reproduced with permission from Springer Nature 162



DOI: https://doi.org/10.1007/978-3-031-21743-2_35

Keywords: GDPR, semantic parsing, logic representation

Learning to map the GDPR to Logic Representation on
DAPRECO-KB

Minh-Phuong Nguyen, Thi-Thu-Trang Nguyen, Vu Tran, Ha-Thanh Nguyen, Le-Minh Nguyen, Ken Satoh

{phuongnm,trangttn,nguyenml}@jaist.ac.jp,vutran@ism.ac.jp,{nguyenhathanh,ksatoh}@

nii.ac.jp

SIMPLIFIED TITLE

Construct a Semantic Parser that map the GDPR content to Logic Representation on DAPRECO Knowledge Base.

ABSTRACT

General Data Protection Regulation (GDPR) is an important framework for data protection that applies to all Eu-
ropean Union countries. Recently, DAPRECO knowledge base (KB) which is a repository of if-then rules written
in LegalRuleML as a formal logic representation of GDPR has been introduced to assist compliance checking.
DAPRECO KB is, however, constructed manually and the current version does not cover all the articles in GDPR.
Looking for an automated method, we present our machine translation approach to obtain a semantic parser trans-
lating the regulations in GDPR to their logic representation on DAPRECO KB. We also propose a new version
of GDPR Semantic Parsing data by splitting each complex regulation into simple subparagraph-like units and
re-annotating them based on published data from DAPRECO project. Besides, to improve the performance of
our semantic parser, we propose two mechanisms: Sub-expression intersection and PRESEG. The former deals
with the problem of duplicate sub-expressions while the latter distills knowledge from pre-trained language model
BERT. Using these mechanisms, our semantic parser obtained a performance of 60.49% F1 in sub-expression level,
which outperforms the baseline model by 5.68%.

I INTRODUCTION

General Data Protection Regulation1 is the regulation on protecting EU citizens regarding processing personal
data. The DAPRECO knowledge base is a repository of if-then rules representing the regulations in GDPR has
been introduced. DAPRECO KB uses the Privacy Ontology (PrOnto), which models legal concepts in GDPR
and provides additional concepts needed to represent the semantics of the legal rules in GDPR. The challenge of
constructing a semantic parser for logic representation on DAPRECO KB comes from its constraints in the legal
domain. To approach the challenging task, we split a complex GDPR statement into simple legal rules and then
build a model to generate a logical representation of these simpler rules, inspired by the research on Semantic
Parsing and Question Answering dealing with complex sentences.

II STATE OF THE ART

To our best knowledge, we are the first to construct a semantic parser mapping GDPR points to its logic repre-
sentation on DAPRECO KB. It is difficult to directly map a complex GDPR rule into its original logic expression
consisting of multiple logic formulae. To deal with the task of mapping a GDPR statement into its logic repre-
sentation on DAPRECO KB, we apply the solution of the Semantic Parsing task in Natural Language Processing
(NLP). With the approach using Intent Classification and Slot Filling, each logic representation is considered a
semantic frame with a defined set of intent and slot information. This method requires annotated data to contain
the label of slot information and intent type for each sample, which is difficult to extract from the GDPR data. A
more flexible approach is using Neural Machine Translation (NMT); the semantic parser can be adapted to any
logic representation syntax.

III ORIGINAL CONTRIBUTION

We constructed two versions of the GDRP Semantic Parsing dataset. The first version of the dataset (Original
data) consisting of 275 samples is constructed from the current version of the DAPRECO KB. One sample is a
pair of GDPR statements and their logic expression. To assist in solving the task of mapping a complex GDPR rule
into its logic expression, we constructed a second version of the dataset called Relaxation data. In this version, a

1https://gdpr-info.eu/
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complex sample is split into simple subparagraph-like units. We propose a Sub-expression intersection mechanism
to avoid duplicate sub-logic expressions in its logic formulae. We propose PRESEG (i.e., Predicate REtrieval &
Sub-Expression Generation) mechanism, which consists of two steps. First, we utilize the power of the pre-trained
language model BERT to retrieve well-relevant predicates. After that, we apply a Transformer-based NMT model
to generate sub-expressions for each predicate instead of generating the logic representation for the whole GDPR
statement, which results in a more correct syntax of logic representation.

IV METHODOLOGY

We use Transformer architecture as our strong baseline model. In our proposed mechanism, PRESEG, we utilize
the power of the pre-trained language model BERT to support the expression parsing process. The parsing process
is split into two steps: (1) Predicate Retrieval. This step uses a BERT retrieval model to generate a set of predicates
related to an input GDPR statement. In detail, we construct a vocabulary of predicates (V predicate) from the training
data, then fine-tune the pre-trained BERT model to predict the relation between text input and each predicate; (2)
Sub-expression Generation. With each predicate generated from the previous step, we concatenate it with the
GDPR statement to generate corresponding sub-expressions using the NMT model. After that, all generated sub-
expressions are combined to present the final expression.

V RESULTS

Our Sub-expression intersection mechanism effectively deals with the duplicate sub-expressions of DAPRECO KB
logic. By using this mechanism, the performance of the baseline model using the Transformer increases on both
two versions, Original and Relaxation data. By using the PRESEG mechanism on Relaxation data, our proposed
model achieved the highest score on the Relaxation data. It boosts the performance on full logic representation to
60.23%, F1 increased by 2.47% compared to the end-to-end baseline model using Transformer.

VI EVALUATION

To evaluate our proposed method, we use the F1 score in the sub-expression level which is computed based on the
precision and recall score of the output triples compared with the gold triples. Based on our observation, we found
that if the model can learn well the constraints between variables in each sub-logic expression according to each
predicate, the performance of our model can increase a lot. Therefore the problem of generating correct constraints
between variable and predicate requires important future work.

VII CONCLUSIONS

In this paper, we propose an effective semantic parser for mapping GDPR to the corresponding logic representation
on DAPRECO KB. Firstly, we create Relaxation data for this task by splitting and re-annotating the complex reg-
ulation. Secondly, we introduce the Sub-expression intersection mechanism to solve the problem of the generation
of duplicate sub-logic expressions. Last but not least, we demonstrate how PRESEG mechanism utilized the power
of the pre-trained language model BERT and the Transformer-based NMT model to generate the basic part in the
logic representations. Our semantic parser will be beneficial in tasks such as mapping other legal rules to logic
representations.
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ABSTRACT

In this paper, we propose an efficient algorithm, namely dMITP-Miner, for mining frequent maximal inter-transaction patterns 
(FMITPs). The proposed method uses diffset to store the information of patterns for efficiently min-ing FMITPs. In addition, 
we also proposed effective pruning strategies to help in reducing the search space to speed up the runtime and to cut down the 
memory usage. Experiments have been conducted to compare the effectiveness between the dMITP-Miner and the tMITP-
Miner method in terms of runtime and memory usage.

I INTRODUCTION

Our proposed algorithm has the following main contributions. We apply our proposed strategies presented in [1]
and [2], which help fast pruning infrequent 1-patterns. Then, dMITP-Miner algorithm applies those strategies to 
reduce the search space in order to quickly find all frequent inter-transaction patterns (FITPs) at the 1-pattern  
level with their tidsets. Next, the proposed algorithm uses DFS (Depth First Search) traversing to generate all 
FMITPs with their diffsets. The tidsets of FMPs are no longer used from the 2-pattern level onwards, diffsets are  
used to store the information of the patterns instead. Finally, experiments are conducted to prove the effectiveness 
between dMITP-Miner and tMITP-miner [3] algorithms in terms of runtime and memory usage.

II STATE OF THE ART

So far, many algorithms have been proposed for mining frequent maximal patterns of items occurring within  
transactions,  but  there is  no method for mining frequent  maximal patterns (FMPs) across transactions in the  
database. In this study, we propose an efficient algorithm, namely dMITP-Miner, for mining frequent maximal 
inter-transaction patterns (FMITPs).

III ORIGINAL CONTRIBUTION

One of the main types of condensed representation is frequent maximal patterns (FMPs). Although a set of FMPs 
is  a  subset  of  FPs,  it  still  has the necessary  properties  for  generating  essential  association  rules  and  helps 
significantly reduce the search space, computation time, and memory usage. So far, many methods have been  
proposed for mining FMPs, consisting of MaxMiner, DepthProject, GenMax, dGenMax, MAFIA, TDM-MFI, and 
INLA-MFP.

IV METHODOLOGY

We propose an efficient algorithm, namely dMITP-Miner, for mining frequent maximal inter-transaction patterns 
(FMITPs). The proposed method uses diffset to store the information of patterns for efficiently mining FMITPs.  
In addition, we also proposed effective pruning strategies to help in reducing the search space to speed up the  
runtime and to cut down the memory usage. Experiments have been conducted to compare the effectiveness 
between the dMITP-Miner and the tMITP-Miner in terms of runtime and memory usage.

V RESULTS

Many  applications of inter-transaction pattern mining have been developed in recent years, such as the inter-
transaction association rules used to predict stock market movements; the use of inter-transaction association  
rules  for  multi-dimensional  contexts  for  prediction  and  their  application  to  studying  meteorological  data;  
extended  inter-transaction  association  rules  to  a  more  general  form  of  association  rules,  called  generalized 
multidimensional inter-transaction association rules, that can predict the rules like “after McDonald and Burger 
King open branches, KFC will open a branch within two months, and between one and three miles away”; and 
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using inter-transaction association rules on financial market databases to develop an efficient application of profit 
rule mining based on the inter-day trading model.

VI EVALUATION

The algorithms applied in the experiments were written using Visual C# 2019 and tested on a computer with the  
following specifications: CPU Intel(R) Core(TM) i7-8565U processor @ 1.80 GHz, 20GB RAM, and running 
Windows 10. Experimental databases were downloaded from the Frequent Itemset Mining Dataset Repository 
(http://fimi.ua.ac.be/data). 

We compare the proposed algorithm, dMITP-Miner, with the tMITP-Miner algorithm, regarding the mining time 
and  memory  usage.  Through  the  experimental  evaluations,  we  varied  the  parameters  such  as  minSup,  and 
maxSpan,  in  order  to  accurately  assess  the  effectiveness  of  the  algorithms  used  in  the  tests.describe  main  
assumptions of a chosen method for evaluating your research (e.g. experiment, case study, etc.). Indicate, which 
criteria have been adopted in selecting this method. Describe which conclusions can be drawn from obtained 
results. The performance of the dMITP-Miner algorithm is better than that of the tMITP-Miner algorithm in terms 
of runtime and memory usage in the most cases.

VII CONCLUSIONS

In this paper, we proposed an efficient algorithm, dMITP-Miner, for mining frequent maximal inter-transaction  
patterns. The dMITP-Miner algorithm mines frequent maximal inter-transaction patterns based on the diffset to  
store mined patterns’ information, for reducing computational cost and speeding up mining time.
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ABSTRACT

Nowadays, IT students and professionals often need additional knowledge and skills to fulfill market requirements 
and to target their professional  goals to increase their  opportunities for growth. This study aims at leveraging a 
specific type of chatbot to offer intelligent and personalized advising learning services to job seekers as learners by 
providing information and recommendations of a learning path according to the market trends and learners’ profiles
. Firstly, a chatbot framework is developed based on a context-aware knowledge model and a recommendation 
method. Thus, the context-aware knowledge base and its instance were built by analyzing different data sources 
collected from professional social networks and online education platforms. Furthermore, the recommendation 
method defines how the chatbot responds to user messages based on the matching between the current job seekers’ 
skills and their career  interests. Concerning research evaluation, the effectiveness of the proposed framework is 
validated by measuring the algorithms.  Moreover,  some efficient  and  satisfactory  criteria  were analyzed and 
evaluated based on the user feedback from a survey.

I INTRODUCTION

Career counselling is very important for everyone's career path, especially in the higher education sector. Since it  
helps students understand what they need in each occupation, hence students can decide to follow the job that they 
feel the most suitable for their personality, interests, abilities, and situation. However, those services still have faced 
some key issues such as the followings: i) the final year students do not have the right career orientation after 
graduation, struggled with choosing the right career path, not sure whether their chosen major is suitable for their  
desired future job; ii) lack of adaptation of the study program to each student’s profile leads to a high dropout rate in 
universities because of losing motivation to learn. To explore this problem, our analysis was conducted in 2021 with 
2,860 questions raised by users in the IT field, on the three social websites (Quora, Stack overflow, Stack exchange) 
shows that the need for asking a learning path of a specific occupation is absolutely dominant (83.4%), following by 
requesting skills required for an occupation (5.1%). In the context of such increasing demand, there is a need for AI-
based solutions such as chatbots for offering career advice to IT professionals. Our study introduces an integrated 
model, which organizes the domain and context-aware knowledge for context-aware smart service systems [1]. It  
refines the architecture for chatbots and extends the knowledge representation models for a personalized career-
counselling service, which is based on learner skills. Based on this architecture, a specific type of chatbots is  
proposed,  called  ITCareerBot  for  offering  career-counselling  services  [2].  More  specifically,  ITCareerBot  is 
designed for learners where they can ask for different information such as for career-related courses to achieve a job, 
for skills gained after completing a course, for time to study a course, and for recommended resources of a specific 
course. The study includes several parts such as analyzing the data to identify requirements, designing the data 
model and system architecture, implementing chatbot functionalities, and validating the approach by analyzing user 
surveys and performance testing.

II STATE OF THE ART

Several  studies  are  conducted  to  develop  chatbot  applications  that  capture  and  handle  contextualization  and 
personalized content in different fields such as education, healthcare, and business transactions. They firstly focused on 
extracting context information, then presented them in two ways: using a knowledge model or a neural network model. 
Different methods are used to generate the responses such as machine learning models or pattern matching.  Concerning 
career-counselling chatbots [3], one intelligent career-counselling bot was built that supports the users’ decisions on 
their careers by advising on their future career. However, it has two limitations: i) the responses were built without 
personalizing the answers based on user profiles, and ii) no evaluation was carried out to show whether the chatbot was 
effective in the education environment. For this reason, this study aims at filling the gap by proposing an approach for 
building personalized chatbots for career-counselling services that considers the learner profile and context to provide 
individualized responses.
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III ORIGINAL CONTRIBUTION

The main contributions of the study are as follows: i) An integrated context-aware knowledge base comprises an 
occupation and skills model, a course model, and a context model and its dataset. The models allow sharing and  
utilizing context-aware knowledge in a large range of applications thanks to semantic web technology. The dataset is 
collected and analyzed from social IT professional networks and online education platforms, therefore it represents 
the job requirements of the IT industry; and ii) A recommendation method, which is integrated into the response 
generation process, considers the learners’ skills, occupation requirements, and course model to provide the relevant 
advising learning path to the learners. 

IV METHODOLOGY

The main research question of this study is “How to design and implement a personalized career-counselling  
chatbot based on a context-aware knowledge model?”. The exploratory research methodology is used to conduct 
the study to investigate the research question, which has not previously been studied in depth.  First, the study 
analyses the data collected from social networks combined with an experimental method on the basis of expanding 
the knowledge model in our previous studies. Thus, it proposes a solution for building a counselling chatbot in the 
IT domain that considers a personalization of responses when answering the user’s queries. This solution predicts 
the rating of a user for each targeted learning path concerning an occupation by using three combined factors: i) 
Weight of user skills covered in both the occupation and the learning path, ii) Weight of skills covered in both the 
occupation and the learning path, but have not yet been acquired by the user, and iii) Weigh of additional user skills 
not covered in the occupation.

V RESULTS

The key finding is a chatbot that is integrated a recommendation method to personalize learning paths for the IT 
field via a dialog fashion. It can serve as a framework to be potentially used in other domains by refining the  
knowledge base. In this case, the occupation model will be extended and the features of the context model and user 
model can be redefined to meet the new applications. 

VI EVALUATION

Experiments  are  conducted to  evaluate  the  chatbot  based on the  three  criteria:  Effectiveness,  Efficiency and 
Satisfaction. This effectiveness is related to the performance of the algorithms for user intent identification and entity 
extraction on user messages. To perform the test, the test set is randomly taken 20% and the remaining 80% is the 
training set. Precision, Re-call, and F-score are used to evaluate the performance of the models. The average  
precision, recall and F1-score results is always greater than 85%. The efficiency is judged through the relevance of 
the answer. A survey was conducted on 27 users who gave feedbacks after using the chatbot: the majority of users  
didn't or rarely found wrong answers from the chatbot (85.2%), and the answers match their expectation. The 
satisfaction is related to the ease of use, the ease of reading and understanding. The user feedback that was easily 
understood and the conversations were easy to follow. 

VII CONCLUSIONS

The proposed approach integrates a context-aware knowledge base and a recommendation method to generate the  
customized responses. The dataset was built based on the analysis of data collected from social and professional  
networks. The application of the approach can be integrated into e-learning or MOOC platforms which can be used 
in industries or educational institutes. It can be extended for other domains than the IT. Moreover, one of our future 
research projects aims at enhancing the approach for more complicated and elaborated counselling services, such as 
refining the recommendation method to take into account other context dimensions (e.g. time to learn a course,  
online/offline, course fee, etc.) to improve the responses. It is also foreseen to integrate the context-aware knowledge 
model with the current artificial intelligence techniques, such as deep learning and reinforcement learning, to create 
new contextual and more efficient career-counselling chatbots based on the current knowledge base.
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ABSTRACT

Fake news become a critical problem on the Internet, especially social media. During the worldwide COVID-19
epidemic, social networking sites (SNSs) are primary sources to spread false news, which are incredibly difficult
to detect and regulate them since they rapidly grow everyday. With multimedia technology advances, the content
of social media news now is manifested via various modalities, such as text, photos, and videos. Approaches that
learn the multimodal representation for detecting fake news have evolved in recent years. Additionally, there exist
diverse content domains in news platforms. Exploiting data from these domains potentially solve the data sparsity
problem as well as simultaneously boosting overall performance. In this paper, we propose an effective Deep Multi-
domain Multimodal Fake News Detection model for Vietnamese, v3MFND for short. Extensive experiments on a
real-life dataset reveal that v3MFND improves the performance of multi-domain multimodal fake news detection
for Vietnamese considerably. An ablation study is also carried out to evaluate the role of each individual modality
in the multimodal model.

I INTRODUCTION

Fake news detection becomes a significant and urgent issue that requires attention since the dissemination of fake
news over the Internet has become a modern scourge, especially through social networks in the news media.
Social media news now includes information in several modalities, such as text, images, and videos. The question
of how to learn a joint representation that includes multimodal information has sparked a lot of interest in the
scientific community. Furthermore, news platforms provide a variety of news in many domains in real-world
scenarios. Levering data from these domains may help alleviate the data sparsity problem while also improving
the performance of all domains. These mentioned points motivate us to exploit the fake news detection problem in
the direction of multi-domain multimodal methods for Vietnamese.

II STATE OF THE ART

II.1 Unimodal to multimodal fake new detection

Methods for detecting fake news have steadily progressed from unimodal to multimodal techniques in recent years.
SpotFake (Shivangi et al., 2020) is a multimodal framework for fake news detection using BERT. Song et al.(2021)
leverage an attention method to fuse a number of word embeddings and one image embedding to create fused
features, and then extract essential features as a joint representation. Generally, the modeling multiple modalities
is efficient to improve the fake news detection performance.

II.2 Multi-domain fake news detection

MDFEND (Quiong Nan et al.,2021) model uses domain gate to combine different representations retrieved by
mixture-of-experts in order to cope with multi-domain transfer and isolation. The limitation of MDFEND is just
use the text feature while ignoring the connected images in each news. For Vietnamese, Tuan, N.M.D (2021)
proposed a scaled dot-product attention mechanism to capture the relationship between text features extracted by
a pre-trained BERT model and visual features extracted by a pre-trained VGG-19 model.

III ORIGINAL CONTRIBUTION

We build a multi-domain, multimodal fake news dataset for Vietnamese named M2-ReINTEL up on the ReINTEL
dataset, whereby assigns domain names to news items. Subsequently, we propose a multi- domain, multi-method
fake news detection framework for Vietnamese named v3MFND using advanced deep learning models to extract
features for multi-modal data (text, images) and multi-domain data problem solving.
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IV METHODOLOGY

The v3MFND mainly consists of four components: pre-processing phase, modalities representation learning ,
fusion layer, and a classification layer. The experiments is implemented on dataset M2-ReINTEL including 4825
news, which only 3583 news have visual features. All of news are manually labeled with ten domains specifically
science, health, politics, education, economics, disaster, military, sports, entertainment, society. The difference
in fake/real labels, the quantity of articles between domains, and the heterogeneity in the number of photos all
contribute to this imbalance.

IV.1 Proposed model

Firstly, The input dataset is fed through a separate pre-processing phase for each modality. Text data will be
cleaned, normalized, then segmented using VNCoreNLP and tokenized using PhoBERT Tokenizer.

Secondly, instead of a vector representation of the text, we leveraged PhoBERT to extract word embeddings
contain textual information. In order to extract the news’ representations for multiple domains, we use multiple ex-
perts networks (TextCNN) in our model. Domain gate with the domain embedding as well as sentence embedding
also is employed as input to guide the selection process.

Later, the VGG-19 model is used to learn different visual features. We extract the output of the VGG-19
convolutional network’s second last layer, which is passed via a fully connected layer to obtain final visual repre-
sentation.

In the fusion layer, the two feature vectors received from separate modalities are fused together using a simple
concatenation approach. It is not only combines different visual features, but also reflects the dependencies between
textual features, visual features and meta-data in the same news. Additionally, we also conducts experiments with
some other combination methods besides concat, which are addition and average.

Lastly, the final feature vector of the news is fed into the classifier, which is a Multi-layer Perception network
with a SoftMax function to make prediction. The fake news detector’s purpose is to determine whether or not the
news is fake, the loss function is set to Binary Cross-Entropy.

We conducted experiments using M2-ReINTEL on all 10 domains and the 5 domains with the largest amount
of labels due to the imbalance of data regarding domains and labels. After tuning the proposed model on various
settings to find the optimal value, the final settings are found separately for each of the above experiments. We
report AUC-ROC as the performance measure.

IV.2 Baseline

We seek to compare against two baseline models namely MDFEND (multi-domain model) and SpotFake (multi-
modal model). Additionally, we conduct more experiments to evaluate the role of metadata, which is also mined
by any competing teams at VLSP Shared Task 2020 in the model. We also examine different fusion operations,
such as average, concat and sum in our model.

V RESULTS

In the experiment for 10 data domains, MDFEND and v3MFND give better overall results than the SpotFake
model. In addition, with the use of more metadata in the v3MFND model, the model not only ineffective, but
also reduced the performance of the model. Besides, in the v3MFND model, in most domains, the ’concat’ fusion
gives higher results than other fusion methods. The MDFEND model scored 0.9753 and 0.9548 in the Disaster and
Social domains, respectively, whereas v3MFN scored 0.9294, which was lower than MDFEND’s 0.0254. (2.6%).
The SpotFake model received the highest score of 1.0 in the Ecocomics domain. The rationale is similar to that of
Education and Health.

In the experiment for 5 most popular domians, our proposed model v3MFND as concat fusion gives the best
results on most domains and on the entire evaluation set. Specifically, on the Disaster, Social, Economics and
Health domain, the v3MFND model achieved 0.9754, 0.8858, 1.0 and 1.0, respectively, with the AUC–ROC
measure. As for the entire evaluation set, the v3MFND model reached 0.9375.

VI EVALUATION

From the above results table, we can also see that MDFEND and v3MFND models with multi-domain problem
handling give better results in most domains and overall better results than SpotFake model. In addition, with the
use of more metadata on the v3MFND model, the overall performance of the model was reduced, but on some
domains such as Politics, our model gave the highest result with a precision of 0.9583

VII CONCLUSIONS

Multi-domain multimodal fake news detection model can be applied to social networking or digital news sites,
helping to warn users. Early automatic fake news detection helps prevent the spread of misinformation, which
leads to unintended consequences, especially in specialized data domains
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ABSTRACT

Multi-tiered persistent storage provides a logical view where all available storage is distributed over a number of
levels of different speeds and capacities. Efficient scheduling of parallel data transfers in multi-tiered persistent
storage is a significant problem for pipelined data processing. This work considers a class of database applications
implemented as sequences of operations that transfer data between persistent storage tiers. We show how to
partition the sets of data transfers to reduce the number of conflicts when data transfers are performed in parallel.
The paper proposes the new rule-based algorithms for allocating parallel data transfer to the processors to minimize
total processing time. The new algorithms evenly distribute the workload among the processors and reduce their
idle times. We describe a number of experiments that validate the efficiency of parallel data transfer plans generated
by the algorithms presented in the paper.

I INTRODUCTION

In a multi-tiered view, data are distributed over many different levels of persistent storage with various capacities
and performance characteristics. Data processing in multi-tiered persistent storage is performed while data are
transferred between the levels. These are simultaneously running data processing applications that compete for
access to the highest levels, where the performance of input/output operations is the best. Efficient resource
allocation and scheduling in multi-tiered persistent storage is a significant challenge for efficient storage utilisation
[1]. In this work, we look at the problem of efficient scheduling of parallel data transfers [2, 3] between the levels
of multi-tiered persistent storage.

II STATE OF THE ART

Our earlier research contributed to the invention of automated performance tuning plans with materialisation and
indexing of a single layer of multi-tiered persistent storage. In the following research, we proposed a new resource
allocation algorithm over multiple layers of multi-tiered persistent storage and presented a new method to discover
the query processing plans for predicted workload using a new cost model.

This paper presents new algorithms for efficient resource scheduling of parallel data transfers between the
levels of multi-tiered persistent storage. We consider a pipelined data processing model wherein streams of data
simultaneously pass through processors located in the nodes of an acyclic-directed graph. The processors read
multiple data streams, perform operations on data, and output the data to the following processors in the pipelines.
We assume that data can be simultaneously read and written from/to the different multi-tiered persistent storages.
Thus, whenever it is possible, the processing of data is performed in parallel.

III ORIGINAL CONTRIBUTION

The research contributions of the paper are the following:

1. Database applications are implemented as sequences of operations on data. We show how to convert the
sequences of operations into sets of data transfers between the levels of multi-tiered storage.

2. We show how to partition the sets of data transfers to reduce the total number of conflicts between the data
transfers.
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3. We propose new rule-based algorithms for the allocation of data transfer to the processors to minimise total
processing time, to evenly distribute the workload among the processors, and to reduce the idle time of the
processors.

4. We show how the pipelined data processing model can be efficiently implemented in a multi-tiered persistent
storage model.

IV METHODOLOGY

In this paper, we have created a new rule-based algorithm for the efficient scheduling of parallel data transfers
through the application of a methodology called Combination of Scheduling Rules (CSR). The scheduling rules
are systematically added to the algorithm one by one. Each time a new rule is added to the algorithm, we conduct
performance evaluations to estimate the improvements and to identify potential weaknesses. The weaknesses of
the algorithm identified at one step contributed to the creation of a new scheduling rule in the next step. CSR is a
mixture of theoretical and experimental approaches to the scheduling of parallel data transfers. This methodology
allows for the addition of more scheduling rules for handling special cases whenever necessary.

V RESULTS

The application of CSR approach with the Shortest Processing Time (SPT), First Come, First Served (FCFS),
Random scheduling (R4), and Optimal Resource Allocation Plan ORAP scheduling rules required 256 time units
to process the given datasets. On the other hand, the application of SPT, FCFS and R4 scheduling required 287,
286, and 311 time units, respectively. The Optimal Allocation Plan requires 250 time units. In summary, the
application of our scheduling rules yields results close to the optimal one. A combination of scheduling rules
yields better results in most experiments than the other existing scheduling methods. However, the algorithm
presented in the paper does not always generate the optimal solution. Unfortunately, the generation of optimal
plans takes too long to be used in practice. For example, in an extreme case, the time spent on finding the optimal
solution can be longer than the processing time of all tasks. Thus, the algorithm compromises the quality of the
parallel data transfer plans and the time spent on generating such plans.

VI EVALUATION

For the experiments, we created 12 testing datasets. To create a dataset, we found an optimal solution first, then
reverse-engineered an optimal solution to generate a set of queries and a set of sequences of transfers. The opti-
mal solution, Optimal Resource Allocation Plan (ORAP), was created by arranging several transfers on available
processors such that the allocation was well-balanced on those processors and there were no idle times.

We used several scheduling methods for each dataset and compared the resulting processing time. The existing
scheduling methods are Shortest Processing Time (SPT), First Come, First Served (FCFS), and Random scheduling
(R4). The proposed method, CSR, balances the current workload among many processors and minimises both the
idle time of the processors and the overall transfer time.

VII CONCLUSIONS

The various persistent storage devices available on-site or in the clouds constitute the global multi-tiered view of
persistent storage. Therefore, the outcomes of this research can be used for managing the cloud and distribution of
resources across the world.
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Detecting Sensitive Data with Neural Networks

ABSTRACT

The article presents a method of document anonymization using generative adversarial neural networks. Unlike
other anonymization methods, in the presented work, the anonymization concerns sensitive data in the form of
images placed in text documents. Specifically, it is based on the CycleGAN idea and uses the U-Net model as a
generator. To train the model we built a dataset with text documents with embedded real-life images, and medical
images. The method is characterized by a very high efficiency, which enables the detection of 99.8% of areas
where the sensitive image is located.

I INTRODUCTION

Many entities and private persons want to protect their data against leakage. It can be information about both
health and company secrets, e.g. research works. The subject of the processing of sensitive data is also extremely
important in the context of EU regulations, e.g. Directive 95/46/EC of the European Parliament and of the Council
of 24 October 1995 on the protection of individuals with regard to the processing of personal data and on the free
movement of such data and the criminal and financial liability of persons creating and processing such collections
of information. It is also worth noting that the theft of sensitive data may be used to assess the health condition of
politicians or other decision-makers. We present a system for detecting documents containing sensitive data, also
in the cases where they are intentionally hidden there.

For obvious reasons, the classification of data into one of two classes: with and without sensitive data must be
automatic. In a situation where nowadays even small entities process gigabytes of information daily, a human is
not able to manually verify the content of processed files. In this article, we propose a solution that fully automates
this process based on machine learning techniques. The task facing the system is to detect and remove sensitive
data from the documents being processed. It is based on the CycleGAN idea and uses the U-Net fully convolutional
neural model as a generator. To train the model we built a dataset with text documents with embedded real-life
images, and medical images.

II STATE OF THE ART

Currently, anonymization with the use of neural networks is used primarily to detect specific phrases in the text.
Unlike the text, we will not analyze the context of the text, but the actual information contained in a visual form
of images. The detection of sensitive data such as the human face has been very well developed, among others,
thanks to the vast amount of data available on social network channels. In the studies cited, very good results were
achieved with the use of convolutional neural nets. Our work is aimed at detecting the places of occurrence of
sensitive data, such as: results of magnetic resonance imaging, X-rays, etc. However, in the case of this type of
data, we usually encounter the problem of small amounts of data available for training. One of the ways to improve
the operation of classification algorithms is by generating synthetic data on the basis of the available set [6]. In our
research, we tackle the presented problem differently. We want a generative adversarial neural network (GAN) [3]
to be able to distinguish between sensitive data itself. To put it simply, the GAN is supposed to generate images
without sensitive data.

The presented solution is based on the CycleGAN network model [9]. In its original application, the network
was designed to convert graphic images. Among other things, they trained the model to convert horse images to
zebra images, and city landscapes at night to city landscapes by day. The great advantage of CycleGAN is that this
model can be trained without paired examples, i.e. it does not require sample photos before and after conversion
to train the model. For example, it is not necessary to provide the same image of a horse turned into a zebra. The
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model architecture consists of two generator models: one generator (GeneratorA) for generating images for the
first class (ClassA) and a second generator (GeneratorB) for generating images for the second class (ClassB):

GeneratorA→ ClassA (documents requiring anonymization),
GeneratorB→ ClassB (documents that do not require anonymization).

Generator models perform image translation, which means that the image conversion process depends on the input
image, particularly an image from another domain. Generator-A takes an image from ClassB as the input and
ClassB takes an image from ClassA as the input:

ClassB→ GeneratorA→ ClassA,
ClassA→ GeneratorB→ ClassB.

Each generator has its own dedicated discriminator model. The first discriminator model (DiscriminatorA) takes
the true images from ClassA and the generated images from GeneratorA and predicts whether they are true or
false. The second discriminator model (DiscriminatorB) takes the true images from ClassB and the generated
images from GeneratorB and predicts whether they are true or false. The discriminator and generator models are
trained in an adversarial zero-sum process, much like normal GAN models. Our solution uses also the U-Net model
[7] as a generator, which was initially used, inter alia, to detect neoplasms in medical images. The architecture
stems from the so-called “fully convolutional network” [5].

Generators learn to cheat discriminators better, and discriminators learn better to detect false images. Together,
the models find equilibrium during the training process. In addition, generator models are regulated not only to
create new images in the target class, but also to create translated versions of the input images from the source
class. This is achieved by using the generated images as input to the appropriate generator model and comparing
the output image with the original images. The transmission of the image by both generators is called a cycle.
Together, each pair of generator models is trained to better recreate the original source image, which is referred to
as cycle consistency.

III ORIGINAL CONTRIBUTION

Our solution uses the CycleGAN network model [9] and the U-Net model [7] as a generator with data structure
described in the next section.

IV METHODOLOGY

The training sequence was built on the basis of text documents with embedded medical data. Now we will describe
the input data. The training string for the GAN requires two classes of objects — that require anonymisation and
do not require anonymisation. The non-anonymised part contained only a grayscale image obtained from a text
document (e.g. WORD, PDF) along with random images from the ImageNET dataset [2] inserted in random
places. The part requiring anonymisation was additionally provided with data in the form of X-ray images and
computed tomography. The image was saved as a JPEG file with a size 1024 × 1024 pixels. The portion of
documents that did not required anonymisation did not contain images from the ImageNET database. For any
document, the size of the image could not be greater than 80% of the width and height, and less than 20%. The
inserted images were additionally scaled by a random factor.

The output of the GAN is also a grayscale image with a size of 1024 × 1024 pixels. In the GAN model, the
discriminator as the evaluating part of the generator is also important.

In the conducted research, synthetic data requiring anonymisation were inserted in random places. The network
in the learning process retrieved document scans without inserted sensitive images as ClassA. As ClassB, the
network received documents with sensitive (e.g. medical) images.

On the basis of the conducted research, the network, apart from detecting the document with the newly gener-
ated sensitive image, was able to remove the sensitive image from text documents without losing such elements as
a stamp or a barcode.

To prepare input data with sensitive medical objects we used our own X-ray images and images taken from the
datasets described in [4], [1] and [8]. Eventually, the composition of the training dataset was as follows:
the number of files without images: 20,100,
the number of files with images from the ImageNet: 15,000,
the number of files with sensitive medical images: 15,000.

V RESULTS

Through the operation of the GAN structure and the proprietary solution of inserting medical photos into the
content of various text files, the first class of documents (containing sensitive data) was defined, which consisted
of 30,000 graphic files. The second class of documents was created by artificially generating graphic files on the
basis of the public ImageNET database (a total of 30,000 randomly selected files) of files.

The first discriminator model (DiscriminatorA) takes the true images from ClassA and the generated images
from GeneratorA and predicts whether they are true or false. The second discriminator model (DiscriminatorB)
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takes the true images from ClassB and the generated images from GeneratorB and predicts whether they are true
or false. The discriminator and generator models are trained in an adversarial zero-sum process, much like the
standard GAN models. An extremely interesting feature of the trained GAN network, as described above, is that
it can be used to remove sensitive medical data (a kind of graphical anonymisation). The percentage of correctly
selected sensitive data was 99.8%. The percentage of incorrectly selected insensitive data was 29.3%. That was
calculated based on the number of similar pixels.

VI CONCLUSIONS

We proposed a method to anonymise documents using generative adversarial neural networks and fully convolu-
tional networks. The anonymisation concerns sensitive data in the form of images placed in text documents. It is
based on the CycleGAN idea and uses the U-Net model as a generator. To train the model we built our own dataset
with real-life MS Word and PDF text documents with embedded real-life images, and medical images. The method
is characterized by a very high efficiency, which enables the detection of 99.8% of areas where the sensitive image
is located.
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ABSTRACT

This article evaluates the efficiency and performance of both clustering algorithms: an agglomerative hierarchical
clustering AHC (with various linkage options and distance measures) and the K−Means algorithm. We assess the
quality of clustering using Davies-Bouldin and Dunn cluster validity indices. Our goal is to compare and analyze
outlier detection algorithms depending on the applied clustering algorithm. We also wanted to verify whether the
quality of clusters without outliers is higher than of those with outliers. In our research, we compare the LOF
(Local Outlier Factor) and COF (Connectivity-based Outlier Factor) algorithms for detecting outliers (selecting
1%, 5%, and 10% of the most outlier instances in a given dataset). Next, we analyze how clustering quality has
improved after excluding such outliers. In the experiments, three real datasets were used with a different number of
instances. We wanted to investigate whether it is essential what clustering algorithm and outlier detection method
we will use? Our goal was to check whether the clustering parameters impact the obtained clustering results. To
the best of our knowledge, no research would combine these issues in one study.

I INTRODUCTION

Data clustering is one of the most effective tools for dealing with large amounts of data. When there is a lot of
data, we cannot manage it or extract valuable knowledge. By creating clusters of similar data, we naturally divide
large datasets into homogeneous groups, which allows us to quickly search for groups of objects best suited to
what we are currently looking for. Clusters have got representatives reflecting the cluster’s content. As we search
only within the representatives of these clusters, we may omit the most relevant data even if they exist in this
dataset. That is why it is essential to verify the quality of the clusters. There are many possible quality indices
for measuring the quality of created clusters. We decided to use the two most popular: Dunn and Davies-Bouldin
indices. Intuitively, if there are natural data clusters (well-separated data) in the dataset, the clustering quality
should be high and easy to achieve. When the dataset contains outliers, the clustering process is more complicated
and time-consuming and does not guarantee that the partition made is optimal. It affects the clusters undoubtedly.
The clustering quality of the dataset should be higher after removing the outliers. We decided to test two clustering
algorithms with different parameters because, as we know, they always have a significant impact on clustering
quality. Our goal is to check which clustering parameters create clusters with better quality, which method of
detecting outliers causes outliers to be detected and whether the input data affects the effectiveness of detecting
outliers and improves the quality of clusters after removing outliers. Does the character of the input data influence
the effectiveness of the clustering process or outlier detection process? Finally, we will confirm that the more
outliers we detect, the more the quality of the clusters improves.

II STATE OF THE ART

In the literature, we can find many papers on either the comparison of the k−Means and the AHC algorithm,
different distance measures or methods of combining clusters, methods of detecting outliers, or finally, methods of
analyzing the quality of clustering. None of them answered the questions introduced in this paper.

III ORIGINAL CONTRIBUTION

The original contribution of the authors of this work is the implementation of clustering algorithms with outlier
detection algorithms for datasets containing potential outliers and cluster quality analysis. This study assesses the
quality of the clusters (using dedicated indices for assessing the quality of the clusters) before detecting potential
outliers in the data and after their extraction from the knowledge base. The study also aimed to assess the impact
of clustering parameters and deviation detection on the quality of clusters. The research confirmed that the quality
of the clusters improves after removing the deviations.

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 176



IV METHODOLOGY

The experiments aimed to check the impact of clustering algorithms, clustering methods, and selected distance
measures on the effectiveness of outlier detection, measured by the cluster quality assessment. Our methodology
is based on the following steps. First, we cluster all objects in a given dataset and then discover potential outliers.
Such outliers are excluded from the dataset, and the remaining objects are clustered. We compare the cluster
quality assessment for the whole dataset and the dataset without discovering outliers. We used two indexes for
cluster quality assessment: Dunn and Davies-Bouldin indices. We performed experiments on three different real
datasets. We changed the number of detected outliers three times, using 1%, 5%, and 10% of the entire dataset as
the number of outliers. Six hundred eighty-six experiments were performed in total. In the case of the K-Means
algorithm, the K parameter was changed (various numbers of clusters, depending on the size of the set). In the case
of the AHC algorithm, the method of combining clusters (singles, complete, average) and a measure of distance
(Euclidean, Chebyshev) was changed. This should be multiplied by experiments for the LOF and COF methods
and three different values of the outlier numbers, i.e., 1%, 5%, and 10%.

V RESULTS

The thesis that if the dataset contains outliers, it affects the quality of the clusters was confirmed. By removing
the outliers we are able to form good-quality clusters from the data. We will also reduce clustering time (as there
is no longer any difficulty in a cluster formation). Consequently, the better quality of the created clusters means
better-quality of the discovered knowledge. The conducted research concludes that the COF algorithm contributes
more often to the improvement of the quality of clusters than LOF after removing the deviations indicated by these
algorithms. Considering the clustering algorithms, it turns out that the K−Means algorithm responds much more
often, eliminating outliers by improving the quality of clusters, which is probably because it is much less resistant
to the appearance of outliers in the set than the AHC algorithm.

VI EVALUATION

The research confirmed the original assumption that the more outliers we remove from the set, the better the quality
of the clusters would be. However, an essential conclusion seems to be that the type of input data significantly
affects the results achieved: the quality of the clusters created for data containing potential outliers.

VII CONCLUSIONS

Potential applications of clustering and outlier detection algorithms are extensive. We still need to discover new
knowledge in such essential areas of life as medicine or the economy (business). This would not be possible
without unsupervised learning algorithms, of which the best examples are clustering algorithms. We have a lot of
data in a specific field, and we want to extract valuable knowledge from them. We need data analysis tools that will
be able to create good cluster quality (consistent) and discover unusual data as potentially interesting information
worth further analysis.
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SIMPLIFIED TITLE

NDVI clustering for precision agriculture.

ABSTRACT

This research studies the possibility of applying data mining methods to determine homogeneous management 
zones in fields sown with cereals. For the study, satellite images of two fields in the East Kazakhstan region were  
used, obtained by the Sentinel-2 satellite in different periods of time (images of the first field were obtained from  
May to September 2020, images of the second field - from May to August 2021). Based on these images, a dataset  
of seasonal NDVI values was formed for each field. Four different clustering algorithms were applied to each of 
the datasets,  the clustering results were visualized and rasterized as color maps, which were then offered for 
comparison  and  verification  by  an  expert  agronomist.  Based  on  the  expert  review,  recommendations  were 
formulated for determining zones of homogeneous management.

I INTRODUCTION

In this research, we apply cluster analysis to the normalized difference vegetation index (NDVI) data obtained 
because of processing a series of satellite images of fields sown with grain crops in the East Kazakhstan region in 
the seasons of 2020-2021. Our motivation is to provide farmers with an accessible yet accurate and sustainable 
method for identifying homogeneous management areas in the field based on this approach. To this end, we study 
four clustering algorithms: K-means, K-medians, Hclust, Dbscan, and verify the results obtained.

II STATE OF THE ART

One of the works relevant to our study delimits management zones using clustering methods based on NDVI data,  
soil  characteristics,  and  long-term crop  yields  [1].  In  our  study,  we  use  four  clustering  algorithms  to  delimit 
management zones. The k-means algorithm is one of the popular iterative data clustering methods; it is fast and  
efficient to use. The literature describes many examples of applying this algorithm to NDVI indicators [5, 6, 4]. The 
k-medians algorithm is a modification of the k-means algorithm. To calculate the centroids of clusters, not the 
arithmetic mean but the median is used, due to which the algorithm is considered more resistant to outliers [8]. The  
Hclust  algorithm implements  hierarchical  clustering  in  the  R  environment  [3].  The  DBSCAN algorithm is  a 
relatively young method compared to the clustering algorithms listed above. It was first published in 1996 [2], while, 
for example, k-means was developed in the 1950s [7]. The idea of the DBSCAN algorithm is to search for high-
density zones, i.e., defining clusters as zones with a close arrangement of points.

III ORIGINAL CONTRIBUTION

Our contribution is in a proposed clustering model and an R code for homogenous fertility zone identification.

IV METHODOLOGY

In our study, we use pixels (field points) as clustering objects and NDVI values by season dates – as features. For  
clustering,  we use four well-established algorithms:  k-means,  k-medians,  Hclust,  and Dbscan.  We analyze 4 
clusters, of which 3 clusters define zones of high, medium, and low fertility, and one cluster is technical for points 
outside the field. Our study is experimental and can be used as a simple and cheap technology from the point of  
view of reproduction, available to small agricultural farms.

V RESULTS

Our results apply directly to the determination of uniformity zones in an agricultural field for which satellite  
imagery of vegetation is available.
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VI EVALUATION

Our methods have been manually evaluated by an agronomist, and as historical data accumulates, the evaluation  
can be automated.

VII CONCLUSIONS

In this article, we assessed the possibility of using clustering methods to identify fertility zones in the cultivation 
of grain crops using wheat as an example. In our experiments, the most stable behavior was demonstrated by the  
k-means and hclust algorithms, and of these two algorithms, the expert agronomist preferred fertility maps based 
on the hclust algorithm. The k-medians algorithm showed very high instability due to such parameters as the 
descent rate and the descent step. The dbscan algorithm requires further, more profound research regarding the 
choice of the parameter, which is obviously closely related to the statistics of the original data. In addition, the 
proposed methodology requires numerical verification, and in our future work, we plan to evaluate the correlation 
between fertility assessment and yield in each of the field zones.
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Correcting OCR Errors in a Polish Corpus of Scientific Abstracts

ABSTRACT

The paper explores the idea of detecting and correcting post-OCR errors in a corpus of Polish scientific abstracts
by first evaluating several available spellchecking approaches and then reusing one of the rule-based solutions to
eliminate frequent errors most likely resulting from technical problems of the OCR process. The fine-tuning con-
sisted in removing word breaks, rejecting corrections which change the case of the output, removing unnecessary
spaces between word segments and restoring Polish letters replaced with spaces whenever the correction resulted
in a valid Polish word. The obtained system proved competitive with language model-based solutions.

I INTRODUCTION

The process of OCR (optical character recognition) may result in errors due to many factors such as poor paper
quality, wear of printing press or damage caused during use. In spite of applying various compensation mechanisms
already during image processing and text recognition, many errors may still remain.

This is also the case with The Polish Open Science Metadata Corpus (POSMAC), a new source of scientific
articles (abstract and full texts) acquired from the Polish Library of Science and included in the set of CURLICAT
corpora [2]. The corpus contains over 142 thousand files with over 55 million words dated between 1934 and 2020,
coming from over 900 Polish scientific journals and books, in most cases scanned and OCR-ed. Since the texts
have been recognized in various periods, by various teams and methods, they can still contain many errors.

II STATE OF THE ART

We reviewed several recent spellcheckers for Polish:

• SPELLER — a spellchecker integrating LANGUAGETOOL (the most popular error correction tool for Polish,
a multilingual grammar, style, and spell checker), SPACY (a robust Python natural language processing
library) and AUTOCORRECT (another multilingual spelling corrector in Python)

• SYMSPELL — a spellchecking service which also provides multi-word correction and word segmentation of
noisy text

• ED 3 PL [3] — a tool developed for the most recent spellchecking task for Polish at PolEval 2021 evaluation
task [1]

• grammar and spellchecking tools integrated with Microsoft Word and Google Docs (although not intended
for interactive use).

III ORIGINAL CONTRIBUTION

We proposed a solution which builds on the results of an existing spellchecker adjusted to scientific texts by:

• removing word breaks

• rejecting corrections which change the case of the output

• removing unnecessary spaces between word segments

• restoring Polish letters which were replaced with spaces due to technical problems of OCR systems.
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IV METHODOLOGY

We defined two priorities for the process of correcting errors. Firstly, we would like to eliminate errors while not
introducing the new ones. This means concentration on precision rather than recall (following the rule: “correct as
much as you can but only when you are certain that the change will not result in an error”). Secondly, corrections
need to be applied automatically. These requirements define our setup: we need to reuse or construct a spellchecker
for Polish which is oriented on precision and is not interactive.

V RESULTS

We started with comparing existing solutions. Their accuracy was sufficiently high (ranging from 85.79 to 96.50)
but precision of even the best solution (70.54) was not satisfactory.

The qualitative error analysis showed that low results were partially caused by specifics of scientific texts. Sys-
tems frequently (and incorrectly) corrected technical terms, person names and punctuation in citations or foreign
fragments.

Then we created a new system based on SPELLER by making several rule-based adjustments to its corrections
to eliminate false positives such as keeping all uppercase words unchanged (since scientific texts contained many
named entities). Some corrections required a dictionary lookup. For this purpose we used the list of over 5 million
unique Polish inflected word forms after joining two largest electronic dictionaries for Polish. The dictionary was
used for example in glueing word segments which were incorrectly separated or adding missing Polish letters
which were lost in the process of OCR.

VI EVALUATION

Several metrics are used to evaluate spellcheckers, such as word error rate. But still, the most common metric is
classification accuracy which we decided to use as our main ranking criterion. We tested the system on a subset of
POSMAC corpus by counting true and false positives and negatives, We compared word-aligned original samples,
manually corrected samples and system output. Then values of precision, recall and accuracy were calculated.

We created the development set, used to define categories of errors, from 1000 randomly selected sentences
from the POSMAC corpus. The categories were: missing diacritics, missing or extra chracters, unnecessary spaces,
typos, words glued together, uppercase instead of lowercase (or the other way round), excessive punctuation,
replacement of two close letters etc. Then we created the evaluation set by selecting another set of sentences from
the corpus and performed their manual correction until we reached the number of 500 errors.

VII CONCLUSIONS

Spellcheckers can be used to correct errors made by users but also by computer systems processing or generating
texts. Our solution, fine-tuned for correcting OCR errors in scientific texts, may be further adjusted to correct
specific categories of errors in different journals or periods.
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SIMPLIFIED TITLE

Development of an end-to-end Kazakh speech recognition system

ABSTRACT

Architecture end-to-ends are commonly used methods in many areas of machine learning, namely speech recog-
nition. The end-to-end structure represents the system as one whole element, in contrast to the traditional one,
which has several in-dependent elements. The end-to-end system provides a direct mapping of acoustic signals in
a sequence of labels without intermediate states, without the need for post-processing at the output, making it easy
to implement. Combining several end-to-end method types perform better results than applying them separately.
Inspired by this issue, in this work we have realized a method for using CRF and CTC together to recognize a
low-resource language like the Kazakh language. In this work, architectures of a recurrent neural network and a
ResNet network were applied to build a model using language models. The results of experimental studies showed
that the proposed approach based on the ResNet architecture with the RNN language model achieved the best CER
result with a value of 9.86% compared to other network architectures for the Kazakh language.

I INTRODUCTION

Today the end-to-end model became widespread, which trains the components of the traditional model simultane-
ously without isolating individual elements, representing the system as a single neural network. Different ANN
architectures can be used at all recognition stages, making it effective in terms of performance compared to other
popular methods.
The E2E system realizes direct reflection of acoustic indicators in a sequence of marks without intermediate states,
which does not require further processing at the output. These processes make the system easy to implement. There
are several basic types of E2E models, such as connectionist temporal classification (CTC) [1], encoder-decoder
with attention models, and Conditional Random Fields (CRF). E2E models require a large amount of speech data
for training, which is problematic for languages with limited training data. And one of these languages is the
Kazakh language. The Kazakh language has an agglutinative character, in which the dominant type of inflection
is agglutination, opposite to the inflectional one. Some research works have shown that the combined use of E2E
models like CTC and attention can be trained from start to finish, while this combination gave a very good result,
which almost came close to the accuracy of the human level [2]. Based on these studies, we study the end-to-end
system of the joint CTC and CRF models.
In this research, we have built a hybrid model based on two end-to-end methods, CRF and CTC, for Kazakh speech
recognition.

II STATE OF THE ART

Conditional Random Fields (CRF) is a model that allows you to combine local information to predict the global
probabilistic model from sequences [3]. This model is considered to be a kind of Markov random field. It proposed
an algorithm for estimating parameters for conditional random fields and showed that CRF has a greater advantage
over HMM and MEMM (maximum entropy Markov models) for natural language data. In many types of research
the CRF model was applied to assess the measurement of accuracy in the problem of phonetic recognition, as well
as the accuracy of detecting boundaries between them. The results show that when using transition functions in
the CRF-based recognition structure, recognition performance is significantly improved by reducing the number
of phoneme deletions.
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Currently, the most common in speech recognition are linear and segmental CRF (linear chain and segmental
CRF) models. This model is often used to solve the problems of marking and segmenting sequences. Other works
demonstrated an implementation of CTC-CRF E2E models. For the experiment, Chinese and English tests, such
as Switchboard and Aishell, were applied, thus obtaining the most modern results among the existing end-to-end
models with fewer parameters and competitihttps://www.overleaf.com/project/636201b3ef5b98da3ed3e08dve in
comparison with the hybrid models DNN-HMM. The reviewed works show us that the joint use of E2E models
developed the productivity of the ASR system than using them separately.

III METHODOLOGY

The CTC function is used to train a neural network in sequence recognition. CTC eliminates the need for data
alignment and allows for quite a few layers, a simple network structure to implement a model that maps audio to
the sequence of utterances.
Conditional Random Field (CRF) is a discriminative undirected probabilistic graphical model. In contrast to
the Markov model of maximum entropy, this method does not have a label bias problem. CRF and its various
modifications have applications in natural language processing, computer vision, and speech recognition.
The CTC model was modified; it uses monotonic alignment between speech and tag sequences and trains the
network quickly. Besides, the proposed model will be effective in recognizing speech in long sequences if training
takes place in short training data. In addition, CTC helps speed up the process of assessing the desired alignment
without the help of rough estimates of this process, which is labor-intensive and time-consuming.

IV RESULTS

For experiments, corpus of speech for the Kazakh language was taken with a total volume of speech data 300
hours, with 90% of the audio data used for training and 10% for model validation. End-to-end models with
different variations of neural networks were implemented, as well as the implementation of models separately and
jointly.
Audio recordings with transcription from news sites in the Kazakh language, audiobook sites, which is 1600
separate phrases of different speakers and none of the speakers was used simultaneously in both parts. The end-
to-end model, when using the CTC function without a language model, reached a CER of 17.45% and a WER of
29.01% (see Fig.2). Integration of the external language model into the CTC end-to-end system improved the CER
and WER indicators by 13% and 18%, respectively. Our joint model of CTC and CRF with ResNet architecture
showed good results without the use of LM, and CER reached 11.57% and WER - 18.32

V EVALUATION

And after adding the language model, the model slightly improved its quality, by almost 1.5%. From obtained
results we can see that the models using the ResNet network showed the best result in terms of the coefficients of
correctly recognized words and characters.

VI CONCLUSIONS

The work considered the joint end-to-end models CTC and CRF for recognizing Kazakh speech. To implement
this model, RNN variations were applied, such as LSTM and BiLSTM, as well as the ResNet. Convolutional
neural networks were used for feature extraction. The practice works were conducted using the Kazakh language
corpus with a volume of 300 speech hours, and the result demonstrated that the system could achieve high results
using the ResNet and the use of RNN-based language model. Decoding based on these models does not increase
the computational cost, and due to this, the decoding speed does not slow down. Thus, the best CER indicator
reached 9.86%, which is a competitive result today. The proposed method is flexible enough and does not require
conditional independence of variables. In addition, we can realize that the proposed model can be used to recognize
other languages with limited training data, which are part of the Turkic languages.
Now, we target to study insertion-based models for recognizing agglutinative languages.
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SIMPLIFIED TITLE

Web analytical dashboard for scholars

ABSTRACT

Information about scientific research can be represented on interactive science maps, which can yield insight into  
scientific activity at different levels of organization: micro, meso and macro. There are many examples at the  
meso or macro levels, i.e., research fields. But the micro level – individual analysis - is rather rarely considered in  
academic writing or app design. The authors designed and tested a web application, Scientific Visualizer,  to 
illustrate an individual’s scientific activity, which became a basis for a wide-ranging analysis. The visualizations 
generated by software will  aid researchers in management of their  own career,  as well  as planning effective  
communication  and  collaboration.  The  authors  also  have  discussed  their  own  approach  to  constructing  a 
disciplinary space of publications based on the current classification of science. They added to scholarship on 
software and its application in academic community.

I INTRODUCTION

The developers of data visualization software prioritize macro analyses dedicated to data on big groups of users 
or global economic, politic processes. Individual researchers however need to analyze the literature patterns of  
own scientific activity. There is no opensource tool which would allow for the complete analysis of a single  
scholar’s output. The micro level – individual analysis is rather rarely considered in academic writing or app  
design To redress this lack, the authors designed a Web application – Scientific Visualizer, dedicated to micro,  
i.e. individual analysis of scholars’ output and for scholars. The goal was not only to make the analyses available, 
but to also develop ways of visualizing data such that the scholars would understand the data in new ways, 
impossible in a traditional formats.

II STATE OF THE ART

Currently we may distinguish five types of data analysis in relation to academic publishing: 1) quantitative, 2) 
geospatial, 3) temporary, 4) network, i.e. collaboration between people, and 5) contextual that is relies on different 
approaches  towards  topic  extraction.  Bibliographic  metadata  derived  from  scientific  literature  provide  these 
analytical contexts. The results are visualized on science maps, which can deliver an essential patterns of  social, 
intellectual and technological structure of science and of its evolution. Taking the multidisciplinary approach and 
various topologies of output space, it is possible to specify research interests of particular researchers on science map.

III ORIGINAL CONTRIBUTION

A predefined list of academic journals were the scholars publish their results was mapped onto 2D representation  
using the novel and effective in the case of current database algorithm. Using given visualization, the authors  
proposed to calculate  the “coverage area” for each scholar analyzed. The appropriate measure Multidisciplinary 
Area of Scientific Interests (MASI) was defined by disciplinary space of researchers’. One should be calculated the 
distances from the density center of each research paper published in a journal assigned to a given discipline(s).  
Moreover the authors’ application provides many overlapping contexts of analyses.
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IV METHODOLOGY

As  the  source  of  data  a  university  bibliographic  database  (called  Expertus)  was  used.  Apart  from  standard 
bibliographic metadata describing particular entities: authors, publications, journals and publishers, the record notes 
how many points the Ministry of Science and Higher Education has awarded to a journal. As a referential dataset the 
authors  used  a  list  of  32,681  journals  (both  international  and  national),  ascribed  to  selected  disciplines  and 
knowledge domains. According Polish Science Classification, there are 46 disciplines and 8 domain areas. Thus, 
the data matrix 32,681 × 46 was constructed to represent disciplinary proximity of journals. Next for dimension 
reduction and visualization t-SNE (t-distributed stochastic neighbour embedding) was applied as an appropriate 
algorithm for science mapping.

Obtained science map provided visualization of scholar’s articles in relation to overall disciplinary space. The  
extrinsic nodes of articles form multidisciplinary area of scholars interests. MASI coverage area was calculated 
within the polygon due to given visualization by using Monte-Carlo algorithm. 

The above method is applied in the Web application dedicated to particular scholars. The application is based on 
the D3.js library - a set of very popular open JS scripts.  Additionally, the series of another measures originated 
from visualizations are proposed and implemented in the Scientific Visualizer.

V RESULTS

This paper presents a web application – Scientific Visualizer that visualizes and analyses an individual’s scientific  
output as an alternative to commercial tools: Scival or InCites. The scholars can study several contexts.  The  
timeline  charts  allow  the  researchers  to  analyse  the  dynamics  of  their  publishing.  The  visualizations  of 
collaboration patterns yield information regarding the researcher’s network, as well as the networks of their co-
authors. The graph of geospatial patterns – an innovation in science mapping – gives the researcher a general  
overview of the dissemination of their work across the world. The tag cloud, as always, provides an immediate 
insight unavailable by other means. 

Aside from the basic statistical  measures (the mean, the yearly count),  a series of new nonlinear parameters  
including quantification of muldisciplinary scope was proposed.

VI EVALUATION

Evaluation  of  MASI  parameters  was  carried  out  using  a  multi-case  study.  Several  examples  of  particular 
scientists’  having  various  specialization  and  interests  were  chosen.  As  we  can  see,  MASI  can  be  a  basic  
component of analytical framework. Due to this approach we can identify the shape of the researcher’s interests 
space, and to quantify it.

VII CONCLUSIONS

Web application is available at local university website and any scholar can use it for visual analyses as well as  
planning future both national and international collaboration. Besides the scholars, management staff of particular  
department is interested in using proposed measures and calculations for evaluating purposes. 

Our web application Scientific Visualizer offers a visualization framework which can resemble Google Analytics 
dashboard but provides many more possibilities than any commercial platform. 
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SIMPLIFIED TITLE

Location-based Social Networks analysis with social multi-role by hypergraph embedding.

ABSTRACT

Location-based social networks (LBSNs) have become more and more popular in the recent years. The typical
LBSN platforms such as Foursquare, Facebook Local or Yelp allow the user to share their daily digital footprints
in the form of check-ins with other people in different communities. The dynamic between users’ social context
and their mobility plays an important role in LBSN, e.g. users potentially participate with their friends in the same
activity. The social interaction also demonstrate in the form of multi-role context, as each user may experience
different activities with each particular community. Existing representation learning for LBSNs analysis often fails
to fully capture such complex social pattern. In this paper, we propose a representation learning model in which
the multi-role social interaction can be captured simultaneously with the mobility information. More specifically,
the model first applies a ”persona” decomposition process, where each user node is splitted into several pseudo
nodes presenting for his social roles. The process then learns multiple presentations for each persona that reflect
the corresponding role by maximizing the collocation of nodes sampling on input user-user edges (friendships) and
user-time-POI-semantic hyperedges (check-ins). We conduct experiments on 5 real-world datasets with 7 state-of-
the-art baselines to demonstrate the robustness of our model on downstream tasks such as friendship suggestion
and location prediction.

I INTRODUCTION

Location-based social networks (LBSNs) such as Facebook Local, Foursquare, Yelp, Brightkite and Gowalla have
emerged in the recent years [1]. LBSNs allow the users to share their daily experiences to other people by the
check-ins, each includes a location (a.k.a point of interest (POI) such as university, plaza, supermarket), a specific
timestamp, a semantic category (e.g. attending class, working out or shopping). LBSNs data contain rich socio-
spatial properties of user activities. Existing techniques have not fully exploited the multi-context nature of LBSNs.
In LBSNs, the user nodes associate with other key modalities including spatial pattern (POI nodes), temporal
pattern (time nodes), and semantic pattern (activity nodes) in the check-ins, results in a high-order modal. In this
work, we address the problem of analyzing LBSNs through learning representation for network nodes that capture
at the same time multi-role social context and mobility dynamic of the users.

II STATE OF THE ART

Given the great benefit of LBSNs analysis, a rich body of researches has been proposed to model the social
interaction to user mobility. Traditional techniques design hand-crafted features extracted from either user mobility
data (e.g. co-location rates) or user friendships (e.g. Katz index to investigate the impact from one on the other.
Such approaches often require significant human effort and domain knowledge as well as lack of generalizability to
different applications. Recent techniques leverage the advances in graph representation learning to embed the nodes
into low-dimensional embedding spaces that automatically capture the users mobility and social context, based on
the original graph topology and nodes’ attribute. However, these approaches simplify the complexity of LBSNs by
first breaking the hyperedges into smaller classical edges, then apply the existing representation learning technique
for classical graph. Such transformation process might involve information loss and performance degradation.
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III ORIGINAL CONTRIBUTION

In this work, we propose a Multi-Role Social Interaction aware embedding framework for LBSN (MR-LBSN),
where we leverage hypergraph embedding to capture the at the same time multi-role social context and mobility
dynamic of the users. We propose a multi-context hypergraph embedding method for LBSNs that captures simul-
taneously both friendship and check-ins information. We specially design a persona decomposition algorithm that
considers at the same time user context scope and check-in assignment for persona nodes. We integrate user multi-
role context and user mobility under the same modal by combining persona transition and check-in exploration
simultaneously in the random walk process. We develop a social multi-role aware embedding that leverage the
sampled random walks to integrate simultaneously the check-in and friendship information.

IV METHODOLOGY

We evaluate the performance of the techniques on two important downstream tasks: friend suggestion and POI
recommendation. For the former task, we leverage the embedding similarity between the users to determine
whether they are potential to make friend in the future, then evaluate the result using five metrics: precision, recall,
F1-score and nDCG to the top-K predicted friendships [3]. For POI recommendation, for a set of (user, time,
semantic) as the query, we choose the POI that having the closet embedding as the result, then apply Hit@K to
evaluate the result [2].

V RESULTS

Our technique is able to capture at the same time multi-role social context and mobility dynamic of the users, as
well as their correlation. For friend recommendation task, which relates to users’ social context, our technique
can recognize the ranked candidate list to recommend for the users, which is an essential and popular use case
in real-world application. Also, our representations can be used to retrieve better POI recommendation, given a
specific user, time and category.

VI EVALUATION

There are some detailed evaluation of our technique and other baselines:
+ Friendship suggestion task:

• MR-LBSN achieved the gain of nearly 50% in Precision and F1-score compared to the best baseline.

• MR-LBSN achieved slightly less significant improvement as for precision and F1-score, but still reached an
average enhancement of 21.35%.

• For the nDCG@k metric, our techniques outperforms other baselines by 15-30% in all five datasets.

+ POI recommendation task:

• MR-LBSN achieved an average improvements of 30.23% in Hit@5 and 28.46% in Hit@10 to the best base-
line, LSBN2Vec.

• The inappropriate use of both social relationship and mobility information was less effective that using only
the mobility data.

VII CONCLUSIONS

In this paper, we propose a LBSN hypergraph embedding technique that captures the holistic interactions of multi-
role social context and user mobility. The technique can be used to better analyze LBSN and enhance the down-
stream tasks such as friend recommendation and POI suggestion. In the future work, we would want to explore
mobility dynamic patterns such as sequential effects, cyclic effects, which are crucial for LBSN analysis [1].
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Tracking Student Attendance in Virtual Classes Based on MTCNN and FaceNet.

ABSTRACT

All classes are held online in order to ensure safety during the COVID pandemic. Unlike onsite classes, it is
difficult for us to determine the full participation of students in the class, as well as to detect strangers entering the
classroom. Therefore, We propose a student monitoring system based on facial recognition approaches. Classical
models in face recognition are reviewed and tested to select the appropriate model. Specifically, we design the
system with models such as MTCNN[2], FaceNet[1], and propose measures to identify people in the database.
The results show that the system takes an average of 30 seconds for learning and 2 seconds for identifying a new
face, respectively. Experiments also indicate that the ability to recognize faces achieves high results in normal
lighting conditions. Unrecognized cases mostly fall into too dark light conditions. The important point is that the
system was less likely to misrecognize objects in most of our tests.

I INTRODUCTION

The Covid pandemic is spreading globally and significantly affecting all areas of life, including education. Many
universities have switched from onsite instruction to online not to disrupt learning. However, it is difficult for
teachers to observe the status of students in class as well as detect strangers appearance. From that problem, we
propose a system based on facial recognition to identify and track students in the classroom. The system can be
practically implemented in onsite classes and works on several online platforms. This system also facilitates the
monitoring of students at the university, restricts strangers, and assesses student participation in courses. External
factors such as illumination, posture, expression, glasses, and hairstyle are problems we solve by evaluating state-
of-the-art methods to build a powerful and stable system.

II STATE OF THE ART

A face recognition system includes three main components, which are face detection, feature extraction, and face
recognition.

II.1 Face detection

Popular face detection methods include Viola-Jones, the histogram of the directional gradient (HOG), and Single-
Shot Detector(SSD). Although these methods give fast execution speed, the accuracy is not really good in many
situations

II.2 Feature Extraction

Linear discriminant analysis (LDA), principal component analysis (PCA), Scale-invariant feature transform (SIFT),
and local binary sampling method (LBP) are feature extraction methods that many people know, but they are not
powerful enough for the feature extraction task for face classification.

II.3 Face Recognition

After extracting features from the face, methods like Correlation filters (CF), convolutional neural networks (CNN),
and k-nearest neighbors (K-NN) are usually applied in order to solve the face classification problem based on those
features.
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III ORIGINAL CONTRIBUTION

We survey and evaluate the state-of-the-art approaches, then choose the most suitable models for the proposed sys-
tem to achieve high accuracy with an acceptable execution time that makes the system work in real environments.
We also make adjustments to match the reality of the context. Training should be quick and straightforward to
implement for new faces.

IV METHODOLOGY

We evaluate the advantages and disadvantages as well as conduct experiments of existing models and methods
in face detection and face recognition to be able to meet the requirements we have set for our system in terms
of accuracy and execution speed. After selecting, we combine these models into a complete system and evaluate
the entire system. Moreover, we also assess the system’s capability in a real online classroom held on the Zoom
platform.

V RESULTS

Through evaluations, we choose MTCNN[2] for face detection and FaceNet[1] for feature extraction to build our
system, which has the experiment results that are also quite good. A comparison experiment between MTCNN and
SSD on FDDB (Face Detection Dataset and Benchmark) shows that although SSD is faster, MTCNN still gives
higher accuracy with acceptable speed. For the experiment on the famous people dataset, the system gives pretty
good facial recognition results of people in the data set and people not in the data set with high accuracy. Moreover,
when testing the system in an online classroom held on the Zoom platform, most students were recognized, except
for a few whose webcams were too dim.

VI EVALUATION

Experiments are performed on datasets of faces based on two main criteria: accuracy and execution speed. Models
suitable for the system must have high accuracy while ensuring the execution speed needs to be achieved in real-
time to be able to apply in practice.

VII CONCLUSIONS

Face recognition is one of the highly applicable problems. We focus on learning methods to solve this problem and
apply it to the student monitoring system in the classroom. The implementation of the system helps teachers track
students as well as detect intruders, especially in online classes. We have selected algorithms to integrate into the
system through surveys and analysis of methods. In particular, two methods are considered the core for the system
to work well. They are the MTCNN algorithm to identify face area and FaceNet to recognize a face. We have also
adjusted and added measures such as cosine similarity to increase the ability to identify faces the database. The
system can be integrated into online classroom platforms directly for use.
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SIMPLIFIED TITLE

En-SeqGAN: An Efficient Sequence Generation Model tailored towards Attacking URL Classifiers.

ABSTRACT

Generative Adversarial Networks (GANs) are recently used to generate URL patterns to fool the phishing URL
classifiers. Some of these works use Wasserstein GAN (WGAN) to generate domain samples for deceiving phish-
ing URL detectors. However, WGAN-based models are designed to work mainly on continuous data and cannot
capture the diverse set of patterns in a URL sequence. In order to overcome this issue, we propose En-SeqGAN
which works on discrete data to generate full URL sequences. The proposed model is based on the standard Seq-
GAN with the addition of entropy regularization to encourage the model to produce diverse URL samples. Several
intensive experiments are done to prove that the URL samples generated by the proposed model can evade the
gray-box phishing detectors of LSTM and Random Forest. The efficiency of gray-box attack by En-SeqGAN on
these URL classifiers outperforms both methods of SeqGAN and WGAN. Moreover, En-SeqGAN can generate
well-structured URL samples with various URL sequence lengths.

I INTRODUCTION

The growth of the World Wide Web (WWW) has attracted the attention of cybercriminals who use the web to
spread malware to compromise the networks of individuals and organizations. URLs are effective means of phish-
ing attacks, with the two most common types being email spoofing, and fake websites.

One of the recent popular methods of attackers is to use GAN networks to generate URL samples sophisticated
enough to fool classifiers. Recent works try to generate some part of a URL string, such as its domain or its feature.
The current problem of generating full URL sequences in recent works is that the generated URL strings might
not have a standard URL structure. One of the main reasons is the difficulty in balancing between the diversity of
the generated patterns and the relationship between each character in a URL string. In order to tackle this issue, in
this work, an efficient discrete GAN model, named En-SeqGAN, is proposed. It is the extension of SeqGAN with
additional entropy regularization in the objective function of the policy gradient training.

II STATE OF THE ART

GAN-based models have been proposed in several works to generate URL samples for deceiving the classifiers.
Basically, GANs are used to generate (1) domain names in URL and (2) full URL strings. The models of Domain-
GAN , WGAN, DeepDGA, etc., are for domain name generation. Other works try to generate a text string as a
URL string, but the generated results do not present the standard structure of a URL string. Moreover, in these
works, there is a lack of detailed evaluations of the quality of the generated URLs.

III ORIGINAL CONTRIBUTION

The contributions are as follows:
- Introduce En-SeqGAN model, a Sequence Generation Model which utilizes Entropy Regularization in its

objective function.
- Propose a new pipeline that contains two scenarios to evaluate the efficiency of the proposed En-SeqGAN

model.
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IV METHODOLOGY

In this work, we apply SeqGAN [1] model and make a certain improvement to it. SeqGAN in origin uses Policy
Gradient with REINFORCE [2] to train the generator while the discriminator is a classifier to discriminate real
and generated text and provides reward signals for the generator updates. The samples generated by SeqGAN rely
on an appropriate number of times for Monte Carlo search to update the generator and maximize the expected end
reward. But when SeqGAN focused on maximizing the reward, the framework might ignore the possibilities to
explore more diverse samples. In order to apply SeqGAN to generate complete and well-structured URL strings,
entropy regularization is added to the objective function of SeqGAN. This improved SeqGAN helps to fool URL
classifiers in an effective way while maintaining the diversity of the character patterns in the URL string.

V RESULTS

Table 1: Number of samples in training set and classifier accuracy.

Model β value Set A (%) Set B (%) Set C (%)
LSTM RF LSTM RF LSTM RF

Baseline
N/A

97.00 71.92 95.67 77.72 96.71 78.03
WGAN 85.64 99.99 87.53 99.99 95.74 99.99

SeqGAN 80.79 45.20 80.72 39.20 92.35 30.75

En-SeqGAN
7e-3 68.00 28.30 78.85 27.15 88.51 45.34
1e-2 71.36 38.50 69.19 33.40 84.96 27.86
2e-2 60.63 16.83 83.12 20.52 85.53 25.76

As shown in Table 1, our proposed method outperforms WGAN, SeqGAN and Baseline evaluations. For set
A, with the LSTM classifier, the detection accuracy of our proposed method is lower than other methods, from
approximately 36% (compared to the Baseline method) to 25% (WGAN) or 20,16% (SeqGAN). The experimental
results with RF are better than LSTM for all cases. The detection accuracy of our En-SeqGAN is only 16.83%,
which is much lower than other methods. At the settings of B and C, En-SeqGAN gains better results in comparison
with other ones at both LSTM and RF classifiers, and the distinguishability of RF is much lower than LSTM
classifier. Overall, the detection results gained from the proposed method tend to increase with the number of
testing samples.

VI EVALUATION

The defensibility of the classifiers is evaluated on phishing URLs generated by GANs. It is calculated by the
number of correctly classified URLs over the total number of URLs, or Accuracy.

In order to evaluate the distribution of the URL samples generated by GANs, we perform an Ngram Analysis
on different GAN model by calculating and analyzing the bi-gram distributions of the first 30 bi-grams for each
GAN model. On order to evaluate the structure of URL strings generated by GANs, we consider two criteria that
penalize the structural properties of an URL, which is the Top-Level Domain score and Parsing Score. The results
show that WGAN bi-gram distribution is much different from the training set compared to the ones of SeqGAN and
EnSeqGAN. En-SeqGAN has a more uniform bi-gram distribution than SeqGAN due to the entropy regularization.

This encourages En-SeqGAN to generate more diverse URL strings. On the small and medium training size
(set A and B), the adding entropy regularization has negative effects in modeling the URL structures, which leads
to our En-SeqGan model having a lower Parsing score than the standard SeqGan model. On the large training (set
C), our proposed model starts to learn the URL structures and has a better score than the standard one.

VII CONCLUSIONS

From our results, ones could benefit their defend mechanism against other gray-box attack frameworks. Since the
generated samples from our proposed method are full-length URL strings, these URLs could be used, and analyzed
to enhance various URL defend frameworks.
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SIMPLIFIED TITLE

A communication-efficient distributed approach to road traffic monitoring

ABSTRACT

Road traffic monitoring is one of the essential components in data analysis for urban air pollution prevention.
In road traffic monitoring, background subtraction is a critical approach where moving objects are extracted via
facilitating motion information of interest to static surroundings, known as backgrounds. To work with various
contextual dynamics of nature scenes, supervised models of background subtraction aim to solve a gradient-based
optimization problem on multi-modal sequences of videos by training a convolutional neural network. As video
datasets are scaling up, distributing the model learning on multiple processing elements is a pivotal technique
to leverage the computational power among various devices. However, one of major challenges in distributed
machine learning is communication overhead. This paper introduces a new communication-efficient distributed
framework for background subtraction (CEDFrame), alleviating the communication overhead in distributed train-
ing with video data. The new framework utilizes event-triggered communication on a ring topology among workers
and the Partitioned Globally Address Space (PGAS) paradigm for asynchronous computation. Through the new
framework, we investigate how training a background subtraction tolerates the trade-offs between communication
avoidance and accuracy in model learning. The experimental results on NVIDIA DGX-2 using the CDnet-2014
dataset show that the new framework can reduce the communication overhead by at least 94.71% while having a
negligible decrement in testing accuracy (at most 2.68%).

I INTRODUCTION

Road traffic is one of the primary sources contributing to urban air pollution. Therefore, road traffic monitoring is
an appealing application in computer vision in which background subtraction or change detection is a significant
approach to motion analysis in video processing. The technique aims to segregate desired objects, called fore-
grounds, from the background scenes. The backgrounds are devoid of moving elements which are not of interest
to the system (e.g., streets, houses, trees).

II STATE OF THE ART

The typical attention of background subtraction is to speculate underlying scenes’ properties by presenting learning-
based models that are basically grounded on learning towards collected data [1]. One of the most popular ap-
proaches to achieving the generalization of multi-modal data is to formulate background subtraction as probabilis-
tic estimation for prediction in which an optimal model is obtained by performing the gradient-based method with
a large-scale of training samples. Besides concerns on accuracy due to the incompleteness of data, performing a
model learning on a great deal of sampling data requires an appropriate scheme of resource usage that takes ad-
vantage of computational parallelism among leading-edge processing units to gain highly efficient model learning.
As the scales of training datasets and model sizes increase dramatically, one of the popularly-used approaches is to
decompose the mini-batch learning into multiple concurrent optimization pipelines. In this context, data exchange
between processing units potentially imposes a significant overhead, degrading the effectiveness of computing
tasks.

Distributed machine learning has become a pivotal research field, in which communication-efficient algorithms
are proposed to diminish communication overhead among parallel processing units and maintain a high ratio of the
computation to communication. There are two typical strategies towards communication-efficient systems: Asyn-
chrony and Communication-efficiency. In both theoretical analysis and applicable implementation, accommodating
these two approaches simultaneously in distributed training of deep neural networks imposes a critical trade-off
between model accuracy and communication-avoidance. Background subtraction is a specific problem where we
need to cope with a large scale of contextual dynamics encountered by moving objects on various camera scenes
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or video sequences. Communication efficiency in distributed training towards this research area is indispensable
to achieving a scalable learning model.

III ORIGINAL CONTRIBUTION

To gain insights into the trade-off between model accuracy and communication-avoidance, we have proposed
a new asynchronous, server-free and communication-efficient framework for training a background subtraction
model. Our framework leverages event-triggered control to reduce communication among processing elements
(PEs) in a ring topology, and exploits asynchrony to eliminate synchronization overhead in model training. With
this framework, we have enabled investigating the balance between accuracy and communication-avoidance for
distributed background subtraction.

IV METHODOLOGY

First, we have developed a new framework named CEDFrame capable of transforming traditional centralized back-
ground subtraction models to communication efficient distributed schemes for investigating and optimizing the
trade-off between accuracy and communication avoidance towards decentralized training. The framework adopts
an event-triggered scheme [2] to regulate the amount of message transmission across various control thresholds.
We have leveraged the Partitioned Globally Address Space (PGAS) paradigm for asynchronous computation while
utilizing computational capability of GPUs to accelerate computation in model training. Delegating communica-
tion and computation to CPUs and GPUs respectively, we have tailored the design of the frameworks to utilize the
computational capability and the memory of large training systems.

Second, based on the new framework, we have introduced a new communication-efficient decentralized al-
gorithm for background subtraction named Distributed Motion Segmentation (D-MoSeg). We have employed
the framework to train a background subtraction model to examine the generalization of the model across multi-
contextual dynamics with respect to the effect of communication avoidance.

V RESULTS

We have conducted experimental evaluation of the new algorithm on a state-of-the-art AI server NVIDIA DGX-2.
Experimented on CDnet-2014, a large-scale database of video sequences for background subtraction with various
scenarios, the proposed framework can reduce the communication overhead by at least 94.71% while having a
negligible decrement in testing accuracy (at most 2.68%).

VI EVALUATION

We have employed our framework to train a compact neural network for multi-modal background subtraction in
a distributed fashion across various visual dynamics. We have performed the evaluation on a NVIDIA DGX-2
server with two Intel Xeon Platinum 8168 CPUs (24-core, 2.7 GHz), 1.5TB of memory and 16 NVIDIA Tesla
V100 GPUs. The framework has been implemented with UPC++, a PGAS library, and PyTorch C++ API.

VII CONCLUSIONS

Road traffic significantly contributes to urban air pollution, and therefore road traffic monitoring is a crucial com-
ponent in air pollution prevention. This paper has introduced a communication-efficient distributed approach to
road traffic monitoring based on background subtraction. Background subtraction is a specific problem where data-
driven models cope with varying scenes for multi-contextual generalization. However, as training datasets scale
up, communication overhead emerges as a bottleneck in distributed models. This research has introduced a new
framework CEDFrame to transform traditional centralized background subtraction models into communication-
efficient distributed models. The framework utilizes an event-trigger method and asynchronous communication to
reduce the communication overhead. Using the new framework, we have developed a new communication-efficient
decentralized algorithm for background subtraction D-MoSeg. The experimental evaluation on a large-scale video
dataset has showed that our new framework could significantly reduce communication while having a negligible
decrement in training and testing accuracy. For future work, examining the effect of stragglers and the staleness of
model parameters during training is potential research.
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Neural Inverse Text Normalization for Low Resource Scenarios

ABSTRACT

Neural inverse text normalization (ITN) has recently become an emerging approach for automatic speech recog-
nition in terms of post-processing for readability. In particular, leveraging ITN using neural network models
has achieved remarkable results instead of relying on the accuracy of manual rules. However, ITN is a highly
language-dependent task that is especially tricky in ambiguous languages. In this study, we focus on improving
the performance of ITN tasks by adopting the combination of neural network models and rule-based systems.
Specifically, we first use a seq2seq model to detect input sentences’ numerical segments (e.g., cardinals, ordinals,
and date). Then, detected segments are converted into written form using rule-based systems. Technically, a major
difference in our method is that we only use neural network models to detect numerical segments, which are able
to deal with the low resource and ambiguous scenarios of target languages. Regarding the experiment, we evaluate
different languages to indicate the advantages of the proposed method.

I INTRODUCTION

ITN is one of the Natural language processing (NLP) tasks of transforming the written form into spoken form.
The conventional approach for addressing ITN is rule-based systems, for instance, finite state transducer (FST)
based models. The major problem with this approach is the scalability problem, which requires complex accurate
transformation rules [3]. Recently, NN-based models, typically seq2seq, have achieved high performances and
become state-of-the-art models for the ITN problem [2]. In this regard, the data-hungry problem (i.e., low resource
scenarios) is an open issue that needs to take into account for improving performance. Furthermore, due to the
significant difference between written and spoken forms, handling numbers correctly is a central problem in this
research field. In particular, to be able to read the numeric values, the models should be worked on both consecutive
tasks such as recognizing the parts that belong to numeric values and combining those parts to precise numbers.
In this study, we take an investigation to improve the performance of Neural ITN in terms of low resources and
ambiguous scenarios.

II STATE OF THE ART

Pusateri et. al. [1] presents a data-driven approach for ITN problems with a set of simple rules and a few hand-
crafted grammar to cast ITN as a labeling problem. Authors in [2] propose a combination of transformer-based
seq2seq models and FST-based text normalization for data preparation. Although can be able to overcome common
recoverable errors, all of them do not consider ITN problems under data-hungry and complex data scenarios.

III ORIGINAL CONTRIBUTION

The main contributions of our method are two folds: i) We propose a novel hybrid approach by combining a
neural network with a rule-based system, which is able to deal with ITN problems in terms of low resources
and ambiguous scenarios; and ii) the proposed method is evaluated with different language such as English and
Vietnamese with promising results.

IV METHODOLOGY

IV.1 General Framework

We propose a novel hybrid model using seq2seq neural network and rule base systems. In the first stage, each
sentence is put into a transformer-based seq2seq model for detecting numerical segments by using tag ¡n¿ and ¡/n¿,
in which n represents numerical classes. Then, a set of rules is employed to convert tokens, which be wrapped by
tag to number, into the written form. Otherwise, all parts of a sentence, which are not in the tag are conserved.

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 194



Essentially, NN is only utilized for distinguishing which is in the number and which is not. After that, when the
model has candidates for numbers, they are transformed into the correct form by the set of rules.

IV.2 Training Model

We implement two training models which are RNN-based and transformer-based seq2seq models. For the RNN
model, we employ a bi-LSTM as encoder and an LSTM as decoder, respectively.

IV.3 Rule-based Systems

The output of NN models with detected segments is transformed into the written form using a set of rules. With
each numerical token, we used the word2number1 python package1 for converting spoken numbers into written
numbers. We also extended the tool in order to handle negative cardinals and larger numbers and construct the
extra modules for reading the number, which belongs to other classes such as MEASURE, DATE, PHONE, and
TIME.

V EVALUATION

Tab. 1 shows the comparison results of our experiments on the test set, which bold parts are the best results. Based

Dataset English Vietnamese
100k 200k 500k 1m 100k 200k 500k 1m

RNN 0.7405 0.7909 0.7706 0.7959 0.6422 0.6794 0.6921 0.6777
Transformers 0.7048 0.7919 0.8558 0.9138 0.6755 0.7201 0.7447 0.7594
RNN (our) 0.8334 0.8353 0.8377 0.848 0.7019 0.7144 0.718 0.711
Transformers (our) 0.741 0.8188 0.8394 0.8933 0.6774 0.7286 0.7667 0.7885

Table 1: Comparison of models on test set with BLEU scores. Bold texts indicate the best results.

on the reported results, there are several assumptions can be concluded as follows:

• Our method outperforms baseline models in the case of low resource scenarios (i.e., 100k and 200k) and is
able to achieve competitive results in the case of higher resources (i.e., 500k and 1000k) with the English
language.

• For the Vietnamese language, our method is able to achieve the best results in all cases.

• Recurrent-based seq2seq models with attention achieve better performance compared with Transformer in
the case of low resource scenarios. Meanwhile, Transformer-based models are able to achieve the best results
by increasing the number of training samples.

VI CONCLUSIONS

In this study, we introduce a new method for the neural ITN approach. Specifically, the difference from previous
works, we divide the neural ITN problem into two stages. Particularly, in the first stage, neural models are used to
detect numerical segments. Sequentially, the written form is extracted based on a set of rules in the second stage.
In this regard, our method is able to deal with low-resource scenarios, where there is not much available data for
training. Furthermore, we showed that our method can be easily extended to other languages without linguistic
knowledge requirements.
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Segmentation of Brain Tumors on the medical images based on generative adversarial network

ABSTRACT

Analysis of medical image is a useful method that can support doctors in medical diagnosis. The development
of deep learning models is essential and widely applied in image processing and computer vision. Application of
machine learning and artificial intelligent in brain tumor diagnosis brings an accuracy and efficiency in medical
treatment field. In this research paper, we present a method for determining and segmenting the brain tumor region
in the medical image dataset based on 3D Generative Adversarial Network (3D-GAN) model. We first explore the
state-of-the-art methods and recent approaches in such field. Our proposed 3D-GAN model consist of three steps:
(i) pre-processing data, (ii) building an architecture of multi-scaled GAN model, and (iii) modifying loss function.
The last our contribution is creating an application to visualize 3D models that representation of medical resonance
brain images with the incorporation of the chosen models to determine exactly the region containing brain tumors.
Comparing to the existing methods, our proposed model obtained better performance and accuracy.

I INTRODUCTION

The methods for images analyzing and processing from the medical dataset like MRI, CT scanner are proved ob-
taining advantages in both diagnosis and treatment. It helps deceasing the time of treatment and risk; increasing
health recuperation after operating and saving treatment fee. Brain tumor is a very dangerous disease for anyone.
The techniques in image processing can be applied to analyze, recognize and classify the tumor regions. In med-
ical image segmentation, a majority of GAN-based segmentation model is implemented using two components:
generator and discriminator. This research paper presents a proposed method for segmentation of Brain Tumors
based on GAN Model.

II RELATED WORK

The first method is based on the graphical techniques, geometric modeling and image processing that has been
proposed in [1]. Other methods for medical image processing are proposed to reconstruct the data objects from
a DICOM dataset. The advent of CNN has contributed to the high quality outcome of automatic medical image
segmentation. However, the current network models like UNet, VNet still meet limitations in variations of object
scales in medical images and demanding inept weight ensemble Therefore, improving the current state of the 3D
neuro-imaging network is crucial and can be put into practice under the refinements of some frameworks such as
GAN [2].

III ORIGINAL CONTRIBUTION

We proposed a method for segmentation of Brain Tumors on medical images based on GAN Model. We used the
BRATS 2021 dataset [3] to train and validate. Comparing to the several methods, our proposed method obtained
better performance and accuracy.

IV METHODOLOGY

The main idea of our proposed method is presented as follows. We use a GAN model with improved steps in
architecture design and loss function. The method includes four modules: Input data; Generator architecture;
Bridge and Discriminator. The constrains on discriminator should be made to enhance the optimization of losses.
Therefore, we developed a simple decision algorithm to help tweak the epochs dynamically based on the adversarial
loss trends. In general, the idea is based on linear regression to construct a line Y = α ∗ X + β from the set
of iterations X and its corresponding adversarial loss Y . The increase of the loss values when the slope α is
positive, or the large y-intercept β when the loss is stabilizing (i.e. α ≈ 0) indicate the discriminator’s excellence
in detecting the genuineness of the masks. Therefore, training discriminator in these circumstances is crucial and
usually contributes to the segmentation loss.

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 196



Model Label Dice (%) Jaccard (%) Haudorff(mm) ASSD (mm)

Vox2Vox
ET 79.745 74.823 18.892 6.855
WT 83.238 75.199 30.996 12.370
TC 78.210 72.440 26.013 9.6722

Vnet
ET 78.332 73.581 14.918 5.527
WT 86.411 79.153 18.109 6.351
TC 75.478 68.846 18.491 7.066

Our
ResUnet

(without GAN)

ET 77.964 72.190 6.382 2.349
WT 88.103 80.930 16.505 6.0193
TC 80.366 75.569 8.431 3.523

Our
multi-scale

GAN

ET 82.318 78.487 9.616 3.367
WT 88.599 81.466 13.323 5.123
TC 83.108 79.705 13.180 5.416

Table 1: Comparison of models’ accuracy. The best results of ET, WT, and TC are highlighted in underlined-bold,
bold, and italics-bold, respectively.

V RESULTS

The obtained results of our proposed method are presented in Table 1. The bold numbers are shown advantages
comparing to existing methods.

VI EVALUATION

Our model achieved competitive results. Our model can be argued that models that are insensitive may result
in losing information in some cases. Furthermore, our model showed competency in detecting abnormal tumor
with variety of shapes. Finally, for cases that are considered difficult for all models. Regarding the quantitative
results shown in Table 1, our models were compared against 2 original CNN-based, i.e. U-Net and V-Net, and
2 GAN-based models, i.e. VoxelGAN and Vox2Vox. Although our residual U-Net alone can achieve adequate
results, its scores were relatively smaller than those of V-Net and Vox2Vox. By using the proposed methodology,
our multi-scale GAN gained highest scores and smallest distances in whole tumor assessment and increased the
baseline model’s scores of enhancing tumor and tumor core classes significantly (roughly 3 to 6%)..

VII CONCLUSIONS

In this research, we proposed a segmentation model using GAN models. The novelty of our method focused on
the construction of multi-scale GAN, the modification of training process and loss functions. Furthermore, we
performed data pre-processing, developed a visualization application for 3D brain MRI and tumors, evaluated our
model quantitatively and qualitatively against other 4 models. Our model achieved the most prominent results of
all graded models.
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SIMPLIFIED TITLE

Single-stage real-time face mask detection

ABSTRACT

With the battle against COVID-19 entering a more intense stage against the new Omicron variant, the study of
face mask detection technologies has become highly regarded in the research community. We still noticed three
research gaps that our contributions could possibly suffice. Firstly, despite the introduction of various mask detec-
tors over the last two years, most of them were constructed following the two-stage approach and are inappropriate
for usage in real-time applications The second gap is how the currently available datasets could not support the de-
tectors in identifying correct, incorrect and no mask-wearing efficiently without the need for data pre-processing.
The third and final gap concerns the costly expenses required as the other detector models were embedded into
microcomputers such as Arduino and Raspberry Pi. In this paper, we will first propose a modified YOLO-based
model that was explicitly designed to resolve the real-time face mask detection problem; during the process, we
have updated the collected datasets and thus will also make them publicly available so that other similar exper-
iments could benefit from; lastly, the proposed model is then implemented onto our custom web application for
real-time face mask detection. Our resulted model was shown to exceed its baseline on the revised dataset, and its
performance when applied to the application was satisfactory with insignificant inference time.

I INTRODUCTION

The paper amplifies the need to have a fast and precise face mask detector under certain circumstances such as
the COVID-19 pandemic. Even when the pandemic is gone, in hazardous environments, i.e. hospitals, laborato-
ries, and chemical exposure environments, workers should also be under surveillance to ensure workplace safety.
Furthermore, we addressed our concerns in terms of real-time prediction and the reasons behind choosing a single-
staged detector over two-staged models. Last but not least, the datasets’ imbalance and lack of data sources, and
the setup of the face mask detection model in real-life applications are among the motivations for this paper. The
assumption includes the crowded areas with a variety of types of face masks to be our system surveillance environ-
ment. Our system is also assumed to run over the network so it is fundamental that the areas have stable networks
and sufficient servers.

II STATE OF THE ART

The number of currently obtainable single-staged face mask detectors are still surprisingly limited such as Reti-
naFaceMask [1], whose results was in pure precision and recall for each class (face and mask), and SE-YOLOv3
[2]. However, most of current work are two-staged models that could either slow or expensive when a large number
of stations or set-up places is required [3, 4].

III ORIGINAL CONTRIBUTION

The proposed method includes the modification of YOLOv5 architecture, datasets update and creation, and web-
based implementation. The modified model was trained on both original and new datasets and tested against other
versions of YOLO family. The proposed method showed 1.3% increase in AP@50 score comparing to baseline
and promises an industrial approach rather than stationary hardware implementation.
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IV METHODOLOGY

The method starts with using Kmeans to cluster the 12 anchor boxes that represents the 4 scaled output of the
model. Then, we use the Ghost Bottleneck and Ghost Convolution as the main blocks of the network. Ghost
Convolution is applied using linear, cheap operations to create a more enriched result with less computation com-
plexity. The output of the Ghost Convolution can be summarized as the concatenation of 2 convolution block by
filters:

Y = (y1,y2) = (conv(X),Φ(y1))

We then modified the dataset PWMFD to minimize the dataset imbalance by (1) crawled 240 images of
incorrectly-worn masked-faces from multiple sources, (2) performed data augmentation on them to give a total
of 1200 images, (3) auto labelling using RetinaFace model to detect all available faces, (4) manually evaluate and
adjust the annotation.

Finally, we integrated our model to a simple web application using Flask, SocketIO and IP camera connection.

V RESULTS

While performing real-time detection on the application, our model managed to achieve an average of 50 FPS on
the testing laptop with inference time as little as 0.0027 seconds. Our web application also include notifications
for frames that have violations of the condition defined int the paper. Final results are shown in Fig. 5 and Fig. 6
of the paper.

VI EVALUATION

As shown in Table 1, our model achieved relative high result of 97.5% for AP50 and 86.9% for AP75 after training
100 epochs. After having been trained for 200 epochs, our model attained the highest result of 97.6% AP50 and
88.4% AP75 while still maintaining reasonable inference time. Additionally, our model is relatively light-weighted
comparing to YOLOv3 and YOLOv4.

Model Size
(MB)

Avg. inference time
per image
(seconds)

AP50 AP75 AP

YOLOv3 234.9 0.0946 0.860 0.405 -
YOLOv4 244.2 0.1040 0.967 0.732 -

YOLOv5s - 100 epochs 13.7 0.0281 0.962 0.853 0.717
YOLOv5s - 200 epochs 13.7 0.0273 0.969 0.875 0.739
Our model - 100 epochs 13.9 0.0318 0.975 0.869 0.735
Our model - 200 epochs 13.9 0.0321 0.976 0.884 0.749

Table 1: Face mask detectors comparison on PWMFD
VII CONCLUSIONS

We first proposed a modified YOLO-based face mask detection model using CSP and Ghost module, which was
able to detect the wearing of masks among many people and determine whether the masks’ statuses are valid with
respect to the regulations from WHO. Along with the development of this model, we also presented an updated
version of the PWMFD dataset and experimented with a synthetic dataset called FMITA. A web application was
also built to allow the proposed model to demonstrate its mentioned abilities in real-time with very low inference
time per image.
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SIMPLIFIED TITLE

A stable method for detecting driver maneuvers using a rule classifier

ABSTRACT

Traffic accidents and vehicle mishandling are significant problems in road transportation, affecting human lives.
Various studies suggest that driver behavior is a key factor in the most road accidents and contributes significantly
to fuel consumption and emissions. Improvements in driver behavior can be achieved by providing feedback to
drivers on their driving behavior. The identification of risky and wasteful maneuvers allows the evaluation of driver
behavior. This allows the elimination of irresponsible drivers who pose a danger in traffic, and at the same time,
it allows the reduction of maintenance and repair costs of the vehicle fleet. This paper presents the first stage of
a driver profiling method based on the analysis of signals coming from the vehicle CAN bus and auxiliary device
containing a GPS receiver and an IMU unit. No additional equipment is needed, what is an advantage of the
proposed method.

I INTRODUCTION

Around the world, road traffic is growing at a tremendous rate, year after year. This is due to economic needs,
supply chains to hard-to-reach places, or the convenience of the individual car, including car long- or short-term
leasing and rental services. Unfortunately, the increase in traffic is also associated with an increase in the number
of accidents involving drivers and other road users. Every year, thousands of people lose their lives or are seriously
injured in road accidents. Road accidents generate costs related to the treatment and rehabilitation of people, repair
of cars, or repair of road infrastructure. Any erroneous decision by a driver can lead to a dangerous traffic incident
that must be effectively addressed. This problem becomes even more complex when the traffic is heterogeneous
and involves different types of vehicles.

The issue of vehicle damage and insurance is very important from the business point of view of car rental and
insurance companies because it always causes losses for them. After an accident, the car must be repaired, and
tangible and intangible damages must be covered, which is often the cause of legal disputes. This is also important
for car rental companies, where customers do not take care of the rental cars and often damage them through
irresponsible driving or mishandling. Some of these behaviors are difficult to detect and only manifest themselves
after some time in poor condition of the vehicle. This user behavior is increasingly prompting companies to install
devices in vehicles that monitor the driver’s driving [1]. This makes it possible, in particularly extreme cases, to
refuse to rent the vehicle again.

II STATE OF THE ART

Most studies devoted to analyzing driver behavior using machine learning methods focus on analyzing the age and
gender of the driver, looking at the impact of using additional devices while driving, checking for the presence of
vehicles on side streets, the intensity of pedestrian, bicycle or vehicle traffic in front of, from behind or from the
opposite direction. These solutions can mainly be used in laboratory simulators, where the prediction of driver
behavior can be measured, and then some recommendations can be formed. As a result, this leads to increased
road safety by imparting this knowledge during driver training. Some driving simulator studies have analyzed
driver behavior under various road conditions. In addition, the study focused on driver behavior at intersections
with traffic lights. Longitudinal acceleration and longitudinal speed were measured, as well as throttle pressure,
deceleration during braking, and brake pedal force. However, these measurements were carried out on simulators
and have not been conducted under actual road conditions.
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III ORIGINAL CONTRIBUTION

In this paper, a telemetry-based method for detecting maneuvers is proposed. The goal of this method was to
construct a relatively simple method of identifying maneuvers, using a composition of telemetry data streams
(CAN, IMU, GPS), which could be implemented in a so-called On-Board Unit module. This could be considered
as a pre-processing stage of a cloud-based driver assessment system.

IV METHODOLOGY

The research had an experimental nature. Data for identifying (and scoring) various maneuvers were collected on
a closed test track with two types of surface (concrete slabs, and skid plate), by several drivers assisted by a pilot
using a proprietary, multichannel data logging device. Drivers were following the route prepared by road safety
specialists. Additionally, during the experiment, the driver assistant was marking the beginning and end of each
maneuver using a digital tablet with specialized software. During the drive, data from the CAN bus, IMU and GPS
were recorded. Based on these signals, it is possible to detect the type of maneuver the car driver is performing at
any given time. Based on these measurements, a rule classifier model was built.

V RESULTS

Automatic detection of maneuvers has been done using experimentally established rules, which are based on
observing the telemetry data. It has been shown that maneuver recognition based on the rule classifier is more
accurate than GPS detection and assistant-pilot indications. Obtained overall maneuver detection accuracy was
above 95

VI EVALUATION

The correctness of the maneuver detection rules was verified on 7 loops of a 3 km long public road under normal
urban traffic conditions.

VII CONCLUSIONS

Presented algorithm - maneuvers detection is only the first stage for assessing the safety of maneuvers and evaluat-
ing the style of driving. It allows marking fragments of the telemetry data stream for secondary feature extraction
and further evaluation. In future research, we plan to find an optimal set of parameters for detecting maneuvers
and determining driver driving style. The driving style will be evaluated based on additional parameters such as
driving speed, steering wheel jerking, or acceleration.
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SIMPLIFIED TITLE

A comparative study of classification and clustering methods from text of books

ABSTRACT

We propose to create an appropriate model system, the use of which will allow for automatic assignment of books to
appropriate categories by analyzing the text from the content of the books. Our research was tested on a database
consisting of 552 documents. Well-known techniques of natural language processing (NLP) were used for the
proper preprocessing of the book content and for data analysis. Then, two different machine learning approaches
were used: classification and clustering in order to properly assign books to selected categories. Measures of
accuracy, precision and recall were used to evaluate the quality of classification. In our research, good classification
results were obtained, even above 90% accuracy. Also, the use of clustering algorithms allowed for effective
assignment of books to categories.

I INTRODUCTION

Book collections in libraries are an important means of information, but without proper assignment of books into
appropriate categories, searching for books on similar topics is very troublesome for both librarians and readers.
This is a complex problem due to the analysis of large sets of real text data, such as the content of books. The
attempt to make electronic texts available in the public domain is Project Gutenberg, initiated by Michael Hart in
1971. It is an online library of free e-books. As a volunteer effort, Project Gutenberg aims to digitize, archive and
distribute literary works. The mission of the project is to encourage all interested people to create e-books and help
in their dissemination. Therefore, we propose to develop a method of automatic classification of books based on
their content, to facilitate the search for books on similar topics.

II STATE OF THE ART

A very important problem in NLP is to understand the text you read and based on it to classify the documents [3].
For this purpose, researchers are trying to develop a model for automatic document categorization using NLP and
machine learning methods such as classification or clustering [2]. The combination of classification and clustering
methods was used by the authors [1] to develop a method for classifying scientific articles based on the subject of
clusters. This solution is aimed at grouping scientific articles into categories in order to overcome the difficulties
faced by users looking for scientific papers.

III ORIGINAL CONTRIBUTION

Our hypothesis is that, based on the text of the book, it can be efficiently and automatically categorized into
appropriate categories. In this article, we define categorization as assigning a book to one of five categories,
i.e., art, biology, mathematics, philosophy and technology, regardless of the machine learning method used. We
transformed text from the content of a book into a decision table containing information about the occurrence of
words in the text. For this purpose, by using one of the measures (TF-IDF, TF, Binary) to analyze the content of
books, we obtain word weight vectors, which we transform into a decision table. The columns in the table are
words selected by the word weighting measures. There are subsequent books in the lines, and the intersection of
the line and column is the word score for the book (depending on the word weights selected). The last column is
the decision, on which the book’s appropriate category is written.

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 202



IV METHODOLOGY

The proposed approach is to automatically assign books to the appropriate categories based on the performed text
analysis from the content of the books by applying NLP techniques and machine learning algorithms. In the first
step of our approach, the content of all the books should be read along with the actual categories and then the data
preprocessing process. First, natural language processing (NLP) techniques were used to transform text from the
content of a book into a decision table containing information about the occurrence of words in the text. Then, the
prepared decision table was used for supervised learning (classification) and for unsupervised learning (clustering).
The algorithms used for the classification were CART, Bagging, Random Forest, AdaBoost and SVM, while the
K-means algorithm was used for clustering. Accuracy, precision and recall measures were used to evaluate the
quality of the classification. An additional aim is to see how the quality of the approach is affected by the size of
the training set and the size of the test set.

V RESULTS

For the classifiers, we used a training set containing 90% of all books and a test set containing the remaining 10%
of books. This is a model case, which allows us to present differences between specific word weighting measures.
The results were divided due to the measure of the quality of classification. Thus, in terms of accuracy, TF-IDF is
the best measure. Only for the Bagging and AdaBoost algorithms slightly better results are obtained for the other
measures, but the average value is for: TF: 0.794; TF-IDF: 0.848; Binary: 0.798. An analogous situation is in the
case of recall, where the mean values are for TF, TF-IDF and Binary, respectively: 0.732, 0.798 and 0.724. On
the other hand, in the case of precision, the best results are obtained for Binary. The average values are TF: 0.804;
TF-IDF: 0.814; Binary: 0.840. The results for the K-means algorithm are slightly different. For the TF measure,
the books were assigned to two clusters. For the Binary measure, only math books were assigned to one cluster,
and the most books were assigned to the other cluster. For the TF-IDF measure, documents can be clearly grouped
by using unsupervised learning methods, and the obtained results are close to reality. Additionally, as in the case
of the Binary measure, many books were assigned to the last cluster.

VI EVALUATION

The aim of our experiments was to test whether, on the real data set (prepared by us on the basis of the books
from Project Gutenberg), the proposed approach achieves good performance as measured by various measures of
classification quality, such as accuracy, precision and recall. In addition, we have shown that the use of clustering
algorithms allows for the effective assignment of books to categories. Thus, it can be seen that TF-IDF is a measure
whose application allows for potentially good results. In the case of Bagging, Random Forest and SVM algorithms,
it allows prediction with an accuracy of around 90%. However, in the case of Random Forest and SVM also recall,
and precision is close to 90%. For unsupervised learning methods, documents can be clearly grouped by using the
K-means algorithm, and the obtained results are comparable to reality.

VII CONCLUSIONS

On the basis of the experiments carried out, it was confirmed that the application of NLP for the prediction of a
book category, based on the analysis of its content, allows to achieve accuracy, precision, and recall of 90%. This
is achieved when using the TF-IDF measure and the Random Forest algorithm. However, it should be noted that
higher precision can be achieved with the Binary measure and the Bagging algorithm. Additionally, it should be
noted that in the case of the TF-IDF measure, it is possible to obtain similar results using both the classification
and clustering algorithms. In the case of book clustering, good results were obtained by combining the K-means
algorithm (for the number of clusters corresponding to the actual number of decision classes) with the TF-IDF
measure. The resulting clusters largely correspond to the actual categories of books.
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SIMPLIFIED TITLE

AI can predict dementia from cognitive tests

ABSTRACT

Technology progress helped us to live better and longer, but aging is the major factor related to ND (neurodegener-
ative diseases) such as Alzheimer’s or Parkinson’s disease. Alzheimer’s disease (AD) correlated neurodegenerative
processes begin over 30 years, whereas cognitive changes begin about 15-11 years, before the first AD symptoms.
The purpose of our study was to predict if ’healthy’ subjects might get AD dementia soon. We have analyzed
BIOCARD data from the project that started with 349 normal subjects and followed over 20 years with over
150 different attributes. Subjects were evaluated every year by neurologists with the global score CDR (Clinical
Dementia Rating) parameters to determine if a particular individual is normal or has Mid Cognitive Impairment
(MCI) or dementia. We have used classification based on CDRSUM (sum of boxes) as a more precise and quanti-
tative general index than the global score to provide more information on patients with mild dementia. CDRSUM
values for prodromal patients are 0.0: cognitive normal; (0.5-4.0): questionable cognitive impairment; (0.5-2.5):
questionable impairment; (3.0-4.0): very mild dementia; (4.5-9.0): mild dementia. We have obtained rough set
rules (RSR) from Model1: 149 patients classified as AD, MCI, and normal; and Model2: 40 patients with AD. By
using Model1 classified by neurologists as 21 cognitive normal (CDR=0) subjects, with our classification based
on RSR, we have obtained 8 subjects with CDRSUM > 0: all 8 subjects were above 0.75, one subjects between
0.75 and 1.25, and 5 subjects between 0.75 and 2.25, and two subjects were above 2.25. These subjects might have
questionable cognitive impairment. Using Model2 we found with RSR that two subjects had CDRSUM between
4.5 and 6.5, which means they might have mild dementia (4.5-9.0). RSR consist of algorithms that might predict
future cognitive AD-related impairments in individual, normal, healthy subjects.

I INTRODUCTION

Cognitive changes are dominating the most common neurodegenerative disease (ND) - Alzheimer?s disease (AD).
In most cases of AD, neurodegeneration starts from the hippocampus and frontal cortex, and it is related to memory
and orientation problems. With the disease progression, other brain regions become also affected. As each patient
has dissimilar neurodegeneration development and compensation in consequence symptoms might be various and
finding optimal treatment is an art for an experienced neurologist. We have estimated disease progression with sets
of psychophysical attributes found as the most meaningful in patients from the BIOCARD study [1] and combined
them with the results of the APOE. The risk of AD increases and the age-at-onset decreases with the number of
APOE4 alleles. This study is the continuation of the rough set theory application to follow predominantly the
cognitive changes in neurodegenerative diseases (ND) such as Parkinson’s [3] and now Alzheimer’s diseases..

II STATE OF THE ART

We are living longer and in consequence, the prevalence of Alzheimer’s disease (AD) has increased. Chances to
get AD-related dementia are increasing with the age and there are about 50% for ages above 90 years. There is no
cure for AD as the neurodegeneration brain processes begin several decades before the first symptoms. When a
patient notice problems with orientation and/or episodic memory, a large portion of her/his brain is already dead,
and we do not know how to revive dead cells. Therefore, a possible solution is to find early biomarkers when
the neurodegeneration processes are in the not-advanced phases. Actually, there are several such early biomarkers
like changes in the brain structures (MRI) or in the cerebrospinal fluid (CSF). The main problem is that they are
not practical, as it is difficult to get brain scans or test CSF in all people after 60 years of age. There is another
biomarker related to cognitive changes, but the question is how to differentiate the subtle cognitive problems related
to aging from that related to the beginning of AD.
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III ORIGINAL CONTRIBUTION

Our method is based on the brain’s visual system where we easily recognize objects because we know them.
Therefore, we have compared normal patients with two Model groups: 1) Model1 consists of mixed of normal,
in early AD (MCI - mild cognitive impairment), and AD; 2) Model2 consists of only AD patients. By using
the Granular Computing (CG) method we have found rules that connect the results of cognitive tests with the
CDRSUM (cognitive dementia rating sum) that quantifies the actual stage of the patient. By using these rules in
the cognitive test results of normal patients we can estimate if their results indicate early symptoms of AD. The
rules from Model1 indicate very early AD symptoms and the rules from Model2 more advanced early symptoms.

IV METHODOLOGY

Granular Computing is well established AI method that divides data sets into abstract granules that might be seen
as elementary sets (atoms) with distinctive functional properties gathering together many different features. Our
study is using GC to estimate the meaning of different cognitive granules.

V RESULTS

We have evaluated 11 cognitive test results and APOE genotype (as 0, 1). As the cognitive data are noisy and often
contradictory we have used a Rough Set implementation [2] of the GC. Rough Set Rules (RSR) can be certain when
all data are consistent, or uncertain when some of the data are contradictory (lower and upper approximation).
Generally, our rules are indicative (uncertain) as they are from different patient populations, but we have increased
their confidence by choosing different attribute subsets and obtaining consistent results. We have tested 21 normal
subjects and found with help of Model1 that 8 might get questionable impairment and two of them very mild
dementia. On the basis of Model2, we have found that two normal patients might actually have mild dementia.

VI EVALUATION

Researchers in [1] found that on the basis of CSF results, MRI scans, and cognitive tests they can predict at a
5-years period the likelihood of progression from cognitively normal to MCI. We have used only cognitive test
results and on our model basis, we have demonstrated that some cognitive normal (clinical criteria) individuals
might have already shown the beginning of the cognitive impairments to a different extent.

VII CONCLUSIONS

Granular Computing by finding very early and early cognitive impairments in individual cognitive-normal subjects
from predominantly cognitive online tests give a chance to find a cure for Alzheimer’s disease.
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Multi-pose facial expression recognition on low-cost device

ABSTRACT

The robotic technology demands human-robot interaction to implement a real-time facial emotion detector. This
system has a role in recognizing the expressions of the user. Therefore, this application is recommended to work
quickly to support the robot’s capabilities. It helps the robot to analyze the customer’s face effectively. However,
the previous methods weakly recognize non-frontal faces. It is caused by the facial pose variations only to show
partial facial features. This paper proposes a multi-view real-time facial emotion detector based on a lightweight
convolutional neural network. It offers a four-stage backbone as an efficient feature extractor that discriminates
specific facial components. The convolution with Cross Stage Partial (CSP) approach was employed to reduce
computations from convolution operations. The attention module is inserted into the CSP block. These modules
also support the detector to work speedily on edge devices. The classification system learns the information about
facial features from the KDEF dataset. As a result, facial emotion recognition achieves comparative performance
to other methods with an accuracy of 97.10% on the KDEF, 73.95 on the FER-2013, and 84.91% on the RAFDB
dataset. The integrated system using a face detector shows that the system obtains a data processing speed of 30
frames per second on the Jetson Nano.

I INTRODUCTION

Vision and perception are essential fields and have been applied to improve the Human-robot interaction method.
Especially for a social robot that requires facial expression recognition to understand human emotion. The robot
can get the feeling information based on this gesture. Face provides a basic component to recognize emotion. In
addition, there are six human facial expressions, such as anger, fear, disgust, sadness, surprise, and happiness [4].
Facial movements affect each facial expression differently. An expression has a set of distinctive features that pro-
duce a distinctive form. Thus, this method is adopted by a vision-based facial expression system to recognize every
facial emotion. Feature extraction is the core work of a recognition system. It separates important information from
useless features [15, 14, 16]. Besides, valuable features help the classification system obtain high accuracy. The
convolutional neural network has proven to be a powerful feature extractor for capturing the distinctive features of
a face. A weighted filter is applied to separate facial features that affect the recognition system. Many architectures
have been present, which have been employed as the backbone of the model [18, 13, 5]. However, they need a
graph accelerator to operate quickly in the inference stage. Therefore, they tend to produce a large number of
parameters and computations. On the other hand, a recognition system is required to be implemented in an edge
device such as a Jetson Nano [11]. This device is compatible with sensors and actuators commonly used in robots.
This device is friendly with sensors and actuators, and many robots use it.

II ORIGINAL CONTRIBUTION

Real-time facial expression recognition is proposed to identify multiple poses on human facial emotions. The main
contributions of this work are as follows:

1. A novel facial expression recognizer efficiently identifies the human facial feeling in different face views.

2. A light architecture using CNN architecture upgrades Cross Stage Partial (CSP) to reduce the computational
operations and parameters. It also proposes a novel excitation module to enhance the backbone performance.

3. The classification model achieves high performance and can operate in real-time processing speed of 30 FPS
on a Jetson Nano.
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III METHODOLOGY

A real-time system consists of a face detection LWFCPU [12] and facial expression classification. A CNN-based
classification system employs the backbone as an essential module to produce specific features in the classification
model. A four-stage light backbone was offered using a sparse convolution operation shown in Fig. 2.

A superficial model is weak in distinguishing facial elements at a high level. Thus, the attention module is
used to capture specific features related to each facial expression [17]. Therefore, the proposed model develops a
depthwise excitation module inserted at each skip connection of the CSP method.
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Figure 1: The proposed facial expression classification model.
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Figure 2: A depthwise enhancement module.

This model was trained and evaluated on several datasets, including the (KDEF) dataset [2], FER-2013 dataset
[6], and RAFDB [8] dataset. To enrich the variety of data, it uses random contrast, brightness, saturation, hue,
rotation, and flip. In addition, we use Categorical cross-entropy to calculate the loss model, Adam (Adaptive
Moment Estimation) as optimizer. It uses K-fold cross-validation to split and evaluate the model on the KDEF
dataset on 50 epochs. The learning rate in the training process is 10−4 on all datasets. We set 500 epochs in the
FER dataset and 200 epochs for the RAFDB dataset.

IV RESULTS

Table 1 shows that the proposed classification model is trained and evaluated on the KDEF dataset, achieving
an accuracy of 97.10%. This result outperforms other facial expression methods. In addition, we also train and
examine the model for difficult challenges using the FER-2013 dataset, obtaining an accuracy of 73.95%. it is
more lower than Ensemble MLCNN [10] and AM-NET [7]. However, our model outperforms SSNs and single
MLCNN [10]. Furthermore, we also examine the model accuracy on the RAFDB dataset, which is superior to
other architectures, as shown in Table 1.

A real-time face emotion detector was tested on the Jetson Nano with input from a webcam. The proposed
detector’s speed is compared with competitors, integrated with a face detection [12]. Face detection helps to
generate facial regions to avoid disturbance from background elements. Multi-model fusion method generates a
small number of parameters than our model. However, the proposed model is more accurate and can operate fast
with a data processing speed of 29.58 FPS.

V CONCLUSIONS

This paper proposes a facial emotion recognizer to predict seven classes of multi-profile facial expressions in
real time. Additionally, it focuses on implementing an edge device. The proposed model contains a four-stage
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Table 1: Evaluation of proposed architecture compared to other methods on KDEF, FER-2013 and RAFDB dataset

KDEF dataset
Method Accuracy
O-FER [3] 91.42
CCFN [19] 91.60
Multi-Xception 94.29
Resnet-19 94.49
Multi-C-Xception 94.63
DFSD-LDA-AdaBoost 95.06
Akhand et al [1] 96.51
Proposed 97.10
FER-2013 dataset
Multi-scale CNN 72.82
SNNs 73.00
Single MLCNN [10] 73.03
Ensemble MLCNNs [10] 74.09
AM-Net [7] 75.82
Proposed 73.95
RAFDB dataset
MobileNetV1 81.62
PG-CNN 82.27
DLP-CNN 84.22
A-MobileNet [9] 84.49
Proposed 84.91

Table 2: Runtime efficiency compared to competitors on Jetson Nano

Method Paremeter Accuracy(%) Speed of
Integrated (FPS)KDEF FER-2013 RAFDB

Multi-model fusion [13] 1,206,279 93.42 - - 26.38
AM-NET [7] 24,904,204 - 75.82 - 5.71
MLCNN [10] 20,787,783 - 73.03 - 10.89
Ensemble MLCNN [10] 92,825,543 - 74.09 - Out of memory
Akhand et al [1] 28,907,943 96.51 - - Out of memory
A-MobileNet [9] 3,321,513 - - 84.49 20.35
Proposed detector 2,006,759 97.10 73.95 84.91 29.58

backbone to efficiently extract the essential elements and a depthwise excitation module to enhance the valuable
features. As a result, the proposed model achieves high accuracy with competitive performance compared to the
previous methods. The speed of the integrated system achieves 29.57 FPS when working on a Jetson Nano.
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SIMPLIFIED TITLE

Hierarchical clustering using covariance-based constraints

ABSTRACT

This paper aims to present a modified version of Bayesian Rose Trees (BRT). The classical BRT approach performs
data clustering without restricting the resulting hierarchy to the binary tree. The proposed method allows for
constraining the resulting hierarchies on the basis of additional knowledge. Thanks to this modification, it is
possible to analyse not only the raw structure of the data, but also the nature of a cluster. This allows an automatic
interpretation of the resulting hierarchies while differentiating between clusters of different magnitudes, or those
that extend significantly through one pair of dimensions while being coherent in a different one. On the basis of
the resulting modifications, it is possible to analyse the depth level as a function of likelihood. The developed
method allows maximising customisation possibilities and comparative analysis between the nature of clusters. It
can be applied to the clustering of different types of content, e.g. visual, textual, or in a modern approach to the
construction of container databases.

I INTRODUCTION

The purpose of the presented research was to allow the user to create hierarchical structures from data points, that
are constrained, so that different nodes at the same depth of hierarchy represent the same concepts, such as day,
month or city in spatiotemporal data. The important factor in conducted research was to allow the constraints to
be provided in a way that can be interpreted by domain experts rather than controlled strictly by parameters that
require tuning to obtain desired results.

II STATE OF THE ART

To discover the hierarchical nature of a given set of data, one has to employ an algorithm that will not only
cluster such data but also do it hierarchically. Such hierarchies are a subject of assumptions about the way the
data is organised. One such method, Bayesian Hierarchical Clustering (BHC) [3] is a standard tool used to find
a hierarchy in a given data set. BHC is representative of a common approach to the problem, wherein clusters
at one level of the hierarchy are joined together as a higher-level cluster based on some measure of similarity.
Since the information about the number of clusters is not present, BHC is a bottom-up approach, so it finds out
larger clusters on its way to unify all data as a single, all-encompassing cluster. Such an approach results in a
hierarchy represented as a binary tree of clusters. The important issue arrives with such a representation. Since
there is a limited number of children at any given node, a very coherent cluster of very similar data points must be
represented as either a balanced tree, a cascade, or something in between. Similarly, a data set containing a few
clusters that are easily distinguishable from each other, while each includes a closely related set of data points, has
to be represented in the same manner. It is, therefore, impossible to tell based on the resulting hierarchy, which
of the tree branches correspond to coherent clusters and which correspond to loosely related data, which has to be
organised in the same manner due to the restrictions of using the binary tree.

Bayesian Rose Trees (BRT) [2, 1] is a method that solves the issue arising from the usage of binary trees by
allowing multiple children for every cluster in a rose tree structure. This results in a multilevel hierarchy that
models similar data points as children of a node representing the cluster, while relations between clusters are
represented by the entirety of the constructed tree. The resulting hierarchical representation is one of the many
possible options, therefore, the BRT algorithm uses the likelihood ratio in order to determine which pair of clusters
to merge to build the tree using the bottom-up approach.

While the hierarchy obtained from BRT represents the data well, it does depend on hyperparameters. One can
use them to shape the resulting tree, but they require careful tuning and are not intuitively understood by users.
Moreover, different levels of the resulting tree correspond to different sizes of clusters and therefore to different
concepts. The resulting tree is consequently hard to analyse, especially with automated solutions.
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III ORIGINAL CONTRIBUTION

The contribution of the presented research is the modification of the Bayesian Rose Trees algorithm which allows
to differentiate between depth levels of the resulting hierarchy by constraining the clusters represented at each
level by using the covariance matrices to model the possible clusters at each depth. This allows to create trees that
clearly represent different hierarchical concepts that can be found in the data.

IV METHODOLOGY

The proposed method represents user requirements in the form of L different cluster characteristics over N-
dimensional data as a hypermatrix K of order 3. K is, therefore, a concatenation along the third dimension of
covariance matrices such that K =

[
ki, j,l

]
=
[
Σ1|Σ2| · · · |ΣL

]
, wherein i ∈ [1 . . .N], j ∈ [1 . . .N], l ∈ [1 . . .L].

The third dimension of K defines a sequence of minimal requirements for a cluster characteristic to correspond
to a given level of overarching clustering hierarchy, wherein consecutive covariance matrices correspond to levels
of hierarchy. Therefore, all clusters of level lx incorporate clusters of level ly : ly > lx and are incorporated by
clusters of level lz : lz < lx. Such a hierarchical approach results in constraints on the covariance matrices so that
the modules of covariances never increase as the depth level l increases.

Let the cluster of level l be defined as a rose tree T of which leaves D = leaves(T ) are such that any element of
the covariance matrix of D is greater than the corresponding element of K, with l being the highest of those which
fulfil that criteria.

Then the four possible merge operations defined for BRT; join, two symmetrical absorbs, and collapse, which
are compared by BRT using the likelihood ratio between the possible merged cluster and existing ones can be
controlled by an additional factor depending on cluster depth levels.

• Join, wherein Tm = {Ti,Tj} is always available.

• Absorb, wherein Tm = ch(Ti)∪{Tj} requires that l(Tm) = l(Ti).

• Absorb, wherein Tm = {Ti}∪ ch(Tj) requires that l(Tm) = l(Tj).

• Collapse, wherein Tm = ch(Ti)∪ ch(Tj) requires that l(Tm) = l(Ti) = l(Tj).

Note that for the classical BRT ki, j,k = 0 or alternatively L = 0. The proposed algorithm is, therefore, a
generalisation of BRT.

V CONCLUSIONS

This article presented a modified constrained hierarchical clustering algorithm based on BRT. The classical BRT
approach was enhanced with the constraining method based on the range of covariances. Such an application
is essential when analysing real-world datasets, which allows the data to be created and explained by simple
models. It is an unquestionable advantage of BRT that it allows for better data representation; however, simply
modelling the data may not be sufficient in many cases, where additional processing is done automatically. This
is especially true when there is a need for a comparative analysis of the clusters obtained. This problem can be
solved using the proposed modification, which, based on the range of covariance, allows for a deeper and more
meaningful contextual analysis of the data. It is also extremely important that the possibility of constraining the
resulting hierarchies is formulated in a way that allows experts to use contextual domain knowledge. The proposed
solution allows to define the range of the resulting hierarchies by means of understandable constraints described
by covariance matrices, which makes the solution useful in a wide range of applications. BRT solutions offer great
opportunities on the topics of autonomic taxonomy construction, text-based causality modelling, and hierarchy
extraction. The hierarchical nature of the clustering allows for use in computer graphics, wherein a multiresolution
representation of the shape is needed to provide the best quality without the overhead. Similarly, the hierarchical
structure is useful for recognising planes and obstacles under noisy circumstances in the case of computer vision
algorithms or when controlling the hierarchical shape by animation using segmented surfaces. However, these
need some constraints to be useful, which can be applied using the proposed solution.
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ABSTRACT

This paper aims to present an approach to the generalisation of performance measures commonly used in binary
classification to the field of multinomial classification to use them in hyperparameter estimation for various ma-
chine learning methods and similar techniques. The classical approach is to use a binary classification in which
each representative of any incorrect class is considered a representative of an umbrella class that is a union of all
incorrect classes. Such an approach leads to the removal of important information from the classification pro-
cess and therefore to the lower value of each experiment for determining the gradient when trying to optimise
hyperparameters. We propose aggregated performance measures that can be thought of as an analogue of classical
ones. The proposed measures better represent the multinomial nature of such algorithms and obtain more valuable
information that allows selecting the correct direction while analysing the gradient of the resulting measures.

I INTRODUCTION

Classification is one of the most prevalent problems in the applying machine learning or statistics-based techniques.
It is widely used in many different fields, from the classification of obstacles of flying UAVs, to the classification of
patients potentially suffering from neurodegenerative diseases to facial recognition. Many classification algorithms
depend on hyperparameters that have to be adjusted in order for the algorithm to work properly in a given domain.
Such adjustment is rarely based on domain knowledge, often done automatically by searching the hyperparameter
space for the optimum performance of the classification obtained.

II STATE OF THE ART

The most common tools for evaluating algorithm parameterisations are the measures derived from binary classi-
fication, such as True Positive Rate (TPR) and True Negative Rate (TNR). These are also used in multinomial
cases, where all points except those where the correct class is the most probable are labelled incorrect, with no
distinction between the second-best and the worst fit. Some multivalue measures aggregate the values between
multiple classes [2]. However, this can hardly be used to indicate whether a given hyperparameter value improved
or worsened classification. Measures can be averaged to obtain a single value, which is called macro-averaging
[1]. Alternatively, micro-averaging can be used, where the summation is performed separately for the numerator
and denominator [3]. In micro-averaging, more numerous classes for which there is a stronger belief that the value
of the measure is representative, have a stronger influence over the aggregated measure. However, the reason for
classification might be based on the assumption that the less-represented classes, e.g. uncommon diseases, are
interesting ones, so such an approach might suppress the important objectives of the classification. Since averaged
measures are still based on the underlying binary classification, the change of position of class in ranking is irrel-
evant as long as the position is not the first one. Therefore, the values of measures are often the same, despite the
classification results being different, and can be highly influenced by a single case that is opposite to the entirety
of classification results in the case of multinomial classification.

III ORIGINAL CONTRIBUTION

In the study presented, the aggregated performance measures were proposed, aiming to capture the performance of
multi-class classification instead of a binary one. The proposed approach leverages the order of the list of classes
sorted by the probability of being the correct classes for each data point.

This allows for a better selection of the parameterisation of a classification algorithm due to a higher sensitivity
to the overall behaviour of the method rather than only to the binarized result of classification being either correct
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or incorrect in terms of the given sample. This approach is especially useful when a human user is to determine
the final result of classification based on the options selected by the algorithm, such as in the case of facial re-
identification or counselling systems.

IV METHODOLOGY

The presented study is primarily theoretical, as it presents a new methodology that can be used to evaluate multi-
nomial classification more effectively. The proposed method assumes that for each data point in the data set
∀i : oi ∈ O, a point belongs also to a single class Ok, which belongs to the set of all classes ∀k : k ∈ K. In the
binary case, the first position of the correct class for a given sample, pk(oi) = 1, will indicate that a sample is a
True Positive for a given class k. In the multinomial case, the proposed method uses a threshold t, so that |T Pk,t | is
the number of all cases in which pk(oi)≤ t. The proposed method can be used for various measures, such as TPR.
For any such measure, the average over all classes for a given threshold is divided by this threshold and summed
as in Eq. 1

T PR =
|K|−1

∑
t=1

T PRt

t
=

1
|K|

|K|−1

∑
t=1

∑
k

|T Pk,t |
|Ok|t

=
1
|K|∑k

(
1
|Ok| ∑

oi∈Ok

|K|−1

∑
t=pk(oi)

1
t

)
(1)

This can be rewritten using harmonic numbers as in Eq. 2, wherein vacuous summation defines H0.

T PR = H|K|−1−
1
|K|∑k

(
1
|Ok| ∑

oi∈Ok

Hpk(oi)−1

)
(2)

The values of the harmonic number H can be pre-calculated in an array, which allows easy access. Therefore,
the entirety of the value is quite efficient to calculate, despite the added complexity behind the aggregation of
multiple thresholds. While in the case of parameter tuning, this is not needed, one can normalise the range of
values as in Eq. 3.

ˆT PR = 1− 1
|K|H|K|−1

∑
k

(
1
|Ok| ∑

oi∈Ok

Hpk(oi)−1

)
(3)

V CONCLUSIONS

The presented approach is important in many real-life scenarios, in which humans make the final decision and
the machine learning approach is used to narrow the range of possibilities to consider. Among others, such sce-
narios include facial recognition, where the human operator is informed by the system, but his decision might be
influenced by another factor, and neurodegenerative disease diagnosis, where extra tests can be performed that
will differentiate between a few potential diseases or between the best fitting "healthy" class and the slightly less
probable disease that would remain ignored using binary classification. An approach that considers not only the
most probable result, but also further ones leads to an algorithm that positions the correct result as high as possible,
even if for some reason it might not be the best fit, while otherwise, the correct result might be in a position that
does not allow for recognition by a human operator.

The second effect is crucial for the machine learning process. In the one-vs.-all approaches to classification,
adjustments to hyperparameters that result in the change of the position of the correct label in the resulting ordering
are ignored unless the first position is involved. In the presented approach, the value of the measure is always
affected, while traditionally it might not respond to changes in parameters or be driven by fluctuations of a few
edge cases.
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Generation of Keywords based on the Text of a Scientific Article

ABSTRACT

The paper explores the relevance of the Text-To-Text Transfer Transformer language model (T5) for Polish (plT5)
to the task of intrinsic and extrinsic keyword extraction from short text passages. The evaluation is carried out
on the new Polish Open Science Metadata Corpus (POSMAC), which is released with this paper: a collection of
216,214 abstracts of scientific publications compiled in the CURLICAT project. We compare the results obtained
by four different methods, i.e. plT5kw, extremeText, TermoPL, KeyBERT and conclude that the plT5kw model
yields particularly promising results for both frequent and sparsely represented keywords. Furthermore, a plT5kw
keyword generation model trained on the POSMAC also seems to produce highly useful results in cross-domain
text labelling scenarios. We discuss the performance of the model on news stories and phone-based dialog tran-
scripts which represent text genres and domains extrinsic to the dataset of scientific abstracts. Finally, we also
attempt to characterize the challenges of evaluating a text-to-text model on both intrinsic and extrinsic keyword
extraction.

I INTRODUCTION

The main problem discussed in this paper is extraction or generation of keywords from short text passages. That is,
when you have a text such as an abstract of a research paper, the task is to generate a small set of words or phrases
which describe its content. Approaches to this problem can be extractive or partly abstractive. In the former case,
keywords are extracted and possibly normalized more or less directly from the text of the sample. Abstractive
methods can assign labels that may not have occurred in the original text.

Apart from generating keywords using various methods we evaluated their results on the new Polish Open
Science Metadata Corpus (POSMAC) which contains over 200 thousand abstracts of scientific publications. In the
last step, we showed that our solution created for scientific articles can be successfully applied to other domains:
news stories and phone dialogues.

II STATE OF THE ART

Several approaches have been proposed so far to tackle the problem of keyword generation:

• T5 and plT5 [1] — language models using text-to-text operations,
• FastText — a popular text classification library which uses vector representations of words as input to a

relatively simple neural network
• extremeText — FastText extension optimized for large taxonomies
• TermoPL [2] — a statistical terminology extraction tool
• KeyBERT — a keyword extraction library utilizing BERT language model representations.

III ORIGINAL CONTRIBUTION

The novelty of the proposed solution consists in the fact that we tested the relevance of transformer models to the
task of keyword generation, and we evaluated and released a dataset showing how our system can be transferred to
other domains and languages.
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IV METHODOLOGY

After comparing the results of the state-of-the-art tools we used the plT5-based model trained on six reference
corpora of Polish, calling it PLT5KW.

For calculating the upper bound of purely extractive keyword identification we included TermoPL in our ex-
perimental study.

V RESULTS

The tuned PLT5KW solution outperforms the other approaches when tested on the original dataset of scientific ab-
stracts. Furthermore, a preliminary analysis of keywords assigned to text from very different domains (news stories
and speech transcripts) showed that the proposed solution is capable of generating relevant, properly formatted and
well-abstracted keywords.

We envisage further challenges which need to be addressed in future research on this problem. For example,
it seems reasonable to assume that open-set keyword extraction could benefit from distributional vector-based
techniques of normalizing semantically equivalent keywords. Also, there are potential benefits of zero- or few-
shot fine-tuning of text-to-text keyword extraction models to the target domain, which need to be considered more
systematically. Finally, the results obtained in this study may vary for different languages, which requires further
evaluation, possibly on multilingual variants of the T5 model used.

In addition to evaluating the main approaches, we also assessed several baseline keyword extraction ap-
proaches, including FirstPhrases, TopicRank, PositionRank, MultipartiteRank, TextRank, KPMiner and TfIdf with
some adjustments aimed at boosting their performance (such as lemmatizing input text). However, the results
obtained for all of those methods were very poor.

VI EVALUATION

We evaluated the above-mentioned set of complementary keyword generation approaches on the original POSMAC
dataset. Abstracts annotated with keywords were split into a training and test set with a ratio of 70/30%.

The relevance and coverage of keyword assignments are evaluated in terms of micro- and macro- precision and
recall values, as well as their harmonic means (F1-scores) averaged over the documents in the test set.

These scores are measured at several ranks (k=1, 3, 5 and more) for each approach in two different scenarios:
a) using the full set of keywords assigned in the training and test set and b) training and/or evaluating only on
keywords which occur at least 10 times in the dataset.

VII CONCLUSIONS

The proposed solution can be successfully used in all applications requiring high-level specification of the content
of a document such as index generation, query refinement, text summarization, author assistance, etc.
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SIMPLIFIED TITLE

Kazakh-Turkish Machine Translation on Complete Set of Endings.

ABSTRACT

This article discusses Kazakh-Turkish machine translation based on the morphology model of a complete set of  
endings (CSE). To collect the necessary materials and implement the algorithm, a lot of research and careful work 
was carried out during the study. The main ones include: creation of a complete set of endings in the Kazakh and  
Turkish languages; morphological description of endings and creation of a correspondence table of morphological 
description  of  endings  for  two  languages;  creation  of  a  correspondence  table  of  Kazakh  and  Turkish  stem 
dictionaries; creation a correspondence table of Kazakh and Turkish stop-word dictionaries; develop Kazakh-
Turkish machine translation algorithm based on the CSE model; create software based on this algorithm. The main 
part of the study consists of fragments of the collected material, as well as the main algorithms and results. Scientific 
contribution of the article: machine translation technology for Kazakh-Turkish translation based on the CSE model 
is  developed.  Experiment  results  shoes  possibility  of  proposed technology of  machine  translation for  Turkic 
languages.

I INTRODUCTION

The purpose of this research is to create a machine translation technology based on the CSE (Complete Set of 
Endings) morphology model and demonstrate its results. Many Turkic languages are among the languages with 
limited resources, and this factor may lead to a limitation of the scope of application of Turkic languages in the  
period of modern digitalization. This problem encourages researchers to consider various methods and algorithms 
and increase the number of resources needed. Nowadays, when information exchange is going on at a very fast pace, 
it is significant to develop Kazakh-Turkish machine translation, as an example for the Turkic languages, and get  
high-quality results from it. The assumptions of the conducted research are the syntax of the sentences of Turkic 
languages is similar; the main difference between the sentences of the languages lies in the morphology of the  
words. Therefore, the hypothesis of this study is that machine translation of Turkic languages sentences can be 
solved using the CSE-model of morphology.

STATE OF THE ART

The problem of machine translation of the Turkic languages has been little studied because most of the languages of 
the Turkic group belong to low-resource languages. The most studied languages in terms of NLP are the state 
languages: Azerbaijani, Kazakh, Kirghiz, Turkish, Uzbek and Tatar. These languages are supported by well-known 
translation system Google Translate. However, these languages also have a different level of the development NLP 
models and methods. Due to the development of neural technologies, neural machine translation has become a state-
of-the-art method in the field of machine translation of natural languages. However, the lack of sufficient electronic 
linguistic resources (parallel corpora) for many languages is a very urgent issue of machine translation of natural  
languages, including Turkic languages. 

II ORIGINAL CONTRIBUTION

Scientific contribution of the article is a new machine translation technology based on the CSE morphology model  
and relational decision tables. The proposed machine translation technology for agglutinative languages is not 
required big volume of parallel corpus for learning as neural machine translation. Proposed machine translation  
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technology is data-driven technology. For using this technology to new languages it is needed to prepare CSE-model 
and relational decision tables for endings, stems and stop words of languages pair and to use universal programs for 
machine translation.

III METHODOLOGY

In this work a new solution for Kazakh-Turkish machine translation is presented. Although the development of 
machine translation is currently at a high level, the results of translation among Turkic languages and low-resource 
languages  are not very high. Kazakh and Turkish have many common features, as they are Turkic languages. 
Kazakh and Turkish belong to the group of morphology rich languages, which provides with excellent conditions 
for translation using the CSE morphology model.

The steps for Kazakh-Turkish machine translation based on the CSE model are as follows:
1. Development of a complete set of endings for the Kazakh and Turkish languages using the morphological model 

CSE.
2. Creating of Morphological analysis of Kazakh and Turkish endings based on the complete set of endings.
3. Creating of correspondence table of Kazakh and Turkish endings and its morphology descriptions.
4. Creation a corresponding table of Kazakh and Turkish word stems.
5. Creation a corresponding table of Kazakh and Turkish stop words.
6. Development of an algorithm for Kazakh-Turkish machine translation based on the CSE model.
7. Creating software based on the base of the machine translation algorithm.

The morphological model CSE based on inferring of the complete set of endings [1].  Universal Programs for 
Stemming, Segmentation and Morphological Analysis of Turkic Words are described [2]. Therefore, proposed MT 
technology is data-driven technology. This technology needs creating complete set of endings, table of morphology 
description of endings, corresponding tables of stems and stop words for language pair.

IV RESULTS

The main advantage of the CSE model is the method of creating linguistic tables, which is useful for linguists and 
suggests using universal  programs for different languages  for processing. The paper shows how to create a 
complete set of language endings, a table of correspondence of endings and their morphological descriptions of a  
language pair, a table of correspondence of stems and stop words of a language pair, the use of universal machine 
translation programs for the Kazakh-Turkish language pair. The results of this work show the possibility of using 
this machine translation technology for other low-resource Turkic languages. 

V EVALUATION

Due to the time constraints of scientific and technical work, a small translation model with 500 stems was created. 
In testing the operation of the machine translation algorithm based on the model of a complete set of Kazakh and 
Turkish endings, a case consisting of 45 parallel sentences in the Kazakh and Turkish languages was used.  
Experiments with this machine translation technology showed a BLEU metric score of 20% (state-of-the-art metric 
in machine translation), and human estimation showed a level sufficient to understand the text. Obviously, the  
higher the vocabulary, the higher the translation result. Therefore, future experiments assume an increasing of a  
vocabulary of stems.

VI CONCLUSIONS

The results of this research can use in machine translation of other Turkic languages and maybe for other agglutinative 
languages. Developed universal programs can used for other agglutinative languages, if for these languages will  
prepared CSE-model and correspondence tables of endings morphology descriptions, stems, stop words. 
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SIMPLIFIED TITLE

Partial periodic patterns identification in columnar temporal databases

ABSTRACT

Finding partial periodic patterns in temporal databases is a challenging problem of great importance in many real-
world applications. Most previous studies focused on finding these patterns in row temporal databases. To the best
of our knowledge, there exists no study that aims to find partial periodic patterns in columnar temporal databases.
One cannot ignore the importance of the knowledge that exists in very large columnar temporal databases. It is
because real-world big data is widely stored in columnar temporal databases. With this motivation, this paper
proposes an efficient algorithm, Partial Periodic Pattern-Equivalence CLass Transformation (3P-ECLAT), to find
desired patterns in a columnar temporal database. Experimental results on synthetic and real-world databases
demonstrate that 3P-ECLAT is not only memory and runtime efficient but also highly scalable. Finally, we present
the usefulness of 3P-ECLAT with a case study on air pollution analytics.

I INTRODUCTION

Partial periodic pattern mining (PPPM) [1] is a vital knowledge discovery technique in data mining. The primary
purpose of PPPM is to identify some of the frequently co-occurring events (or patterns) that will happen only during
a particular time, such as only on weekends, in a specific time of the day, and on a special day of a month. However,
these events will happen regularly. The scope of this research is not limited to only a few applications. It plays
a crucial role in many real-world applications, such as market-basket analysis, air pollution analysis, and traffic
congestion analysis. For example, if we look at the database of a supermarket, we might see that most customers
buy meat often and other standard items on the weekends. In the real world, data will be stored either in a row
or columnar format, and both have their importance. Uday et al. [1] have already discussed the partial periodic
patterns (3Ps) in row databases. However, they can only extract 3Ps from columnar databases by transforming
them into a row database. Unfortunately, this transformation will take substantial computational resources. With
this motivation, this paper aims to develop an efficient algorithm to find 3Ps in a columnar database.

In this paper, we have used two user-specified constraints named minimum periodic-support (minPS) and peri-
odicity (per) to discover 3Ps effectively in columnar temporal databases. The minPS controls the minimum number
of periodic occurrences of a pattern in a database. The per controls the maximum inter-arrival time of a pattern in
the database. Therefore, all the 3Ps derived from a database are defined as follows.

I.1 Problem Definition

Given a temporal database (T DB), a set of items, period (per), and minimum period-support (minPS), our aim is
to discover all 3Ps in T DB that have period-support no less than minPS.

II STATE OF THE ART

In the literature, a 3P-growth algorithm is already presented to discover 3Ps. It can be used to calculate 3Ps in
columnar temporal databases as well. However, the limitation is that we need to translate the columnar database
into a row database, which can only take row databases as input. This naı̈ve transformation process is costly in
terms of memory and runtime if we use extensive columnar databases. Therefore, developing novel algorithms
that produce 3Ps in both row and columnar databases is highly recommended.
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III ORIGINAL CONTRIBUTION

The contributions of this paper are as follows: (i) This paper proposes a novel algorithm to find 3Ps in a columnar
temporal database. We call our algorithm Partial Periodic Pattern-Equivalence CLass Transformation (3P-ECLAT).
(ii) To the best of our knowledge, this is the first algorithm that aims to find 3Ps in a columnar temporal database.
A key advantage of this algorithm over the state-of-the-art algorithm (3P-growth) is that it can also be employed
to find 3Ps in a horizontal database. (iii) Experimental results on synthetic and real-world databases demonstrate
that our algorithm is both memory and runtime efficient and highly scalable. We will also show that 3P-ECLAT
outperforms the state-of-the-art algorithm while finding 3Ps in a row database. (iv) Lastly, we use data about air
pollution to show how valuable our algorithm is.

IV METHODOLOGY

The 3P-growth algorithm can take the row database as input. In this regard, we have also used the row database
as input to 3P-ECLAT. Therefore, first, we have identified the one-length 3Ps while transforming the row database
to a columnar database and discarded the uninteresting patterns whose period-support is less than the minSup
value. In this step, we will scan the entire database and build a 3P-list, and all the items will be sorted according
to their period-support. Next, we use one-length 3Ps, which are present in the 3P-list, to generate their super sets
as 3Ps if they satisfy the user-specified minPS constraint. In this step, we have recursively followed the depth-
first search strategy to get the whole set of 3Ps from the database. We compared the 3P-ECLAT algorithm to the
state-of-the-art 3P-growth algorithm on several benchmark databases.

V RESULTS

The number of 3Ps generated by both algorithms is the same in every database. The following are some of the
noteworthy findings that can be observed from these databases: (i) In the case of sparse databases, both algorithms
were able to generate the 3Ps, whereas, in dense databases, 3P-ECLAT can produce interesting patterns, but 3P-
growth is running out of memory due to the huge search space, especially at low minPS. (ii) An increase in the
minPS value shows a decrease in every database’s total number of patterns. As a result, both algorithms’ runtime
and memory consumption decrease while increasing the minPS value. More importantly, the 3P-ECLAT algorithm
is much faster and consumes less memory than the 3P-growth algorithm at any minPS value. (iii) An increase in
the Per value shows the increase in the total number of patterns. This makes both algorithms take longer to run
and use more memory while the Per value increases. (iv) We have used an extensive columnar temporal database
to discover the efficacy and productivity of the proposed algorithm. If we keep increasing the database size, both
algorithms’ runtimes and memory requirements will increase almost linearly. But the 3P-ECLAT algorithm needs
less time to run and less memory than the 3P-Growth algorithm, no matter how big the database is.

VI EVALUATION

We have evaluated the performance of the proposed algorithm with the help of a case study on air pollution
analytics: The Ministry of Environment, Japan, has set up a sensor network system called SORAMAME to monitor
air pollution throughout Japan. The raw data produced by these sensors is transformed into a binary columnar
database if the raw data value is ≥15. Then, the transformed data is provided to the 3P-ECLAT algorithm to
identify all sets of sensor identifiers in which pollution levels are high. We have observed that most of the sensors
were situated in the southeast of Japan. Thus, it can be inferred that people working or living in the southeast
parts of Japan were periodically exposed to high levels of PM2.5. Such information may be useful to ecologists
in devising policies to control pollution and improve public health. Please note that more in-depth studies, such
as finding highly polluted areas on weekends or during particular time intervals of a day, can also be efficiently
carried out with our algorithm.

VII CONCLUSIONS

The proposed algorithm applies to several real-world problems, such as air pollution analytics, traffic congestion
analytics, and market basket analysis. For example, suppose we extract interesting patterns from the congestion
database by applying the proposed algorithm. In that case, people living near the sensor device locations will
frequently and regularly experience traffic congestion. Such knowledge of the 3Ps (or heavily congested roads)
can benefit the traffic control room by diverting traffic, suggesting police patrols, and alerting pedestrians on the
road. The scope of this research is not limited to a particular application.
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SIMPLIFIED TITLE

Defending Cyber-space using Artificial Intelligence

ABSTRACT

The immeasurable amount of data in network traffic has increased its vulnerability. Therefore, monitoring and
analyzing traffic for threat hunting is inevitable. Analyzing and capturing real-time network traffic is challenging
due to privacy and space concerns. However,many simulated datasets are available. Machine-learning based
intrusion detection systems are trained on these datasets for attacK detection. Selection of correct features has
significant importance in determining the efficiency of various Ml-based algorithms. Hence, this paper provides
a literature survey of the various machine learning based IDS. Features, attacks, machine learning algorithms and
their corresponding datasets are identified in the survey. The survey may help researchers in identifying benchmark
features correlated to network attacks.At the time of writing this paper there is no such IDS that associates network
features to attacks.

I INTRODUCTION

Information technology is integral part of our life, from connecting to collaborating we require Internet. This
dependence on internet has increased the threat of cyber attacks.It puts privacy,health, life, finances, governments,
property and security at risk. Crime is always one step ahead of the law. Numerous researchers are working to
find ways for defending cyberspace.Artificially intelligent solutions are being presented to design robust system.
Machine learning models can detect malicious patterns that may threaten security. Each intrusion leaves a unique
set of patterns that assists in its classification. For supervised learning, a labeled dataset is required, where network
data flows are labeled as benign or attack traffic. Real-network traffic is hard to obtain therefore, researchers have
designed network testbeds to generate synthetic datasets. Research community has applied many models; however,
deployment of such models practically is still scarce due to the lack of a common set of network features across all
datasets. .

II STATE OF THE ART

Machine learning classification algorithms work on features. The choice of accurate features affects the results
of classification. Various intrusion detection systems have used different number of feature.Howeever, two NIDs
are need special mention,as they would be used in further research.Sarhan converted four widely known datasets
into NetFlow [2]. NetFlow is an industry-standard protocol for network traffic collection [1]. UNSW-NB15,ToN-
IoT, BOT-IOT and CSE-CIC-IDS2018 were converted into netflows using different software.08 common features,
were selected from all the datasets. A binary and multiclass classifier was used for detection of attacks. Binary
classifiers performed better on all four datasets. However, the multi-class classifier did not perform well on some
attacks i.e. fuzzers, analysis, exploits.The authors therefore decided to increase the number of features, for better
performance.

As a result, they increased the number of features from 08 to 43. [3]. Increased number of features improved
classification results. The authors claim, these 43 features may prove to be a “benchmark feature set” lacking for
NIDS, previously. They believe these common feature sets may help in the practical deployment of the intrusion
detection systems which currently is scarce. However, no justification for the selection of these features is provided
in the paper.

III ORIGINAL CONTRIBUTION

Network attack occur at different layers of the network. For identification of each attack unique network features
are required. Our survey shows that similar features are being used for multiple attacks by most NIDS. The results
of classification, therefore, can either be biased or uncertain. Also, little or no justification is provided by many of
the authors for selection of feature .
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IV METHODOLOGY

The study is a literature review of various surveys.

V RESULTS

As, depicted from the survey most NIDs mentioned in the paper use same number of features for same attack.As [2]
has selected 8 features, for 11 network attacks and also [3] has selected 43 features, for all network attacks.Whereas,
network attacks have different nature, therefore applying equal and similar features for all attacks may not be a
good idea. Also, the attack dimensions are evolving rapidly, identification of common features set for multiple
attacks is necessary. A common feature set with proper justification, associated to individual attacks, will enhance
deployment of machine learning based NIDs.

VI EVALUATION

The study initially is a survey, we are also, working on practical application of this survey and prove via experi-
mentation the results of our survey. It was mandatory to find out working of various Network Intrusion Detection
system, before formally performing the experiment to prove our hypothesis.

VII CONCLUSIONS

The current research uses same mirror to for all attacks. Different attacks are targeted at different layers therefore
similar features cannot be used for all attacks. Researchers need to identify unique features correlated to each attack
for better performance of machine learning algorithms. Domain knowledge must be included for the recognition
of features. A unique set of features correlated to each attack will help in the practical and physical deployment of
NIDs. It will increase confidence of users on the system as network attacks are a serious threat to everyone.
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SIMPLIFIED TITLE

Pre-processing of CT images of the lungs.

ABSTRACT

Respiratory diseases are one of the primary causes of death in today’s population, and early detection of lung 
disorders has always been and continues to be critical. In this sense, it is critical to evaluate the condition of the 
lungs on a regular basis in order to avoid disease or detect it before it does substantial harm to human health. As  
the most popular and readily available research tool in diagnosis, radiography is critical. Despite all of the benefits  
of  this  technology,  diagnosing  sickness  symptoms  from  photos  is  a  challenging  task  that  necessitates  the 
involvement of highly experienced specialists as well as significant time investment. The difficulty arises from the  
incompleteness and inaccuracy of the initial data, particularly the presence of numerous image distortions such as  
excessive  exposure,  the  presence  of  foreign  objects,  and  so  on.  The  U-net  technique  was  used  to  do  early 
processing of CT images of the lungs using a neural network during the research. The current status of study in the 
field  of  X-ray  and  CT  image  identification  employing  in-depth  training  methodologies  demonstrated  that 
pathological process recognition is one of the most significant tasks of processing today.

I INTRODUCTION

Today, respiratory diseases are one of the leading causes of death in the population, and early diagnosis of lung 
diseases has been and remains very important. In this regard, it is necessary to regularly monitor the condition of  
the lungs to prevent the disease or to detect it before causing significant harm to human health. Despite all of the  
benefits of this technology, diagnosing sickness symptoms from photos is a challenging task that necessitates the 
involvement of highly experienced specialists. The work [3] proposes a review of the literature on CT scans of 
the lungs and states, preprocessing ideas, segmentation of a variety of pulmonary arrangements, and Feature 
Extraction to identify and categorize chest anomalies. In addition, research developments and disagreements are 
discussed,  as well  as instructions for  future investigations.  This work examines the segmentation of various  
pulmonary  structures,  registration  of  chest  images,  and  applications  for  the  detection,  classification,  and 
quantification of chest anomalies in CT scans.

II STATE OF THE ART

Using in-depth machine learning methods to analyze medical images, such as computed tomography (CT), magnetic 
resonance imaging (MRI), and chest radiography, allows for a more tailored and effective approach to  diagnosing 
and treating lung ailments.  A significant decrease in time costs and an improved burden for healthcare personnel are 
advantages of adopting machine learning technologies for picture recognition. To date, a large amount of biomedical 
data  has  been  collected,  which  contributes  to  radically  changing  the  therapeutic  experience  by  using  machine 
learning algorithms for processing.

III ORIGINAL CONTRIBUTION

The key problem is that they only assess the number of true positives, false positives, and false negatives, ignoring 
the alleged location. As a result, the contour's average distance and the surface's average distance are more 
appropriate. The evaluation was based on test data that had not been used during the training phase. Jacquard had a 
score of 0.926, and Dice received a score of 0.961. The reduction path’s high-resolution capabilities are paired with 
the output chosen to forecast a more accurate result based on this information, which is the architecture’s core idea.
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IV METHODOLOGY

There are two types of exceptions: local and integrative. Local features have the advantage of being adaptable and 
not changing in response to variations in brightness and illumination, but they are not unique. Changes in the 
object’s structure and difficult lighting conditions have no effect on the integral features that characterize the 
image of the thing as a whole. When the item sought is modeled on a number of regions, each of which is 
characterized by its own set of features - local texture descriptor - there is a combined method - the use of local  
features as pieces of an integrated description. The object as a whole is described by a set of such descriptors. By 
studying the vector of symbols obtained in the preceding stage and splitting the relevant space into subdomains 
representing the appropriate class, classification is defined as identifying whether an object belongs to a certain 
class. There are numerous classification methods: neural networks, statistical, key trees and forests, metric, and 
kernel. The membership of two classes is evaluated for the purpose of identifying the object in the image: the  
class of images that contain the object and the class of images that do not contain the object. The set of selected  
characteristics, their capacity to discriminate between photographs of objects of different classes, is a crucial  
aspect influencing the quality and stability of the classification. The simpler the space of possibilities is, and the  
classifier  can  have  a  simpler  form,  the  more  separable  the  functions  are.  Many  ”simple”  qualities  can  be  
combined to approximate a few ”complex” characteristics.

V RESULTS

Using these concepts,  a  modern and effective method for combining all  stages of  image analysis  has been 
developed: pre-processing, simultaneous acquisition of a set of ”simple” signs, and classification based on their 
optimization  using  a  multi-layer  deep  learning  training  base  of  convolutional  neural  images.  The  capacity  
allocation mechanism takes place on the ground floor (CNN), which is part of the classifier; the structure of  
features is produced automatically during the learning process and is governed by the network’s model and  
architecture.  CNN can be seen as a broad approach to modeling functional space, but it  requires an image  
exercise model that represents all of the relevant computational resources and objects. This is because, according  
to the rules of network design, the specific model of the object in CNN is built solely on the basis of information 
included  in  the  training  database.  The  model  of  distinction  is  developed  by  the  researcher  using  apriori  
information on the nature of the pictures of the object in the classical approach. As a result, the typical sub-issue  
of  constructing  an  efficient  collection  of  functions  becomes  the  challenge  of  developing  an  optimal  CNN 
architecture, which in turn generates the required features from the images in the classification problem [1], [2]. 
This work was funded by the Committee of Science of the Republic of Kazakhstan AP09260767 Development  
of an intellectual information and analytical system for assessing the health status of students in Kazakhstan 
(2021-2023).

VI EVALUATION

The model’s performance is estimated using Jaccard and Dice indicators, which are well-known for this type of  
computer vision problem. The intersection across the union is known as jacquard, and it is the same size as bone 
F1.

VII CONCLUSIONS

The following tasks were completed during the work:  1)  research into the principles of  developing machine 
learning algorithms; 2) creation of a database for training and testing an automated diagnostic system (ACD) for  
CT images of the lungs; and 3) evaluation of indicators of the developed system’s information content.
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Blockchain application to reduce used car market information asymmetries. 

ABSTRACT 

The used car market has long been an example of a market rife with information asymmetries because most consumers have  
insufficient experience in buying cars and can only use the car history information provided by car dealers to make prepurchase 
judgments. Such a problem can be alleviated by blockchain technology, which is a decentralized distributed database using nodes 
of a computer network to record the historical information of a car, where the chain of data cannot be falsified.  Accordingly, we 
propose a Hyperledger-based approach to illustrate the development of a used car blockchain application to reduce information 
asymmetries. In Hyperledger Fabric, all of the transactions are managed by smart contracts written in chaincode that are invoked 
when the external application needs to interact with the blockchain ledger. All business network transactions are recorded on the 
smart contracts, allowing the records to coexist among the participants, which include dealer, maintenance plant, motor vehicle  
office, police office, and customers. A simulation about the time reduction caused by our proposed Hyperledger blockchain 
application was also discussed. Our findings suggest that blockchain technology shortened time obtaining historical information 
and increase trust among buyers in the used car market. 

 

I INTRODUCTION 

Information asymmetries and quality uncertainties are problems faced by used car market buyers at any time before 
making a purchase decision. Buyers suffer from problems such as the car being in worse condition than initially  
indicated, accident damage that is not disclosed, fraud, vaulted products, etc. To cope with those problems, buyers  
spend a lot of time seeking information. Asymmetry of information leads to increasing used car costs and buyer  
dissatisfaction that causes damage to customers’ rights and interests, resulting in disputes between buyers and  
dealers. For instance, in Taiwan in 2019, the number of used cars doubled the new car market size, but there is still a 
problem of quality uncertainties and a lack of trust in the second-hand car market. Buyers, to ensure the quality of the 
car planning to purchase, must put much effort into seeking information that might be falsified, incorrect, or missing. 
Issues that buyers face during the information-seeking process might be alleviated by using blockchain-based  
solutions. Blockchain technology can provide a solution to mitigate information asymmetries and more efficiently 
reduce quality uncertainty, therefore changing relationships between buyers and sellers to be more reliable. This 
technology is making progress in the automotive industry with a significant impact on development in keeping all  
car records transparent and secure during the whole car life cycle. Therefore, it might be highly beneficial for the  
used car market to provide a complete vehicle history.  

II STATE OF THE ART 

In the used car market, consumers can only rely on their own car buying experience or the vehicle information  
provided by the car dealers to make a judgment on the vehicle condition, whereas, because the used car market has a 
serious information asymmetry problem, it results in many disputes. Several methods are addressing the information 
asymmetry problem. One intuitive solution for consumers and competitors is to act as a monitor for each other. 
Consumer Reports,  Underwriters  Laboratory,  public notaries,  and online review services help bridge gaps in 
information. Another solution is to have manufacturers provide warranties, guarantees, and refunds. In addition to  
seller-granted warranties, third-party companies can offer their own in the form of insurance that comes at some cost 
to the consumer. The government can also regulate the quality of goods sold on the market.  Many institutions 
provide car-related documents, but none of them are connected to each other. It results in unequal amounts of 
information required to make an informed transaction decision. Therefore, the problem of asymmetric information 
still exists and needs to be solved by different methods. 

II.1 Blockchain technology in the used car market  
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Recently, the application of blockchain technology in the used car market has received increasing attention as it can 
effectively reduce information asymmetry by storing the past usage status of vehicles. There are already several  
studies proposing a blockchain technology framework to reduce the information asymmetry issue based on vehicle 
history. However, they focus on resolving only a specific problem, such as odometer fraud, falsifying car mileage  
data, insurance information, or vehicle accident documentation which cannot ultimately reduce the information 
asymmetry. Blockchain technology promises to automatize the tracking of cars through their historical and current 
life and provide reliable information at any point in time it is needed.  

III ORIGINAL CONTRIBUTION 

To tackle the problem of information asymmetry in the used car market, we apply the Hyperledger approach to build 
a blockchain framework and illustrate the development of Hyperledger Fabric-based applications. In Hyperledger  
Fabric, all business network transactions are recorded on smart contracts, allowing the records to coexist among the 
participants. Smart contracts can reduce administration costs and risk, increase trust and improve the efficiency of  
used car market business processes. The smart contract records a new node according to the transaction updates, and 
while the buyer makes a purchase smart contract updates the node’s database, all of that happens in real-time,  
Therefore, we suggest using smart contracts to solve the information asymmetry problem and provide a reliable 
transaction environment for the used car market. 

IV METHODOLOGY 

In our experimental study, we build the Hyperledger Fabric environment system sample network to demonstrate the 
situation of car transactions on the blockchain. The used car network can be run through the transaction rules, and 
finally, the transaction query function can be implemented directly into the Hyperledger API. Fabric is used to run 
the second-hand Car chain network (car trade), where the internal transaction rules are defined by smart contracts.  
Smart contracts are in use when the dealer registers a used car to sell on the blockchain, when other players such as 
maintenance plant, motor vehicle office, or police office update data about the car, or when the buyer makes a 
decision about buying a vehicle.   

V RESULTS 

The simulation results show that the blockchain network can reduce the acquisition time of the vehicle's historical  
data and decrease information-seeking effort. If consumers want to know the historical information of the vehicle, 
the dealer can obtain the information through the blockchain query, reducing the time for personnel exchanges,  
waiting and written application, etc.  Moreover,  experiment results show that if  the vehicle industry wants to  
introduce blockchain applications in the future, they should be implemented by the car dealer first. When the vehicle 
is sold, the information is recorded on the blockchain, and every time the vehicle enters the original maintenance  
plant, the records can also be uploaded to the blockchain, and establish cooperation with government agencies. 

VI EVALUATION 

This experimental study records the historical information of the car by building a business network through 
Hyperledger Fabric Framework to define business network transaction rules. Through the blockchain network, all 
transaction records of vehicles in the past  are kept in smart  contracts and are enforced automatically when 
transaction conditions are satisfied. Smart contracts guarantee appropriate access control where all records are 
secure and reliable, and the history is tracked through the past ledger making data more transparent. On the used car 
market, when customers want to buy a car, they can make a pre-purchase evaluation according to the car condition 
information existing on the blockchain.  Blockchain networks can increase the transparency and fairness  of 
transactions and protected the rights and interests of consumers.  

VII CONCLUSIONS 

The results of this research and the proposed framework can be useful for car dealers, maintenance plants, 
government agencies, and other organizations playing a crucial role in the used-car market industry.  Based on the 
results and for the sake of information transparency, it is recommended that the blockchain application should be 
implemented by car dealers as the first institution in cooperation with government agencies. However, other 
institutions that might be possibly involved in car sales and maintenance can make use of this research and should 
be encouraged to join the used-car market blockchain ecosystem. 
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Piotr Stefański[0000-0003-1229-327X], Jan Kozak[0000-0002-2128-6998], Tomasz Jach[0000-0002-9463-5562]

{piotr.stefanski,jan.kozak,tomasz.jach}@ue.katowice.pl

SIMPLIFIED TITLE

The problem of detecting boxers in the boxing ring

ABSTRACT

Modern technology is strongly associated with sports. A perfect example of machine learning in sports is a support
of detection of specific events or situations. Such a problem is present in boxing, where boxers’ moves need to
be precisely detected. However video analysis is labor intensive but may provide valuable information. The paper
presents the problem of processing recordings of boxing boxers, in which the dynamics is at an extremely high
level and some events last for fractions of seconds. Additionally, the competition is often watched by spectators
blocking the view. The goal of this paper is to present accurate, precise and quick method of detecting the presence
of pugilists in the ring. This will allow to evaluate and score the boxing fight later. To validate the experiment,
relevant material had to be collected – the authors recorded real boxing bouts and prepared the complete training
set. The proposed solution will be used to automatically filter-out uninteresting parts of footage, where boxers are
not engaged in close-combats situation.

I INTRODUCTION

Nowadays, cameras recording videos can be found at every step, both outside and inside buildings belonging to
the public and private infrastructure. Current science and technology allows to search for valuable information in
recorded footage. For instance, machine learning solutions provide automatic car counting on highways, measure-
ments of distance between people or verification of presence of facial masks.

Camera recordings are also used to analyse sports football games, tennis and many other sports [1]. A similar
problem is pursued in this work, as it is devoted to the use of camera images to detect boxers in a boxing ring and
the preparation of a suitable test set.

The purpose of this paper is to prepare a solution to correctly and quickly detect the boxers while ignoring other
people outside the ring. This will allow for further work on boxing fight evaluation. For the purpose of this paper,
the authors set up a recording environment and then recorded real boxing fights. A special type of equipment had
to be considered, as boxing is a highly dynamic game. The detection will be based on micro-movements during
close-combat, therefore high resolution and high frame rate is required. Better the quality, bigger the video files
are which leads to increasing the computational complexity of the task. Only data collected in this way (in the
form of recordings) could be used for further analysis, and finally for detecting boxers in the ring. As the bouts are
quick (some of them are under 40 milliseconds), single static images provide no value for this task.

II METHODOLOGY

Due to the lack of publicly available stable and suitable for vision computing recordings of boxing fights, the
solution to the problem of detecting boxers in the boxing ring had to start with the collection of such material.
As noted before, the proper equipment is required for acquiring high quality footage. The authors had analysed
multiple solutions and choose four GoPro Hero8 sport cameras along with tripods that were placed behind each
corner of the boxing ring. The setup allowed boxing fights to be recorded from four different points. In order to
prepare a diverse train-set, the authors recorded fights with boxers of different age.

It is worth noting, that with this spacing of equipment, one of the cameras always has a good view of the boxers
at any given time. If the boxers are covering each other for two of the cameras, the other two are placed in a good
position for the boxers’ profiles. Having four cameras the blind-spots are minimised. The combined footage allows
to observe the fight with more details than the three human referees can do on their own.

After collecting the necessary material, it is possible to solve the problem of detecting boxers in the ring. Due to
the complexity of the problem, the Authors propose to divide it into several stages. The various steps are reflected
in the Algorithm 1, which receives an image as input and returns a list of boxers and their positions as output. The
algorithm starts from detecting all people in the picture, limiting the detections in the next step to people inside the
ring. Finally, the referee is also excluded.
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Algorithm 1: Proposed approach for detecting boxers in an image
Input: image – one frame from video
Output: boxers – list of coordinates of detected boxers

1 persons := find persons in image(image);
2 persons on ring := get only persons from ring(persons);
3 boxers := get only boxers from ring(persons on ring);
4 result boxers;

III RESULTS

The results of the obtained experiments allow to evaluate the described approaches. Through this research, it is
possible to confirm that it is possible to quickly identify the boxers in the ring while filtering out the other people.
This is to be used for work related to the calculation of boxing fight statistics.

IV CONCLUSIONS

The experiments confirm that the introduced solution allows for an improvement in the accuracy of detecting
boxers in the ring. Starting from a simple approach that detected all people in a video frame, we were able to
achieve an effect where only boxers in the ring were detected. In order to train any classifying system, the most
time and resource consuming part, is the labelling of data. We have achieved the goal – that is to decrease the time
spent by humans labelling each frame or video sequence only to the promising or relevant parts. Coverage values
need further improvements, as not all boxers are always detected.
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Background Subtraction and Deep Learning for Product Recognition.

ABSTRACT

Multi-class retail product recognition is an important Computer Vision application for the retail industry. Track 4
of the AICITY challenge is introduced for the retail industry. This track focuses on the accuracy and efficiency
of the automatic checkout process. However, due to the lack of training data for retail items in the real world, a
synthetic data set is usually generated based on the 3d scanned items to produce training data for an automated
checkout system. To overcome the difference informative representative appearance between training data and
the real-world scenario in the test set provided by the AICITY organizer, our research focuses on analyzing and
recognizing retail items by combining the traditional method and state-of-the-art Convolutional Neural Network
(CNN) approach. This paper presents our proposed system for product counting and recognition for automated
retail checkout. Our proposed method is ranked top 8 in the experimental evaluation in the 2022 AI City challenge
Track-4 with an F1-score 0.4082.

I INTRODUCTION

Product recognition problem is vital in a lot of Computer Vision applications nowadays. Barcode is now widely
applied in industries. However, this method takes time to locate the barcode position printed on each item. With
the development of electronic devices, product recognition has become a vital issue in product recognition appli-
cations.

II STATE OF THE ART

II.1 Object Detection

Object detection is an essential key in object behavior analysis, where the detection module can support many
tasks: object tracking, object counting, object recognition, etc. Convolutional Neural Network (CNN) has been
presented to generate the best result for many image classification datasets. However, most of the CNN approaches
trade-off time execution for accuracy and require super hardware devices for training and testing.

II.2 Multi-Object Tracking

Multi-Object Tracking (MOT) is one of the most widely investigated tasks as it is important in many computer
vision applications. The typical motif of MOT problems is Tracking–by–detection (TBD) which combines a
object detector and a re–ID model. TBD methods have two separate models for detection and tracking, therefore
they are usually computationally expensive.

II.3 Object Counting

Object counting is now more important because of its wide range of real-world applications. Two presentative
approaches for object counting are the detection base method and regression-based methods. However, most of
these methods rely on a large training data set to train a counting model.

III ORIGINAL CONTRIBUTION

In our work, we research and analyze a framework that can provide both efficient performance and accuracy. Our
contributions to this paper are described as follows:

Firstly, detect the proposal region using the Background Subtraction model and Skin removal.
Secondly, classify each proposal region by the Inception–ResNet–v2 model.
Finally, track and count objects by simple algorithms.
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Rank Team Name Score

1 BUPT-MCPRL2 1.0000
2 SKKU Automation Lab 0.4783
3 The Nabeelians 0.4545
... ... ...
8 HCMIU-CVIP 0.4082
9 CyberCore-Track4 0.4000
10 UTE-AI 0.4000
11 KiteMetric 0.3929
12 AICLUB@UIT 0.3922

Table 1: The final ranking results of the track 4 on the test set A

IV METHODOLOGY

IV.1 Background Subtraction and Skin Removal

We adopted the K-nearest neighbors (KNN) background subtraction for moving object detection [2]. After extract-
ing the moving object mask, the skin removal module helps to erase the hand region when the customer is holding
the item.

IV.2 Product Classification

After extracting the proposal region in the previous step, the problem is now Object Classification instead of Object
Detection. Very deep convolutional neural networks have achieved sucessful results in the field of computer vision,
especially in image recognition performance in recent years. Our solution takes advantage of one of the state-of-
the-art object classification models, the Inception-ResNet–v2 [1] for product classification

IV.3 Product Tracking and Counting

The tracking and counting algorithm is one of our major contributions to the proposed system. In our system, each
tracklet consists of a bounding box of objects that appears from frame t to t + n. Each bounding box contains 4
values [x,y,w,h] – the position of the top left corner (x,y) and the width (w) and high (h). The value of classifi-
cation–class, and probability of each object is also assigned to each box of each tracklet from frame t1 to tn. In
each tracklet, we select the most occurrence class and assign the recognition value to each tracklet. Inspired by
the runner-up of track 1 in the 2021 AICITY challenge, we adopt a simple tracking algorithm for product track-
ing: distance between the center point of bounding boxes and IoU matching. After the process of classifying and
tracking, we analyze the tracklet and conduct the final result in each video in the test set. At this stage, we merge
the tracklets together. Given two tracklets A and B with class a and b respectively, if a and b are the same class
and the two tracklets are less than thresh frame apart, then join two tracklets into one tracklet.

V RESULTS

Our proposed system achieve the rank 8th on the final scoreboard, however, our solution is promising and does not
require a super-powerful hardware device for execution. Our solution does not require extreme computation and a
hand-labeled dataset for training a model.

VI EVALUATION

Our team achieved a final score of F1 = 0.4082 and ranked eight on the final Leaderboard. The final ranking results
of challenge track 4 are shown in table 1.

VII CONCLUSIONS

We propose a system for Multi-Class Product Counting and Recognition for Automated Retail Checkout. The
system also has a competitively fast execution speed, so that it can apply in the real-world application.
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ABSTRACT

With the continuous improvement and growth at a rapid pace in the utility of mobile banking payment technologies,  
fraudulent  mobile  banking  transactions  are  being  multiplied  using  bleeding-edge  technologies  sharply  and  a 
significant  economic loss  is  made every year  around the world.  Phishers  seek new vulner-abilities  with every  
advance in fraud prevention and have become an even more pressing issue of security challenges for banks and 
financial institutions. How-ever, researchers have focused mainly on the prevention of fraudulent transac-tions on the 
online banking system. This paper proposes a new anti-phishing model for mobile banking systems at the transaction 
level (AntiPhiMBS-TRN) that mitigates fraudulent transactions in the mobile banking payment system. This model 
applies a unique id for the transactions and an application id for the bank application known to the bank, bank  
application, users, and the mobile banking system. In addition, AntiPhiMBS-TRN also utilizes the international 
mobile  equipment  identity  (IMEI)  number  of  the  registered  mobile  device  to  prevent  fraudulent  transactions. 
Phishers cannot execute fraudulent transactions without knowing the unique id for the transaction, application id, and 
IMEI number of the mobile device. This paper employs a process meta language (PROMELA) to specify system 
descriptions and security properties and builds a verification model of AntiPhiMBS-TRN. Finally, AntiPhiMBS-
TRN is suc-cessfully verified using a simple PROMELA interpreter (SPIN). The SPIN verification results prove that 
the proposed AntiPhiMBS-TRN is error-free, and banks can implement the verified model for mitigating fraudulent 
transactions in the mobile banking system globally.

I INTRODUCTION

The “Mobile Banking System” in this paper refers to the concept of a mobile banking system in general. With the  
advancement of mobile technologies, most modern commerce payments depend on the mobile banking system 
that  is  always open 24/7,  365 days a  year  for  financial  transactions.  However,  the unfortunate  truth is  that  
fraudulent transactions are also around-the-clock operations. With the continuous improvement and growth at a 
rapid pace in the utility of mobile banking payment technologies, fraudulent mobile banking transactions are 
being multiplied using bleeding-edge tech-nologies sharply and a significant economic loss is made every year  
around the world.  2019 Iovation financial services fraud and consumer trust report [1] show that 61% of financial 
transactions originate from mobile and 50% of suspected fraudulent  trans-actions seen by Iovation are from 
mobile devices. Fraudsters seek new vulnerabilities with every advance in fraud prevention and have become an 
even more pressing issue of security challenges for banks and financial institutions. Fraud-the Facts 2021 [2]  
revealed that mobile banking fraud losses increased by 41% in 2020 in the UK. 

Mobile banking users download phishing apps unknowingly, install them on their mobile devices, and input login 
credentials (Username and password) in the phishing app unintentionally. They follow the links in the phishing 
emails/SMS and are redirected to the phishing login interface, and they input the login credentials in the phish-ing 
login  interface.  Thus,  phishers  steal  login  credentials  using phishing apps  or  phishing login  interfaces  from 
mobile banking users and employ the stolen login credentials to login into the mobile banking system. As the  
login credentials are valid, phishers login into the mobile banking system. Phishers request a transaction, and 
MBS sends a one-time password (OTP) for the security of the transaction. However, phishers reply to the OTP, 
and they execute the fraudulent transactions.  This paper presents a new anti-phishing model for mobile banking 
systems at the transaction level (AntiPhiMBS-TRN), and the objective of this research is to mitigate fraudulent 
transactions  executed  using  stolen  login  credentials  and  stolen/lost  mobile  devices.  Banks  and  financial  
institutions can implement AntiPhiMBS-TRN to mitigate fraudulent transactions in the mobile banking industry. 
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II STATE OF THE ART

Researchers have worked on the prevention of fraudulent transactions in digital banking. Vishwakarma, Tripathy, 
and Vemuru proposed a layered approach for near field communication (NFC) enabled mobile payment system to 
prevent fraudulent transactions. Delecourt and Guo utilized potential reactions of fraudsters into con-sideration to 
build a robust mobile fraud detection system using adversarial examples. Zhou, Chai, and Qiuintroduced several 
traditional machine learning algorithms for fraud detection in the mobile payment system . Pracidelli, and Lopes 
proposed  the  artifacts  capable  of  minimizing  electronic  payment  fraud  problems  using  unsupervised  and 
supervised algorithms. Kargari and Eshghi proposed a semi-supervised combined model based on clustering algo-
rithms and association rule mining for detecting frauds and suspicious behaviors in banking transactions. Sarma,  
Alam, Saha, Alam, Alam, and Hossain proposed a system to detect bank fraud using a community detection 
algorithm that identifies the patterns that can lead to fraud occurrences. Gyamfi and Abdulai used supervised 
learning  methods  to  support  vector  machines  with  spark  (SVMS)  to  build  models  representing  normal  and 
abnormal customer behavior for detecting fraud in new transactions.  These  mentioned works do not mitigate 
fraudulent transactions using stolen login credentials and phishing apps in the mobile banking system. Our paper 
proposes a new anti-phishing model to mitigate fraudulent transactions in the mobile banking system in the world  
of mobile payment transactions. Banks and financial institutions can implement this model to mitigate phishing  
attacks in the mobile banking system.

III ORIGINAL CONTRIBUTION

The original contribution is to propose a new anti-phishing model for mobile banking systems at the transaction level 
(AntiPhiMBS-TRN) and to mitigate fraudulent transactions executed using stolen login credentials and stolen/lost 
mobile  devices.  Banks  and  financial  institutions  can  implement  AntiPhiMBS-TRN  to  mitigate  fraudulent 
transactions in the mobile banking industry.

IV METHODOLOGY

This paper proposes an anti-phishing model for mobile banking systems at the transaction level (AntiPhiMBS-
TRN).  This  paper  also uses  model  checker  SPIN to verify that  the model  AntiPhiMBS-TRN satisfies  basic  
properties for the banking protocol. Some security properties which are described in linear time temporal logic 
are also verified in the proposed model.

V RESULTS

Model checker SPIN shows that the proposed model satisfies basic properties and some security properties.  
Since the verification requires much memory and time, the verification in this paper check up to 50 users.

VI EVALUATION

This paper discusses the possibility of  transaction level attacks against the proposed model. It follows that the 
proposed model prevents the transaction level attacks. The verification results of model checker SPIN shows that 
the proposed model is available for banking system.

VII CONCLUSIONS

This paper proposed a new anti-phishing for mobile banking system at the transaction level (AntiPhiMBS-TRN) 
to mitigate fraudulent transactions globally. Phishers exploit stolen login credentials for fraudulent transac-tions 
using a new mobile device. However, AntiPhiMBS-TRN detects the new mobile device and queries the IMEI 
number of the old mobile device to execute the transac-tion. The phishers cannot deliver an IMEI number, a  
unique id for the transactions and cannot succeed in the fraudulent transactions in the mobile banking system. The 
phishing apps cannot provide a valid application id to the mobile banking system, and phishers fail to execute the  
fraudulent transactions in the mobile banking system using phishing apps. Phishers get stolen/lost mobile devices  
and request transactions using mobile banking systems installed in those devices. However, AntiPhiMBS-TRN 
employs a unique id for the transaction system, and phishers cannot provide a unique id for transactions. Hence, 
phishers fail to execute the fraudulent transactions using stolen/lost mobile devices. In future research, we will 
propose a new secured model to detect the change of locations and mitigate other probable attacks such as man in 
the middle (MITM) attack, SQL injection attack, man in the browser (MITB) attack, replay attack in the mobile  
banking system.
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SIMPLIFIED TITLE 

Image Retrieval using KD-Tree Structure 

ABSTRACT 

The semantic relationship of visual objects plays an important role in determining the context and semantics 
of an image. In this paper, a method of classifying semantic relationships between objects on the image is 
proposed and applied to a semantic-based image retrieval system. Firstly, the visual objects on an input image 
are extracted and classified using the R-CNN network model. Secondly, a semantic description of the image 
is determined by the KD-Tree structure. From that, a model of classifying semantic relationships and 
extracting semantic descriptions for an input image is proposed to retrieve a set of similar images by 
semantics. To prove the correctness of the proposed theoretical basis, an experiment was built on the COCO 
and Flickr image data sets with an average image retrieval performance of 0.6972, and 0.7794, respectively. 
Experimental results are compared with other works on the same data set to demonstrate the effectiveness 
of our proposed method and can be applied to multi-object image data sets. 

 

I INTRODUCTION 

Determining the semantic relationships of objects on an image and retrieving images based on the semantic 

relationship is a challenge for multi-object image retrieval problems. Based on the KD-Tree structure for image 

classification [3], the KD-Tree structure is built for classifying semantic relationships between objects performed 

in this work. While several published works determine the relationship between objects on the image using a Scene 

Graph or Knowledge Graph. Identifying the semantic relationship between objects on the image is performed on 

multi-object image sets by building a triple describing the relationship between two objects, building a query 

SPARQL, and retrieving on Ontology. 

II STATE OF THE ART 

To implement this problem, some the tasks need to be performed and proposed, including: 

II.1  Object detection using R-CNN network model 

In the R-CNN model network, each object is defined by the region proposal, and the proposed regions containing 

the object bounded are extracted by bounding boxes. Based on the feature, extracted bounding boxes and object 

classification by assigning labels to each extracted image region using the Mask R-CNN network model. The 

experimental result for object classification by Mask R-CNN is high. 

II.2 Building a KD-Tree structure for semantic relationship classification 

The process of building a KD-Tree structure for semantic relationship is presented in steps: 

(1) Each region of the object is extracted by an m-dimensional vector feature 𝑓𝑖𝑘 = (𝑓𝑖𝑘1, 𝑓𝑖𝑘2 , … , 𝑓𝑖𝑘𝑚); 
(2) The node is different from the leaf and stores a (2 ∗ 𝑚) − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 weight vector randomly; 

(3) Each vector 𝑓𝑖𝑘 = (𝑓𝑖𝑘1, 𝑓𝑖𝑘2, … , 𝑓𝑖𝑘𝑚) is inserted into the KD-Tree from the root to find the storage location 

at the 𝑙𝑒𝑎𝑘𝑘  on the KD-Tree by using the 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 transfer function at the node; 

(4) 𝐿𝑒𝑎𝑘𝑘stores a word to describe semantic relationship; 

(5) Based on the label at 𝑙𝑒𝑎𝑘𝑘 , extracting a semantic relationship between the objects of the input image. 

II.3 Training weight vector process on KD-Tree 

A process of adjusting a set of classifier vectors at the nodes on the KD-Tree structure is performed to improve the 

classification efficiency on KD-Tree as follows: 

(1) Calculating the correct classification performance for the set of image regions with the initial weight vectors.  

(2) Finding 𝑛𝑜𝑑𝑒𝑖  is the wrong location. 

(3) Adjusting the vector at 𝑛𝑜𝑑𝑒𝑖  so that vector 𝑓𝑖  is at the correct leaf. 
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(4) Comparing the classifier performance after adjusting the weight vector and the classifier performance when 

using the set of random weight vectors. 

(5) This process repeats until a given number of iterations is reached or the target performance is reached. 

II.4 Extraction semantic relationship of an image using KD-Tree 

Each object image region is extracted as a feature vector and combined into a feature vector for the input image to 

store at the leaf. On this basis, the semantic relationship is extracted based on the KD-Tree structure in steps: (1) 

Calculate the performance of semantic relationship classification with 𝑤𝑘𝑡; (2) Determine the wrong path of the 

𝑓𝑘vector on the KD-Tree; (3) Determine the right path of the 𝑓𝑘vector on the KD-Tree; (4) Find the position where 

Nodei misplaces the 𝑓𝑘  vector; (5) Adjust the vector stored at 𝑛𝑜𝑑𝑒𝑖to 𝑓𝑘  the right path; (6) Recreate the KD-Tree 

according to the adjusted vector set; (7) Calculate the classifier performance after vector tuning at 𝑛𝑜𝑑𝑒𝑖. 

III ORIGINAL CONTRIBUTION 

The contributions of this article are (1) Extracting and classifying visual objects of an image using R-CNN; (2) 

Building a KD-Tree structure to determine a semantic relationship between objects of an input image; (3) Proposing 

a model to classify objects and extracting semantic relationships between objects; (4) Building experimental and 

proving the feasibility and correctness of the proposed method using the COCO [3], Flickr [4] image data sets. The 

contribution of this work is to build a triplet describing the relationship of the objects using the KD-Tree. This is a 

possible application method for multi-object image sets. 

IV METHODOLOGY 

The work has carried out theoretical research and proposed a model combined with experiments to prove the 

correctness and effectiveness of the proposed theory. The proposed theoretical content includes: (1) Segmentation 

and classification of object images based on the R-CNN network; (2) proposing a balanced multi-branch KD-Tree 

structure built by supervised learning method to classify image semantic relationships at leaf nodes; (3) Performing 

semantic relationship classification between visual objects; (4) formation of triplets describing the image; (5) 

construct a SPARQL query from the triple; (6) adding data of experimental sets of COCO, Flickr to the ontology; 

(7) search semantically similar image set to input image based on built ontology. 

V RESULTS 

With the proposed technique and method, some results were obtained, including (1) building a KD-Tree structure 

for classifying semantic relationships between objects on images; (2) training KD-Tree to improve the performance 

of semantic relationship classification; (3) experimental image retrieval using the defined semantic relationship by 

searching on the ontology; (4) experimental results are higher than some published works [1, 2]; (5) SR-KDT 

image query system can be applied to multi-object image sets such as Visual Genome. 

VI EVALUATION 

The results of system semantic relationship-based image retrieval using the KD-Tree structure is higher than other 

works because: (1) The SR-KDT system uses the R-CNN network for image segmentation and object 

classification, so the classification performance is high; (2) The training process of weight vector training to 

classify semantic relationships on KD-Tree should be highly effective. Besides, the approach to classifying 

semantic relationships between objects by KD-Tree has proven the correctness of the proposed theoretical.   

VII CONCLUSIONS 

In this paper, a model of semantic relationships-based image retrieval has been implemented using KD-Tree, R-

CNN, and Ontology. Based on the semantic relationship of an input image, the SPARQL query is built to retrieve 

a set of similar images by semantics on ontology. The average image retrieval accuracy results for each COCO 

and Flickr image data sets were 0.6972 and 0.7794, respectively. Experimental results have proved that a method 

of combining the R-CNN, KD-Tree structure, and ontology for semantic-based image retrieval is feasible and 

effective. In the next development direction, we will combine semantic relationships for KD-Tree Random Forest 

with ontology to improve performance retrieval. 
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SIMPLIFIED TITLE 

Image Retrieval using RS-Tree and Knowledge Graph 

ABSTRACT 

High-level semantic image retrieval is the problem which has applied in many different fields. In this paper, we 

approached a method of similarity image retrieval and image semantic extraction based on the combination of RS-

Tree and knowledge graph. The main tasks include: (1) building a knowledge graph to store objects, attributes, and 

relationships of objects on images; (2) searching a set of similar images based on the low-level features stored in 

RS-Tree; (3) extracting a scene graph of image using Visual Genome dataset; (4) generating SPARQL query based 

on the scene graph to extract high-level semantic of the image from the built knowledge graph. In order to evaluate 

the efficiency as well as compare the accuracy of RS-Tree, the COREL and Wang image datasets are used. On the 

basis of the proposed method, a knowledge graph is built based on the Visual Genome dataset. The experimental 

results are compared with related works to demonstrate the effectiveness of the proposed method. Therefore, our 

proposed method is feasible in semantic-based image retrieval systems. 
 

I INTRODUCTION 

In recent years, many works have approached the knowledge graph and the scene graph to describe the semantics 

of images [1-3]. In this paper, we propose a model of semantic-based image retrieval using RS-Tree and a knowledge 

graph. In this model, there are two main tasks including (1) retrieving a set of similar images based on low-level 

visual features using RS-Tree; (2) extracting high-level semantics and relationships of objects on images using a 

knowledge graph. Firstly, the low-level features of images in the dataset are extracted, such as color, position, 

shape. Then, the set of similar images is retrieved using RS-Tree. Secondly, a knowledge graph is built based on 

the Visual Genome dataset and WordNet. To perform this, we extract the objects, attributes, and relationships on 

the image from the Visual Genome dataset. With a query image, the system extracts a set of similar images and the 

scene graphs based on VG dataset. After that, the SPARQL query is generated from the scene graphs. Then, the 

high-level semantic concepts and the semantic descriptions for the image are extracted from the knowledge graph. 

II STATE OF THE ART 

The scene graph contains objects, attributes, and relationships to represent the image. Scene graph generation consists 

of two main tasks (1) extracting visual objects in images; (2) creating relationships between them. The recent works 

approached scene graphs for semantic-based image retrieval to enhance the effectiveness of the image retrieval process. 

Johnson, J. et al. proposed a semantic-based image retrieval framework using the concept of the scene graph. The 

authors used scene graphs to retrieve semantically related images. Wang, S. et al. introduced an image retrieval model 

using scene graphs, including visual scene graphs (VSG) and text scene graphs (TSG). Schroeder, B. et al. presented a 

method that uses scene graph embedding as the basis for an approach to image retrieval. The visual relationships are 

directed subgraphs of the scene graph with a subject and object as nodes connected by a predicate relationship. Yoon, 

S. et al. proposed an approach for image-to-image retrieval using scene graphs by graph neural networks. In this work, 

graph neural networks were trained to predict the image relevance measure computed from human-annotated captions 

using a pre-trained sentence similarity model. Qi, M. et al. proposed a new framework for online cross-modal scene 

retrieval based on binary representations and semantic graphs. Ramnath et al. introduced a neural-symbolic approach 

for a one-shot retrieval of images from a large-scale catalog, given the caption description. Quinn, M. H. et al. described 

a novel architecture for retrieving instances of a query visual situation in a collection of images. The results of those 

works show that applying scene graphs for the problem of semantic-based image retrieval is feasible. However, these 

works have not built knowledge graphs to describe the semantics of images. On the other hand, the works have not 

performed queries based on SPARQL query language to query scene graphs on knowledge graphs. 

III ORIGINAL CONTRIBUTION 

The article's contributions include (1) building a semantic-based image retrieval model; (2) building a knowledge 
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graph to store objects, attributes, and relationships of objects on images using Visual Genome dataset; (3) extracting 

a scene graph of image using Visual Genome dataset; (4) generating SPARQL query based on the scene graph to 

extract high-level semantic of the image from the built knowledge graph. 

IV METHODOLOGY 

In this paper, the RS-Tree data structure is used to cluster similar image data to enhance performance and improve 

retrieval time. Besides, a knowledge graph is built to describe and store the level height semantics of the image data 

set. Firstly, the process of image retrieval by content was performed on RS-Tree. Secondly, a knowledge graph is 

generated from the Visual Genome dataset's components using RDF/XML triple language. Thirdly, for every input 

image, we extract the scene graphs of the image in the VG dataset. Finally, we created a SPARQL query and 

executed the query on the knowledge graph using RDF triple language to retrieve similar images and extract the 

semantics of the input image. 

RS-Tree is a data partition structure including a root, a set of nodes, and a set of leaves. Internal node denoted 𝑆𝑛𝑜𝑑𝑒 

is of the form 〈𝑀𝐵𝑆, 𝑝〉. Where 𝑀𝐵𝑆 is a sphere that has center denoted 𝑐𝑛𝑜𝑑𝑒, and radius 𝑟𝑛𝑜𝑑𝑒, 𝑝 is the link pointer 

to the child nodes. This sphere covers the spheres of nodes in each sub-branch of the tree. Each 𝑆𝑛𝑜𝑑𝑒 has a minimum 

element of 2 and a maximum of 𝑁. The leaf node denoted 𝑆𝑙𝑒𝑎𝑓 is of the form 〈𝑀𝐵𝑆, 𝑒𝑙𝑒𝑚𝑒𝑛𝑡〉. Where 𝑀𝐵𝑆 is a 

sphere that has center denoted 𝑐𝑙𝑒𝑎𝑓 and radius 𝑟𝑙𝑒𝑎𝑓 contains a set of elements. Each element 𝑠𝑝𝐸𝐷 is of the form 

〈𝑀𝐵𝑆, 𝑜𝑖𝑑〉. Where 𝑀𝐵𝑆 is a sphere that has center denoted 𝑐𝑠𝑝, and radius 𝑟𝑠𝑝, contains the object space, 𝑜𝑖𝑑 is an 

identifier 𝑓 = (𝑣1, 𝑣2, 𝑣3, . . . , 𝑣𝑑). Each leaf node 𝑆𝑙𝑒𝑎𝑓 has the maximum number of elements called 𝑀 and the 

minimum 𝑚(1 < 𝑚 < 𝑀 2⁄ ).  

A knowledge graph is a graph 𝐺 = 𝑂,𝐴, 𝑅 >, where 𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑛}  is a set of objects that are vertices on the 

graph, 𝑜𝑖 is an object class label, concept, or instance; 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛}   is the set of attributes, 𝑎𝑖 is the attribute 

of the concept or instance; 𝑅 = {𝑟1, 𝑟2, … , 𝑟𝑛}  is the set of relationships that are the edges of the graph, 𝑟𝑖 is a 

relationship between concepts and instances, or the relationship between concepts and attributes, or relationship 

between instances and attributes. 

Components in knowledge graph structure include: (1) Node Types: Classes (class), inClass (individual), Objects 

(individual), Images (individual); (2) Relationships: Object Properties (opOBJinv, opIMGinv, opIMGobj), 

Relations between Objects (ON, IN, OF, WEAR, RIDE, …); (3) Data Properties: Object (dpOBJWordNet, 

dpOBJObjectID, dpOBJAtribute, dpOBJWidth, dpOBJHeight, dpOBJSynsetID, dpOBJName) Image 

(dpIMGImageID, dpIMGURL, dpIMGLocation, dpIMGDataset, dpIMGWidth, dpIMGHeight); (4) Annotations: 

Relationship (anoRELSynsetID, anoRELPredicate, anoRELRelationID, anoRELWordNet, anoRELDescription). 

V RESULTS 

The precision, recall, and F-measure is used to evaluate the effectiveness of the proposed method. The experimental 

result on COREL is precision at 80.29%, recall 65.75%, F-measure 72.29%; the image set of Wang is accuracy at 

77.31%, recall 60.36%, F-measure 67.79%; the image set of Visual Genome is precision at 69.66%, recall 59.00%, 

F-measure 63.89%. We compare the results with previous works on the COREL, Wang dataset to demonstrate the 

effectiveness of the proposed method. The comparison results showed the precision and effectiveness of the 

proposed model and algorithm. 

VI EVALUATION 

The experimental result shows that the performance of the proposed method is quite high, because of the following 

reasons: (1) the RS-Tree is built based on feature vectors in the form of spheres to optimize storage space and 

enhance the effectiveness of clustering similar images; (2) the knowledge graph is built to store the semantics 

relations of objects in an image to improve retrieval efficiency. 

VII CONCLUSIONS 

From the above evaluations, they show that our proposed method is effective in solving the problems of semantic-

based image retrieval and can be applied in many fields. 
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SIMPLIFIED TITLE

Building a relationship matrix between users to improve item recommendations.

ABSTRACT

Graph Neural Networks have been extensively applied in the field of machine learning to find features of graphs,
and recommendation systems are no exception. The ratings of users on considered items can be represented by
graphs which are input for many efficient models to find out the characteristics of the users and the items. From
these insights, relevant items are recommended to users. However, user’s decisions on the items have varying
degrees of effects on different users, and this information should be learned so as not to be lost in the process of
information mining.
In this publication, we propose to build an additional graph showing the recommended weight of an item to a target
user to improve the accuracy of GNN models. Although the users’ friendships were not recorded, their correlation
was still evident through the commonalities in consumption behavior. We build a model WiGCN (Weighted input
GCN) to describe and experiment on well-known datasets. Conclusions will be stated after comparing our results
with state-of-the-art such as GCMC, NGCF and LightGCN.

I INTRODUCTION

Recommendation systems are an important research area of Information Systems. Based on previous interactions,
such as purchases or reviews, of multiple users on items, the system will look for features and point out similar
users and similar items to offer a set of recommendations. Combine products and recommendations to target
customers. Collaborative filtering is a method of assessing the similarity between users based on a series of past
behavior.

The user-item relationship matrix is usually a sparse matrix, because the number of items a user has purchased
or is interested in accounts for only a very small portion of all items. Reducing the number of matrix dimensions
helps to create embedded matrices of much smaller size without losing the features of users and items. Social
recommendations are systems that consider the social relation between users. Users can also be friends with each
other in real life or on social networks; a friend’s advice is always taken with higher trust.

On the other hand, the user and item relations can also be naturally represented by graphs, and can be exploited
by Graph neural network. The process of capturing collaborative signals can go through two stages, decomposer
and combiner. In this publication, we propose a model that uses Graph neural network to receive signals from
two separate matrices: the implicit matrix that records the user’s attention on the item and the weight matrix. The
number of interactions between users.

II STATE OF THE ART

Due to the history of interaction between users and items, we can model a bi-parties graph G = {V,E}, where set
of vertices V = {U, I} is union from set of users and set of items; the E contains edge ei, j = (ui, i j) if user u had
interaction on item i. From the bi-parties graph G, we can define a matrix R⊆U× I and it’s elements has a binary
value.

The weighted user references matrix WU = R×RT shows how many common items that user ui and u j have
interacted by value of WUi, j . Because the number of interactive items of each user is different, matrix W should be
normalized by the least absolute deviations. Similarly, the weighted item references matrix WI = RT ×R indicates
how many users the same two items were referenced by.

The Laplacian matrices for user-item relation should be formed in the propagation rule because all embedding
vectors could be updated simultaneously. The additional input matrix ∆ collects Weighted references values of
both users and items.

∆ = D−
1
2 BD−

1
2 and B =

[
WU 0
0 WI

]
(1)
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III ORIGINAL CONTRIBUTION

In the proposed model, a matrix representing the relationships between users has enriched information for the
machine learning process. Due to the fact that the users are not friends, their relationship is considered from the
set of items of mutual interest.

IV METHODOLOGY

We define users embeddings and items embeddings as eu ∈ Rd and ei ∈ Rd with d is the size of the embeddings
vector. In the first loop of propagation, embedding layer E(0) need an initial state of He normal weight initialization
method which has good performance with Rectified Linear Unit activation function. The embedding should be
trained though each round of propagation of a LeakyReLU function.

The collaborative filtering method will capture signals inside the graphs’ structure and training the embeddings
of both users and items. As a message-passing model of GNN, we extract the signals and then make an aggregation
for the embedding at the output.

With messages received from the neighborhood of a user u, we aggregate all of them to refine the representation
of u.

e(1)u = LeakyReLU
(
mu←u + ∑

i∈ℵu

mu←i
)

(2)

After a number of propagation iterations, the embedding vector E∗ will be acquired, and the predicting score
between user ui on item i j can be calculated by ŷui = e∗ui

⊤e∗i j
. We build the loss function with Bayesian Personalized

Ranking because it is the best suitable method for implicit feedback datasets.

V RESULTS

To demonstrate the result, we compare our proposed model with the following state-of-the-art methods: Light-
GCN[1], NGCF[2] and GCMC[3] in both of precision and recall values. The overall performance comparison
shows in below table. Our proposed model gives better scores in precisions, recall and NDCG.

Table 1: Overall Performance Comparisons
Dataset Gowalla Amazon-book Yelp2018

precision recall ndcg@20 precision recall ndcg@20 precision recall ndcg@20
GCMC 0.03690 0.11799 0.09042 0.01122 0.02539 0.02033 0.02320 0.05114 0.04141
NGCF 0.04080 0.13123 0.11149 0.01713 0.41160 0.03045 0.02192 0.04865 0.03917

LightGCN 0.03961 0.12637 0.11032 0.01181 0.02657 0.02114 0.01975 0.04262 0.03462
Our model 0.04167 0.13503 0.11648 0.01772 0.04335 0.031619 0.02225 0.04894 0.03954

VI CONCLUSIONS

In this work, we have proposed a method of weighting the influence among users, which can be considered equiv-
alent to the Social Relation of Trust in the item recommendation problem. The input complement matrix has been
calculated to enrich the interactions between the user and the item, and it serves as a moderator of the signals
during the extraction and synthesis of messages. By contributing a machine learning model, we believe we have
created an inspiration for future studies on the Recommender systems.
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ABSTRACT

Vietnamese labor market has been under an imbalanced development. The number of university graduates is
growing, but so is the unemployment rate. This situation is often caused by the lack of accurate and timely labor
market information, which leads to skill miss-matches between worker supply and the actual market demands.
To build a data monitoring and analytic platform for the labor market, one of the main challenges is to be able
to automatically detect occupational skills from labor-related data, such as resumes and job listings. Traditional
approaches rely on existing taxonomy and/or large annotated data to build Named Entity Recognition (NER)
models. They are expensive and require huge manual efforts. In this paper, we propose a practical methodology
for skill detection in Vietnamese job listings. Rather than viewing the task as a NER task, we consider the task as a
ranking problem. We propose a pipeline in which phrases are first extracted and ranked in semantic similarity with
the phrases’ contexts. Then we employ a final classification to detect skill phrases. We collected three datasets and
conducted extensive experiments. The results demonstrated that our methodology achieved better performance
than a NER model in scarce datasets.

I INTRODUCTION

Vietnamese job portals have been considered an important bridge between recruitment managers and job seek-
ers. Over the years, these portals have accumulated a growing amount of digital labor-related market data such
as job listings and applicants’ resumes. To enable advanced analysis, it is imperative to have a model that can
automatically detect occupational skills from labor market-related data.

II STATE OF THE ART

In [3], the authors consider this skill detection task as a Named Entity Recognition (NER) task in natural language
processing. It has a common drawback: many labeled sentences are needed to train the NER models in a supervised
setting. [1] detects skills from a given document by performing a direct match between n-gram sequences and terms
in the target taxonomy. This approach, however, does not work for the Vietnamese language as there is no such a
taxonomy yet.

III ORIGINAL CONTRIBUTION

In this paper, we present a practical approach for skill detection in Vietnamese job listings. We model the task as a
ranking problem. Our approach exploits the structural property of a job description: any skill mentioned found in
a requirement section will have a high semantic similarity score with the section itself.

IV METHODOLOGY

In comparison to the traditional NER approach, our methodology is more practical and less expensive in terms of
manual efforts. It is a pipeline composed of 4 layers:

1. Phrase mining Occupational skill mentions can be multi-word or single-word phrases (e.g., ”Java”, ”data
mining”). Thus, a crucial step in our pipeline is phrase mining, which aims at extracting high-quality phrases
in a given document. The output of this layer is considered as skill mention candidates for the next ranking
layer. We leverage a semi-supervised, weak supervision approach for this layer to reduce manual effort.
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2. Text embedding This layer is responsible to output the corresponding embedding vectors, given a word,
a phrase, a sentence, and a paragraph. The output of the embedding layer will be used to compute ranking
similarity scores. For this layer, we can leverage powerful embedding methods such as SIF, and BERT. Thus,
this layer requires no manual labeling effort.

3. Phrase ranking This layer ranks the importance of a phrase w.r.t. its outer context, the parental require-
ment section in the job description. Apparently, it can be observed from practical experiments that skill-
related phrases often achieve high rankings, while low-ranked phrases are undoubtedly not occupational
skills. Therefore, ranking important phrases are capable of discarding clusters of words that are irrelevant to
the occupational topic. This layer does not require labeling effort.

4. Occupational skill classification Generally, there are cases where many extracted phrases in the previous
steps are not occupational skill terms. Therefore, this layer is necessary as a binary classification model
to identify truly occupational skill terms. This layer requires a labeled dataset. Beginning with a subset
of the output phrases in the ranking layer, our labeling workers are required to prepare two subsets: skill
and non-skill ones. In contrast, NER labeling workers must carefully select the phrase spans and assign the
corresponding labels. Thus, the dataset construction effort is generally cheaper and faster in our methodology
than in the NER approach.

V RESULTS

We implement our methodology with these chosen components: (1) AutoPhrase [2] method for quality phrase
detection; (2) various embedding methods; (3) ranking phrases by cosine similarity scores; (4) a small multi-layer
neural network for classification.

VI EVALUATION

We prepare multiple datasets in which Vn requirements NER consists of 625 requirement paragraphs of the
job descriptions, with manual labeling of skill terms. We measure precision, recall, and F1 scores in complete
match and partial match assessments.

VII CONCLUSIONS

Our methodology is practical so that it does not require expensive manual labeling datasets. Skill mentions are
first detected through an automated phrase detection component that relies on limited positive-only terms. Then
a ranking component based on text embeddings is used to filter out non-related skill terms. The remaining terms
are fed to a classification model to finalize the skill detection pipeline. Our methodology can achieve comparable
performance to a popular industrial-ready NER model in the Vn resumes NER dataset while being superior in the
smaller Vn requirements NER dataset.
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ABSTRACT

Coverage path planning (CPP) finds the shortest feasible paths to cover completely an environment while avoid-
ing inner obstacles. This study focuses on the CPP problem for an energy-limited mobile robot that satisfies two
main optimization objectives: the total distance and the number of repeated cells. We propose a hybrid algorithm
between the Boustrophedon and the partition tree group algorithm, namely B-WZone, for the CPP with energy con-
straints. The experimental results showed that the B-WZone algorithm helps the robot reduce energy consumption
and traveling time in all the tested environments compared with the existing methods.

I INTRODUCTION

Coverage path planning (CPP) is a fundamental problem in robotics with abundant real-world applications and
many other potential applications, such as vacuum cleaning, painting, demining, and window cleaning robots [2, 1].
Its aim is to find paths that allow the robot to cover entirely the working environment. This problem is divided into
two main versions: OfflineCPP, where robot(s) have prior knowledge of the environment, and OnlineCPP, where
the robot does not know the environment’s details and can accumulate knowledge of the environment during the
coverage. This paper has some significant contributions to achieving the maximum coverage and minimizing the
coverage path in current OfflineCPP applications using a battery-charged robot.

We propose a new coverage algorithm called B-WZone, which is the combination of Boustrophedon Algorithm
and the Partition Tree Group Algorithm with a new approach to divide the environment by split lines to obtain better
results.

II STATE OF THE ART

Many previous algorithms have been presented to solve the CPP problem with simple assumptions such as the
environment is a polygon, the robot is a unit point, and it can only move in four directions with an unlimited
energy budget and visit all the accessible locations in an environment including obstacles by a unique single path.
These assumptions obviously are unrealistic when applied in real-life situations.

III ORIGINAL CONTRIBUTION

Our system is composed of a battery-powered robot that has pre-known about the working space and a recharging
station where the robot starts. The goal is to fully pass the whole given environment while avoiding obstacles or
being out of energy in the middle of the work. By using our method, we can achieve better optimizations in terms
of the number of times the robot returns to the charging station as well as the total traveling distance compared
with some existing algorithms.

IV METHODOLOGY

To solve our problem, this study introduces a new algorithm that is based on the ideas of the Boustrophedon
Algorithm and Partition Tree Group Algorithm, which we named the B-WZone Coverage Algorithm. The B-
WZone algorithm includes three key steps: (1) Environment Decomposition by the Boustrophedon method, (2)
Grouping nodes of the partition tree into a working zone and (3) Coverage by Boustrophedon Motions.

The first step is to divide the environment into small subareas by using Boustrophedon Decomposition proposed
by Choset et al. in 1997. This paper benefits from the unique ability of the Boustrophedon to deal with cell over-
generation since we only use vertices where a vertical line can go to both left and right of the vertex. These vertices
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are connected to create a ”spit− line”. The more number of subareas is reduced, the shorter the absolute coverage
path is.

The next step is building the partition tree T to group subareas into zones for easier coverage. Each node in the
tree represents a divided subarea in the previous step. The root node N1 is the one containing the charging station.
If a subarea represented by the node Ni has a split-line that collides with the split-line of the other m subareas in
which nothing is the parent node of Ni, the m nodes that denote those subareas will be the child nodes of Ni. If the
split-lines of m different subareas (represented by m other nodes) collide together and collide with the split-line of
a subarea N j (not the parent node of these m subareas), then node N j representing that subarea will be arbitrarily
set as a child node of 1 of m nodes mentioned above.

The last step is covered partitioned zones in turn by Boustrophedon Motion. In the beginning, the robot moves
to the closest corner of the zone and starts Boustrophedon moving before returning to the charging station. This
process is repeated until the robot visits all divided zones.

V RESULTS

The scenario has ten different environments, shown in Fig. 1. The first environment is the same shape with two
inner obstacles in the experiment of Wei [2]. The remaining environments are randomly generated. The size of the
workspace, the density, and the position of obstacles are different to compare the coverage capacity of B-WZone
and the Log-algorithm.

Figure 1: Comparison between the Log-Algorithm and our B-WZone Algorithm

VI EVALUATION

We find that in all test cases, our proposed method outperforms the algorithm of Wei and Isler [2] in both opti-
mization criteria by approximately 50%.

VII CONCLUSIONS

This paper proposed the B-WZone coverage algorithm that combines the Boustrophedon environmental decompo-
sition and the tree grouping algorithm to solve the OfflineCPP with energy constraints. This algorithm presented its
actual performance: reducing the total number of paths, the length of the paths, and the number of repeating cells
during the covering process. Our proposed B-WZone algorithm returns better results than the method introduced
by Wei and Isler.
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Disease prediction modelling

ABSTRACT

Chronic diseases have become the first prioritized concern of the health industry, so understanding the disease
progression is necessary for predicting, planning and preparing resources to prevent and cure the diseases most
effectively. Basing on patients’ medical history, this research analyzes and builds disease network to exploit hidden
information showing the disease relations and progressions, applys machine learning models to assess the risks
of morbidity and predicts the risk of contracting cardiovascular diseases (CVD) in patients with type-2 diabetes
(T2D). The research data includes 249,809 medical histories of 65,337 patients in Ho Chi Minh City, Vietnam. The
accuracies of the four prediction models (SVM, DT, RF and KNN) range from 78% to 80%. The predicted data
can be used promisingly as a reference for medical specialists to provide effective healthcare guidance to patients
as well as for healthcare service providers to use their data effectively and enhance their service quality.

I INTRODUCTION

World Health Organization (WHO) defines chronic diseases as non communicable diseases (NCDs), which are
not transmissible directly from person to person and are associated to long duration and slow progression. They
have become the leading cause of fatality in most countries. According to WHO, 41 million people die from an
NCD annually, which accounts for 77% of all deaths worldwide. Moreover, almost 50% out of these deaths are
premature deaths (under 70 years old) and this percentage is growing. Because most NCD patients are still in their
working age, chronic diseases reduce labor productivity and increase pressure on the medical system, resulting
in considerable financial burdens to the economy of countries, especially low- and middle-income ones. Among
four main types of NCDs, Type 2 diabetes is the most dangerous because it has the highest morbidity rate in the
world. In fact, it is the top cause of fatality and it increases the risk of contracting other chronic diseases such as
cardiovascular diseases [2].

Understanding the progression of chronic diseases and making predictions relating to them can provide im-
portant information useful for the prevention and management of the diseases. Thus, many models have been
proposed to forecast the morbidity risk of chronic diseases, which can be divided into two main approaches: (i)
Traditional statistical approaches and (ii) Machine learning and data mining approaches. However, both methods
require a very big and full administrative data set with a great number of medical records, which are extremely
difficult to collect because patients’ medical data are usually privately secured, discrete and unshareable. Besides,
there exist some limitations in the exploitation of the relations among diseases and the progression of them. Also,
the above approaches are very different in the method of implementation.

Therefore, in the research scope, this study proposes a new method by widening and combining the above two
approaches in order to build a risk prediction model for chronic diseases. Specifically, this study will predict the
morbidity risk of cardiovascular diseases in type 2 diabetes patients.

II STATE OF THE ART

The rise of chronic diseases increases the health and financial burden. Therefore, there have been many studies on
the improvement of patients’ health through prevention, early identification, and proper treatment. However, most
approaches have not shown the progression and association between diseases. They also have many limitations
in accessing data because the patient’s health data is often confidential, discrete, and not shared. For example,
some regression models are not suitable because medical data has too many objects such as patients, diseases,
doctors, drugs, etc. Therefore, model building is often complicated because there are many independent variables.
Although machine learning methods are rich in techniques and tools, they do not show the necessary time and

Reproduced with permission from Springer Nature 1Reproduced with permission from Springer Nature 242



relationship factors in disease prediction. Models based on network analysis are often developed to find hidden
patterns and relationships between objects. However, in the medical field, clinical diagnoses are often based on
disease factors such as medical history, demographic information, vital signs, etc. These factors can also have
a major influence on patient outcomes. In most cases, this information has not been exploited. Therefore, this
study proposes a new approach by extending and combining existing methods, with the overall goal of focusing on
understanding the progression of chronic disease through disease networks and identifying which patients are at
risk of other chronic diseases in the future by applying machine learning algorithms to develop disease prediction
models [1].

III ORIGINAL CONTRIBUTION

- Instead of approaching the traditional statistical methods to build model, the study applies graph theory and
network analysis to develop a disease network, and then applies machine learning methods to build a disease
prediction model basing on the data extracted from the disease network.

- The disease network created in this study presents the relations and the progressions of chronic disease
comorbidities, as well as providing a simple way to visualize the health trajectory of chronic disease patients.

IV METHODOLOGY

The study is divided into two main parts, (i) understanding disease progression through network analysis approach
and (ii) developing disease prediction models through machine learning algorithms. To build the disease network,
two cohorts (the group of patients with T2D only and the group of patients with both T2D and CVD) were ag-
gregated from their medical history to create two corresponding base disease networks. The final disease network
is generated by aggregating the above two base networks. This disease network provides detailed information on
the progression and relation of CVD in patients with T2D. Based on these insights, the development of a disease
prediction model was also the second goal of this study. To develop the model, the study has extracted five fea-
tures, three of which are from the disease network (node, edge and cluster) and the other two are from the data set.
(gender and age). These features are then used to develop predictive models of CVD risk in patients with T2D.

V RESULTS

The built disease network includes 19 chronic diseases and the edges represent disease progression. Four machine
learning algorithms are used: SVM, DT, RF and KNN. Overall, the accuracies of the four models are almost
similar. However, the study found that the predictive model based on SVM had the best accuracy of 80.02%,
followed by the DT with an accuracy of 79.12%.

VI EVALUATION

This study uses 249,809 medical histories of 65,337 patients in a hospital in Ho Chi Minh City. 65% of patients in
each cohort were randomly selected to build a disease network. The remaining 35% was divided into two datasets:
the training and the test datasets. With the training dataset, 10-fold cross-validation was used to train and test the
model and the test dataset was used to evaluate the performance of the models. The study used a confusion matrix
to calculate the common measures such as accuracy, precision, recall, F1 score and ROC curve to evaluate the
efficiency. Despite using only the disease classification code combined with some other basic features (age and
gender), the approach gives quite good accuracy. Therefore, this is expected to be a new development direction in
the current context of very little and sparse medical data.

VII CONCLUSIONS

Disease prediction is an important research in the health industry and especially in preventive medicine. In the
context of the rapid increase of chronic diseases, especially in low- or middle-income countries, and the increasing
burden of disease due to population aging in many parts of the world, the results of disease prediction models are
important inputs for planning and preparing resources for effective disease prevention. Moreover, this research
could be useful to individuals and organizations in the healthcare field as it can help healthcare providers use their
data more efficiently and improve their services.
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ABSTRACT

The growth in video streaming has been an exponential one for the last decade or so. High-resolution videos
require  high  bandwidth  to  transport  the  videos  over  the  network.  There  has  been  a  growing  demand  for
compression technologies to compress videos while simultaneously maintaining quality. Video codecs are used to
encode and decode video streams. These codecs have been developed by MPEG, Google, Microsoft, and Apple
Inc. There are many encoding parameters that affect bitrate and video quality. These performance parameters must
be  exploited,  evaluated, and  modeled  to  find  the  best  possible  solutions.  This  paper  demonstrates  some
preliminary results  for  video coding sets  with selected bitrates.  The objective  video multimethod assessment
fusion (VMAF) metric is calculated for the encoded video versions. In this study, the quality of the encoded
videos was evaluated and estimated using VMAF. The results confirm a strong relationship between bitrate and
VMAF estimates.  This study shows the impact of coding parameters on the VMAF values and provides the
foundation for building robust models in the field of video quality analysis. 

I INTRODUCTION

In this research, video streams are encoded. The quality of the encoded videos was evaluated and estimated using
video multimethod assessment fusion (VMAF) [1]. The video sequences are encoded at different bit rates. These
data rates are constant bit rate (CBR) and variable bit rate (VBR) [2]. The application of these data rates has an
impact  on  file  size,  encoding  time,  and  video  quality.  In  addition  to  data  rates,  there  are  also  quantization
parameters that also affect video quality. The main goal of this work is to encode the video stream with different
video codecs. The VMAF between the original video and the distorted version was calculated and a performance
comparison is made between video streams. 

II STATE OF THE ART

A number of video codec technologies are utilized to reduce bit rate and enhance video quality. The Versatile video
coding (VVC) is used for compression to reduce bit rates from 30 to 40 %  compared to High-efficiency video
coding (HEVC). The MPEG-4/AVC codec is another promising codec for compression. The alliance for open Media
(AOMedia) develops open-source video codecs.  Google developed the VP9 standard in order  to compete with
MPEG. The performance of video coding algorithms is evaluated by comparing their rate-distortion (RD) or rate
quality (RQ) performance on a variety of test sequences. Objective and subjective evaluation methods are used to
evaluate video quality. Describe briefly existing solutions to the undertaken research problem. Point out boundaries
of existing knowledge. Do not do a literature review, and do not make any references or citations.

III ORIGINAL CONTRIBUTION

The VMAF objective  model  is  utilized in  order  to  calculate video quality.  The results  demonstrate  a  strong
relationship between bitrate and VMAF estimates. In this study, quantization parameters were explored and tested.
This study provides the foundation for building robust models in the field of video quality analysis.

IV METHODOLOGY

An experimental study is conducted where Video sequences in YUV format (raw format) are acquired from Big
Buck Bunny (BBB).  The resolution  of  the  video  sequence  corresponds  to  Full  high  definition  (FHD).  The
FFMPEG software tool is  utilized for  building and running scripts.  The video sequence was encoded using
different input bitstreams. The VMAF objective model was used for calculating VMAF values.  
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V RESULTS

In this study, video sequences were encoded using different codecs. The results demonstrate that the MPEG and
VP9 codecs are potential codecs for better compression under specific conditions. The HEVC/H.265 codec is a
better codec as evidenced by the encoding settings and corresponding VMAF quality scores. A preliminary
model is developed and tested based on quantization parameters and VMAF estimates. This model is used to
measure the quality of video sequences based on an objective model. 

VI EVALUATION

The experimental study was carried out. The study is based on testing conditions utilizing an objective-based
model. A number of codecs were acquired from MPEG and Google. The codecs are configured in FFMPEG
tool. The video quantization parameters (QP) utilized and programmed in FFMPEG. The parameters were tested
under different conditions.  Those parameters are exploited, evaluated, and modeled to find the best optimal
solutions. 

VII CONCLUSIONS

This study provides the best codec which can be opted for in video optimization. This also provides the foundation
framework  which  can  be  extended  and  optimal  solutions  can  be  generated.  This  study  provides  the
implementation  of  VMAF model  used  for  quality  estimation.  The study tests  quantization  parameters  under
different conditions which is crucial in the field of video quality optimization. The results are utilized for building
robust models in the field of video quality analysis. 
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ABSTRACT

The reviews of customers play an essential role in online shopping. People often refer to reviews or comments of  
previous customers to decide whether to buy a new product. Catching up with this behavior, some people create  
untruths and illegitimate reviews to hoax customers about the fake quality of products. These are called spam 
reviews, confusing consumers on online shopping platforms and negatively affecting online shopping behaviors. We 
propose the dataset called ViSpamReviews, which has a strict annotation procedure for detecting spam reviews on e-
commerce platforms. Our dataset consists of two tasks: the binary classification task for detecting whether a review 
is spam or not and the multi-class classification task for identifying the type of spam. The PhoBERT obtained the  
highest results on both tasks, 86.89%, and 72.17%, respectively, by macro average F1 score.

I INTRODUCTION

In recent years, e-commerce in Vietnam has had strong growth. Besides the advantages of online shopping, these e-
commerce platforms face several challenging problems that cannot be fully resolved, such as fake products and  
fraud qualifications. Customers deciding whether to buy a product on an e-commerce site depends a lot on the  
reviews of previous users. Understanding this, some users or stores have created fake or spam reviews that affect the 
user's experience when shopping on these e-commercial platforms. Therefore, detecting these spam reviews will  
protect both sellers and customers from the risk of low-quality products and preserve the reputation of the sellers. In 
this paper, we propose a method to detect spam reviews about products on online shopping platforms. First, we 
constructed a corpus for spam detection from users’ reviews by texts. Then, use machine learning approaches to 
build the classification models for detecting spam comments and evaluate classification models’ performances on  
the constructed dataset.

II STATE OF THE ART

Transformers is an architecture that has been proposed in recent years and is currently in widespread use. The 
appearance of BERT [1] helps many downstream tasks in NLP attain high-performance results while training on a 
small  dataset.  BERT and its  variances become the baseline approaches in  many NLP tasks,  which is  called 
BERTology.  In  the  Vietnamese  language,  there  are  two  kinds  of  BERTology  approaches:  multilingual  and 
monolingual models. As a result, the monolingual obtained better results than the multilingual models for the text  
classification and sequence-to-sequence tasks. In this paper, we use these models as a more effective solution for 
classifying spam reviews than conventional methods, and the results have also been proven in our experiments.

III ORIGINAL CONTRIBUTION

Currently, in Vietnamese, the dataset for detecting spam reviews on e-commerce sites is vital. Therefore, we have 
introduced a Vietnamese by constructing a corpus for spam detection from users’ reviews by texts. The dataset 
contains more than 19,000 reviews of users from Vietnamese E-commerce websites and is manually annotated by 
humans. Besides, we also use machine learning approaches to build classification models for detecting spam  
comments and evaluate classification models’ performances on this dataset. This experiment evaluates a part of our 
problem. Moreover, the error analysis and proposing methods to improve the results of the models are also helpful in 
future studies.

IV METHODOLOGY

Our problem comprises two tasks, Task 1 and Task 2. It is defined as follows: Task 1 is the binary classification task 
for classifying whether a review is a spam or not, and Task 2 is the multiclass classification task for identifying the 
type of spam. We solve those two tasks as text classification problems. Word embedding is a vector space used to 
represent text data that can describe the relationship, semantic similarity, and data context. In text classification, the 
fastText pre-trained embedding obtained robust results. Therefore, we chose this for our empirical results.

Deep neural network models: We use Text-CNN [2] to extract text features for classification. At the same time, we 
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also use the Long Short Term Memory (LSTM) [3] and Gated Recurrent Unit (GRU) [4] models. These are two 
variants of the Recurrent Neural Network (RNN). It helps the model remember the previous information for a long 
time, a restriction faced by the RNNs. In particular, GRU is an attempt to reduce the complexity of the LSTM model, 
which reduces the computational cost and training time of the model.

Transformers: Besides using deep neural network models for the training model, we also applied two monolingual 
BERT models, including PhoBERT [5] and BERT4News [6] for our problem of detecting spam reviews.

V RESULTS

We have trained the Text CNN, LSTM, GRU models, and transformers with PhoBERT and BERT4News for our 
tasks. Then, we use the Accuracy and macro-averaged F1-score metrics to evaluate the performance of baseline 
models. The experimental results of the models are shown in Table 1. PhoBERT is the model that gives the best 
evaluation results on both tasks in our experiments.

Table 1. The empirical results of classification models on the dataset

Model
Accuracy (%) F1 score (%)

Task 1 Task 2 Task 1 Task 2
Text-CNN 84.18 83.42 77.89 64.74

LSTM 82.97 83.35 77.24 66.58
GRU 83.50 82.84 77.67 66.51

PhoBERT 90.01 88.93 86.89 72.17
BERT4News 86.39 86.20 86.16 62.62

VI EVALUATION

In the prediction results of the best model - the PhoBERT, the error predictions are significant on the second task – 
the spam types detection. Most of the SPAM-2 reviews are predicted as NO SPAM, and the number of the wrong 
prediction is higher than the accurate prediction. The proportion of the incorrect prediction of SPAM-1 reviews is 
also very high, in which most SPAM-1 reviews are predicted as no spam. However, this error prediction is not too 
much in the whole test set. The reviews with type SPAM-3 are the same as type SPAM-1. In general, most wrong 
predictions are caused by the doubt between NO SPAM label and other labels. Thus, the challenge of classification 
models on our dataset for this task is not only to determine whether the reviews are spam or not but also to identify 
the type of spam reviews.

VII CONCLUSIONS

This paper provided the ViSpamReviews - a dataset for spam review detection on Vietnamese online shopping 
websites with more than 19,000 reviews annotated by humans with a strict annotating process. We applied robust 
classification models to the dataset. The PhoBERT model obtained the highest result with 86.89% by F1-score for 
the spam classification task and 72.17% by F1-score for the spam types detection task. From the error analysis, we 
found that it is necessary to integrate extra metadata about the product as well as the previous reviews to boost up the 
classification models. Our subsequent study is to extend the dataset for detecting spans of spam in the reviews and 
identify the opinion of users on the specific characteristic of products and their relevant services. Finally, based on  
the current results, the dataset can be used for developing an application to help shop owners filter spam reviews 
from users.
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SIMPLIFIED TITLE

An Empirical Experiment on Feature Extractions Based for Speech Emotion Recognition.

ABSTRACT

In recent years, the virtual assistant has become an essential part of many applications on smart devices. In these  
applications, users talk to virtual assistants in order to give commands. This makes speech emotion recognition to be 
a  serious  problem in  improving  the  service  and  the  quality  of  virtual  assistants.  However,  speech  emotion 
recognition is not a straightforward task as emotion can be expressed through various features. Having a deep 
understanding of these features is crucial to achieving a good result in speech emotion recognition. To this end, this 
paper conducts empirical experiments on three kinds of speech features: Mel-spectrogram, Mel-frequency cepstral  
coefficients, Tempogram, and their variants for the task of speech emotion recognition. Convolutional Neural  
Networks, Long Short-Term Memory, Multi-layer Perceptron Classifier, and  Light  Gradient  Boosting  Machine 
are used to build classification models used for the emotion classification task based on the three speech features.  
Two popular datasets: The Ryerson Audio-Visual Database of Emotional Speech and Song, and The Crowd-Sourced 
Emotional Multimodal Actors Dataset are used to train these models.

I INTRODUCTION

Lately,  many researchers have studied Machine Learning and Deep Learning methods to recognize humans’  
emotions through writing. They achieved considerable achievements. Besides, speech resources are also noticed to 
be employed. Especially, speech emotion recognition is a promising field for scientific research and practical  
applications [1].  This paper presents the experimental results for the purpose of comparing the effect of each 
extracted feature. It also aims to yield a resource for choosing features for the speech emotion recognition problem. 
The extracted features Mel-spectrogram, Mel-frequency cepstral coefficients, and Tempogram are used for finding 
out the most suitable feature for each dataset. Deep Learning and Machine Learning based models have been  
experimented on the extracted features for comparison. The research focuses on the comparison of the effectiveness 
of different kinds of speech features for the speech emotion recognition task.

II STATE OF THE ART

Researchers are researching the comparison on different speech features. However, those authors only used one 
model  for  classification and the datasets  used in those research were quite  limited,  which led to the lack of 
experimental results. This research learns from the previous ones and extends to using various types of models to run 
experiments. Besides, the three different types of speech features and their variants would provide much more  
experimental results. This paper contributes more empirical experiment results on the effectiveness of features in the 
speech emotion recognition problem which could be a valuable resource for researchers working on the task of  
speech emotion.

III ORIGINAL CONTRIBUTION

The research provided experiments on three kinds of speech features  (i.e., MFCCs, Mel-spectrogram, Tempogram, 
Combined feature) and two datasets (i.e.,  RAVDESS, CREMA-D). The authors run experiments on different 
Machine Learning/ Deep Learning algorithms and a stacking model so as to give empirical results for the research.

IV METHODOLOGY
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The experiment results come from six different models (i.e., MLP, Light-GBM, sDL, Conv-1d + LSTM, Conv-2d, 
stacking model). In order to train the models, there are four emotions (anger, fear, happiness, and sadness) chosen 
for classification. Because those emotions all appear in both datasets and the difference between them is pretty clear. 
This could help to evaluate the models better than using other emotions. The models as sSL, Light-GBM , and MLP 
would accept the one-dimensional input. Other models use two-dimensional input with a fixed length of 3 seconds 
per audio. So that audio signal having a duration longer than that fixed-length would be pruned or padded before 
moving to the features extraction stage.

V RESULTS

In addition to evaluating three types of features (Mel-spectrogram, MFCCs, and Tempogram) on designed models, 
some options in the dimension of MFCCs experimented on several models result in more comparative evaluation 
numbers. This is a plus point in making comparisons and discussing the strengths and weaknesses of different sets 
of parameters as well as implemented features. The results of implementations on three sorts of features along with 
RAVDESS using Light-GBM and MLP. It is noteworthy that the Combined feature (synthesized from MFCCs,  
Mel-spectrogram, and Tempogram) brings the best scores for both accuracy and F1-score.

VI EVALUATION

Regarding the single-feature approach, the authors highly recommend using MFCCs or Mel-spectrogram in this 
context. Besides, Tempogram is a valuable feature, although this feature requires more fine-tuning to compete with 
other mentioned ways of extractions. The Tempogram is not a preferable choice because its implicit extracted 
information is fiercely related to acoustic repetition often seen in musical beat research. In terms of the MFCCs  
feature, it is evident that the extracted dimensions, the number of MFCCs coefficients, should be modified to gain 
the best result.

The authors have also conducted a binary approach by using only two kinds of emotion with the desire to achieve 
better  results.  However,  this  strategy  brought  back  even  worse  evaluated  numbers;  therefore,  the  research 
concentrates on four types of emotion as an ideal quantity to carry out further research.

VII CONCLUSIONS

The experimental results obtained from this research provide a better understanding of the features in the speech  
emotion recognition problem. The study furnishes the details of each feature extraction and the basic knowledge of 
the research field. It can be seen that utilizing different features at once (like the Combined feature) could nourish the 
models so much.

In the future, this paper can be updated in the feature selection and models. Many other kinds of speech features 
might be employed as well as the way to combine them, and the models’ architectures can be developed better.  
Furthermore, a Vietnamese emotional speech dataset could be created to supply a data resource for the speech 
emotion recognition problem.
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Analyzing the effectiveness of a clustering algorithm in software enhancement effort estimation.

ABSTRACT

Background:  The influence  of  data  clustering on the  effort  estimating process  has  been studied extensively.  
Studies focus on partitioning and density-based clustering, and some use hierarchical clustering, but most focus on 
software development effort estimation. Aim: We focus on the Gaussian Mixture Model algorithm's effectiveness  
in  the  software  enhancement  effort  estimation.  Meth-od:  We  used  the  Gaussian  Mixture  Model  clustering 
algorithm to cluster the dataset into clusters and then applied the IFPUG FPA method for effort estimation on 
these clusters. The ISBSG dataset was used in this study. The number of clusters is determined using the Elbow  
method with the Distortion score. Besides, the k-means algorithm was also used as the comparative algorithm.  
The baseline model was determined by using the FPA method on the entire dataset without clustering.

Result: With the number of clusters selected as 4, on six evaluation criteria, MAE, MAPE, RMSE, MBRE, and 
MIBRE,  the  experimental  results  show  the  estimated  accuracy  using  the  FPA  method  on  clustered  data 
significantly better when compared with no clustering. Conclusion: the software enhancement effort estimation  
can be significantly improved when using the Gaussian Mixture Model clustering algorithm.

I INTRODUCTION

Essentially, in the early phase of a software project, the information available about the project's features is often  
incomplete, leading to inaccurate estimates. In addition, some software project specifications, such as varying  
customer  requirements,  the  flexible  relationship  between project  features,  the  high diversity  of  development  
techniques, and the rapid development of hardware platforms and other related problems, make the estimation  
process difficult. These difficulties are the challenge that also motivates researchers to propose different software 
estimation methods, especially in software development efforts.

This  study  focused  on  the  effectiveness  of  clustering  on  software  enhancement  effort  estimation  using  the 
Gaussian  Mixture  Model  (GMM) clustering  algorithm.  Besides,  we  also  use  the  k-means  algorithm as  the 
comparative algorithm. This study aims to answer three research questions:

1. RQ1. How does the data clustering using clustering algorithms affect the FPA method estimation 
accuracy?

2. RQ2. Does the FPA method on clustered datasets outperform this on the non-clustered dataset?

3. RQ3. Which clustering algorithm between the GMM and k-means gives the higher estimation accuracy?

In addition, a statistical pairwise t-test comparison was performed to validate the proposed method's accuracy.  
The hypothesis relates to confirming a significant difference in estimation capability between using the FPA 
method on non-clustering and clustering datasets  using the GMM algorithm. In other  words,  the estimation 
accuracy of the FPA method on the clustered dataset is significantly different from that on the non-clustered  
dataset.

II STATE OF THE ART

Some previous studies have shown that data segmentation has certain effects on the accuracy of software effort  
estimation. Several solutions have been proposed by applying specific segmentation algorithms and have achieved 
certain results. GMM is a clustering algorithm that has been successfully applied in the field of image recognition.  
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However, there has not been a study using this algorithm in the software effort estimation aspect. Therefore, this  
study applies this algorithm and evaluates its influence on the field of software effort estimation.

III ORIGINAL CONTRIBUTION

The essential  contributions  of  this  study  are  as  follows:  1)  The  effect  of  clustering  has  been  demonstrated, 
allowing the IFPUG FPA to be applied to clustered data with the benefit of increasing the accuracy of effort  
estimation;  2)  By  applying  the  GMM  and  k-means  clustering  algorithms,  the  software  enhancement  effort  
estimation's  accuracy is  significantly  improved;  and 3)  A comparison between applying GMM and k-means 
clustering algorithms on the tested dataset

IV METHODOLOGY

Describe methods that have been utilized to achieve the presented results. Moreover, indicate whether your study 
is theoretical, experimental, a case study, or a literature review.

Fig. 1. Experiments setup

There are three main comparisons in this study: 1) applying FPA on clusters using the k-means algorithm versus 
baseline; 2) applying FPA on clusters using the k-means algorithm versus baseline; 3) applying FPA on clusters 
using the k-means algorithm versus using the GMM algorithm.

V RESULTS

The three research questions proposed in this study were proven with the proposed experiment. Using the FPA 
method  on  data  segments  using  two  k-means  and  GMM segmentation  algorithms  achieves  more  accurate  
estimation than applying the FPA method in the entire non-clustered dataset. In addition, the GMM algorithm 
achieves statistically better results than the k-means algorithm between the two applied clustering algorithms.

VI EVALUATION

With six evaluation criteria applied (MAE, MAPE, RMSE, PRED (0.25), MBRE, and MIBRE), the comparison 
results between the experimental arms are shown in  Table 1. With this result, it is easy to see that using data 
segmentation in the software estimation process provides higher accuracy. Especially with the GMM clustering  
algorithm,  the  estimation  accuracy  gained  from 43.17% to  71.08%,  depending  on  the  evaluation  criterion, 
compared to not applying data segmentation.

Table 1. Comparison between methods

MAE MAPE RMSE PRED MBRE MIBRE
baseline 521.792 20.702 1,143.450 0.636 0.209 0.139

Means of the k-means results 304.918 12.322 569.142 0.794 0.125 0.099
Means of the GMM results 177.644 9.444 330.724 0.852 0.097 0.079

VII CONCLUSIONS

In this study, we have focused on evaluating the effect of clustering on software effort estimation using the FPA 
method. Two clustering algorithms, k-means and GMM, have been assessed, and the results of this procedure are  
compared with the baseline model. The experimental results show that the estimation accuracy will significantly 
improve when applying the clustering algorithm. Of the two algorithms used, the GMM algorithm achieves higher 
accuracy in estimation than the k-means algorithm.
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How to train a neural network to find unusual features in images and use it in the model ensemble.

ABSTRACT

This paper presents the application of Deep-Dream algorithm for data augmentation applied to images.  This  
algorithm analyzes the image by a trained neural network and hides main features of the image. Importance and  
place of the features is estimated based on neural network layers output values. The new neural network trained on 
the processed data are forced to search and train a new set of features in the data, since the known features have  
been hidden. Trained on original and processed data neural networks are used in an ensemble. Experiments were  
conducted with a balanced images dataset with 5000 images in 10 classes. Experiment was conducted with a 
neural  network  based  on  InceptionV3  architecture  in  two  variations:  with  non-pretrained  weights  and  with  
pretrained weights. The neural network received a 256x256 pixel image as input. Training was conducted using  
categorical cross entropy loss function, accuracy metric, Adam optimizer with a learning rate of 0.0001. The 
improvements of the algorithm are almost insignificant when classifying an ensemble of neural network models  
for a small number of classes, but the impact of the algorithm increases as the number of classes increases. For  
binary  classification  there  may  be  no  improvement  in  ensemble  accuracy,  but  when  the  number  of  classes 
increases and becomes more than 5, the influence of the algorithm on the accuracy of the final ensemble increases.  
The improvement in ensemble accuracy can be 0.5-4%, depending on the initial training conditions without the 
use of other types of data processing and augmentation.

I INTRODUCTION

Neural networks are trained to find and analyze sets of features in the data during training. Data augmentation 
allows making minor changes to the data and enable neural networks to find the most stable feature sets in the  
data and improve the values of the loss function and target metrics of the neural network [1]. Depending on the  
staring conditions, hyperparameters, and training data structure, each neural network finds a unique set of features  
for analyzed data. These feature sets for trained neural networks are similar for the same data and for the same 
task, but not absolutely repeated. This difference makes it possible to combine neural networks into ensembles to  
improve the values of target metrics and loss function [2].

The explored and developed Deep-Dream-based algorithm can process images and hide the image's main features 
based on the output layer values of trained neural networks. As it becomes difficult for the neural network to 
detect the main features on processed images, the neural network is trained to analyze combinations of secondary  
features that are ignored when training on the source unprocessed data.  As a result, a neural network trained on  
the processed data usually has worse performance than the model trained on the original source data. However, 
combining a model trained on processed images and a model trained on source images into an ensemble improves 
the performance of the final ensemble more than just combining the two neural network models because neural 
networks are trained to detect different feature sets.

II STATE OF THE ART

If the feature sets detected by the neural networks are very similar, there will not be many benefits from combining 
them into an ensemble.  Otherwise,  if  neural  networks are trained for similar tasks,  but detect  different sets of 
features, their combining into an ensemble will significantly improve the final neural network model.

The improvement of loss functions and target metrics values for the ensemble of neural networks increase when the 
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difference between the detected feature sets of pre-trained neural networks in this ensemble increases. 

Classical image augmentation techniques such as geometric transformations, noise, and the use of generative neural  
networks expand the number of main detectable features in the data. But hidden combinations of secondary features 
can be missed in the training process because the main features have a much greater influence on the loss function  
and  target  metrics  than  the  secondary  features.  The  proposed  Deep-Dream based  algorithm can  increase  the 
diversity of detected features.

III ORIGINAL CONTRIBUTION

This paper describes an image augmentation algorithm based on the Deep-Dream algorithm and the possibility of 
using it to train neural networks to find unusual features in data. The possibility of combining neural networks  
trained using this algorithm into ensembles was also investigated.

IV METHODOLOGY

The research developed an algorithm and experimentally tested it on open data. In this subsection, the details  
about  the  developed  algorithm  and  the  neural  networks  used  in  this  research  are  described.  The  order  of 
application of the methods used is shown below (see Fig. 1).

Fig. 1. Order of application of the methods.

V RESULTS

As a result of applying this algorithm in the training of the neural networks and combining these neural networks  
into an ensemble, the ensemble accuracy increases up to 0.5-1% for ensembles based on pre-trained neural  
networks and up to 5% for neural networks with random initialization of initial weights

VI EVALUATION

Experiments were conducted with a balanced image dataset with 5000 images in 10 classes. Experiment was 
conducted with a neural network based on InceptionV3 architecture in two variations. Training was conducted 
using categorical  cross-entropy loss  function,  accuracy metric,  and Adam optimizer  with a  learning rate  of  
0.0001. The improvements of the algorithm are almost insignificant when classifying an ensemble of neural  
network models for a small number of classes, but the impact of the algorithm increases as the number of classes  
increases. For binary classification, there may be no improvement in ensemble accuracy, but when the number of 
classes increases and becomes more than 5, the influence of the algorithm on the accuracy of the final ensemble 
increases. 

VII CONCLUSIONS

The developed algorithm and methods of its application can be used to hide features in the data. Neural networks 
trained on such processed and original data, when combined into an ensemble, can increase the target metrics for 
the original data.
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Vietnamese keyphrase extracting with thematic vector.

ABSTRACT

Keyphrase extraction plays an important role in many applications of Natural Language Processing. There are  
many effective  proposals  for  English,  but  those  approaches  are  not  completely  applicable  for  low resources 
languages such as Vietnamese. In this paper, we propose a Semantic-based Approach for Keyphrase Extraction 
(SAKE),  which  improved  the  TextRank  algorithm  [1].  In  SAKE,  we  apply  semantic  to  the  phrases  and 
incorporates the semantic to the ranking process. Technically, a document is represented as a graph, in which ver  
tices are words and edges are relations among words. In each document, we get a representative thematic vector  
by computing the average of word embedding vectors. Each vertex has a similarity score to the thematic vector 
and this score will be involved to the scoring in the ranking process. The important vertices are highly weighted  
not only by their relationships to other vertices but also by the similarity to the document theme. We experimented 
our proposed method on Vietnamese news articles. The result shows that our SAKE improved TextRank for 
Vietnamese text by achieving 1.8% higher of F1-score.

I INTRODUCTION

Adapt the unsupervised method to extract the keyphrase from Vietnamese news articles. Due to the nature of the  
language, existing approaches for English are not fully applicable to Vietnamese. There are some previous works  
for Vietnamese keyphrase extraction. However,  most of them are supervised approaches or require ontology 
resource.  Therefore,  we  motivate  to  adapt  the  general  unsupervised  approaches  to  extract  keyphrases  from 
Vietnamese text.

II STATE OF THE ART

Various approaches to keyphrase extraction for Vietnamese document have been explorered. 

II.1 Supervised approach

Treat keyphrase extraction as classification problem. The features for training are words and theirs corresponding POS 
tags. The corpus for training is built by labelling each word as one of three classes I (In) – O(Out) – B(Begin) of a phrase.  
Then, classifying model such as SVM is applied to learn a classifier.

II.2 Base on ontology

Utilize ontology to extract keyphrases. Use the Vietnamese Wikipedia as an ontology and some specific characteristics of 
the Vietnamese language for the keyphrase selection step.

II.3 Base on deep learning technique

Use hybrid the superior of CNN and LSTM models to learn for keyphrases.

III ORIGINAL CONTRIBUTION

We propose a Semantic-based Approach for Keyphrase Extraction (SAKE) to extract phrases that ultilizes the 
thematic vector. This work is motivated from work by Key2Vec [2], proposed by Mahata et al. in 2018. Key2Vec 
is a method for training phrase embeddings which are used to represent for candidate keyphrases. However, this 
method is not immediately applicable to Vietnamese dataset due to the lack of Vietnamese phrase dataset to train  
model. Therefore, we are not able to implement this study for Vietnamese documents. Key2Vec motivates us on 
using semantic concept to extract phrases in Vietnamese news documents.
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Our proposed SAKE algorithm includes four steps:

 Pre-process the text for cleaning, only get words that are potential candidates

 Choose words from first sentences to create average vector that represent the semantic context of the 
text.

 Build a graph from words in text and from top words ranking, combining the single words to phrases 
that appears in text.

By using combination of single words to generate phrase, we can collect the potential phrases.

 Build a graph with vertices are single word and potential phrases that we generated, apply weighted 
graph-based algorithm to rank the top keys.

IV METHODOLOGY

Our SAKE solution includes four steps:

 Step 1 is preprocessing to tokenize words, get POS. 

 Step 2 is creating an average vector from a collection of words in the first sentences.

 Step 3 is using graph-based method to select candidates that includes keyword and keyphrase. 

 Step 4 is basing on word-embedding, we score each candidate vector with a group of keyword’s average  
vector. The score is used as cosine similarity. Using graph-based algorithm’s ranking for getting top T 
keyphrases, we ranked the candidate. 

V RESULTS

V.1 Dataset
We used a dataset that was crawled from three online news websites (Thanh Nien, Phu Nu, Lao Dong), which 
contains 13,149 articles which we collected from May, 2019 to August, 2021.

V.2 Comparing to TextRank
For comparing with our algorithm, we reimplemented TextRank. The result shows ours result is 2.3% higher on 
the Recall and 1.8% higher on the F1-score.

VI EVALUATION

SAKE is  semantic-based ranking algorithm that  is  inspired by the popular  TextRank algorithm. This paper 
considers the domain of Vietnamese news articles. The relation of words/phrases to the theme of document is  
important, so that we use this relation to extract more valued keyphrases. 

VII CONCLUSIONS

Our proposed approach,  SAKE, has been evaluated on Vietnamese news articles.  The result  shows that,  the  
keyphrases from SAKE are matched more words than the baseline solutions. It indicates that semantic vector can 
enrich the graph representation of document for ranking the keyphrases. 
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ABSTRACT

In this paper, we evaluate different powerful question generation systems in two benchmark Vietnamese datasets:
UIT-ViNewsQA and UIT-ViQuAD. First, we conduct experiments on deep neural networks and sequence-to-
sequence approaches based on a context and an answer to generate a question. In addition, in order to investi-
gate several powerful approaches, we utilize two strong language models (LM): the monolingual language model
PhoBERT and a massively multilingual pre-trained language model mT5. To obtain higher performance, we en-
hance LM-based methods with reinforcement learning during the decoding process. Our experiments show that
the best model (PhoBERT with reinforcement learning ) achieves the BLEU 4 scores of 19.77 on UIT-ViNewsQA
and 20.43 on UIT-ViQuAD.

I INTRODUCTION

Based on Question Answering (QA) - predicting the answer by text and question has attracted the natural language
processing community in the world, many datasets, and many approaches to the task of reading comprehension.
However, Question Generation (QG) depends on the text, and the answer has not resulted in many methods and
datasets. Especially with a language with few data sources like Vietnamese, there have been no published imple-
mentation methods and approaches to the QG until now. We approach and build the system for the task as the
predecessors, creating questions based on the text. However, this paper explicitly constructs a baseline for the
Vietnamese corpus, a language that is difficult to handle because of its semantic complexity. In this paper, we build
models for Vietnamese question generation.

II ORIGINAL CONTRIBUTION

This paper evaluates robust question-generation systems in two benchmark Vietnamese datasets: UIT-ViNewsQA
[3], and UIT-ViQuAD [2]. First, we conduct experiments on deep neural networks and sequence-to-sequence
approaches based on a context and an answer to generate a question. In addition, to investigate several power-
ful approaches, we utilize two strong language models (LM): the monolingual language model PhoBERT and a
massively multilingual pre-trained language model mT5. To obtain higher performance, we enhance LM-based
methods with reinforcement learning during the decoding process. Our experiments show that the best model
achieves the BLEU 4 scores of 19.77 on UIT-ViNewsQA and 20.43 on UIT-ViQuAD.

III METHODOLOGY

In this paper, question generation systems combining seq2seq, mT5, and PhoBERT with reinforcement learning
are implemented for Vietnamese question generation models.

IV RESULTS

On both the UIT-ViNewsQA dataset and the UIT-ViQuAD dataset, PhoBERT enhanced with Reinforcement Learn-
ing (RL) has the best performance for the Question Generation task using the sentence-level context. Besides, our
systems have performances approximately each other. The RNN encoder-decoder architecture with the seq2seq
model has the lowest performance. PhoBERT [1] with reinforcement learning achieves the best performance on
BLEU 4 metric.
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V CONCLUSIONS

In this study, we evaluate different powerful models in natural language processing that generate any question
automatically from the given context (which is a sentence or a text) and the answer. In particular, three differ-
ent models: seq2seq based on RNN encoder-decoder architecture, PhoBERT, and mT5 based on a pre-trained
transformer model, were investigated. We especially proposed a transformer-based question generation approach
enhanced with reinforcement learning for predicted questions closely to humans. Currently, our approach using
the sentence-level context has a better performance than text-level context across the two benchmark datasets:
UIT-ViQuAD and UIT-ViNewsQA, in terms of the BLEU 4 metric.

We would like to improve the performance of our proposed approach on both sentence level and text level.
Moreover, with the appearance and growth of the transformer model, we want to use more and more pre-trained
models to generate questions. We are also interested in further that the standard QA models can answer the
automatically generated questions and the multi-task machine reading comprehension as automatically extracted
answers, then generate questions on the context and answers, and then the machine can answer questions.
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ABSTRACT

With few exceptions, the echo is a common phenomenon that occurs more or less during our talks. We then hear
our own voice as a sound wave that bounced off the floor, walls, or other objects and returned to our ears. If
the reflected sound comes back after a very short period of time, then it is perceived not as an echo, but as a
kind of spectral distortion or reverberation, consisting of extending the sound. Depending on the situation, the
occurrence of reverberation may or may not be desirable. When the time of arrival of reflections exceeds a certain
value, it occurs as a separate sound that interferes with the reception of sound information. This paper will present
methods of acoustic echo cancellation in telecommunication networks, in which parallel and distributed computing
environments will be applied using multi-pass parallel algorithms based on non-recursive adaptive filtering.

I INTRODUCTION

The purpose of this work was to create a design, implement in a GPGPU environment, and test the performance
and quality of multi-pass parallel adaptive filtering algorithms in the acoustic echo cancellation problem.

II STATE OF THE ART

For many decades, the main way to increase the computing power of computers was to increase the CPU clock
frequency. However, for the past decade or so, we have seen a change in this approach in favor of using multicore
processors. This approach necessitates the definition of a new class of algorithms that can take advantage of such
multithreading. There are few items in the literature on parallel optimal filtering, especially its implementation on
GPGPU platforms [1].

III ORIGINAL CONTRIBUTION

In the work presented here, the main focus is on two aspects. The first was to improve the performance of sequential
algorithms of the LMS family by extracting those parts of the algorithms that are parallelizable and parallelizing
them. The second aspect was to improve the quality of adaptive filtering by repeatedly filtering the original signal.

IV METHODOLOGY

TODO The paper presents the author’s theoretical considerations on the possibility of parallelizing selected acous-
tic echo cancellation algorithms in their single-pass and multi-pass forms. A methodology for the parallelization
of adaptive filtering algorithms is presented, with a particular emphasis on demonstrating those parts of the algo-
rithms whose parallelization will bring the greatest benefits understood as a reduction in the execution time of the
algorithm on a p-processors machine.

V RESULTS

Initial performance tests of the proposed algorithms have shown their correct operation and increasing effectiveness
in eliminating acoustic echoes in subsequent runs. One can see an increase in the value of the ERLE parameter for
subsequent runs of the algorithm. Further studies are planned to verify the subjective perception of the effects of
the described algorithms on a control group of listeners. Example results are presented in Figure 1. One can see
an increase in the value of the ERLE parameter for subsequent runs of the algorithm. Further studies are planned
to verify the subjective perception of the effects of the described algorithms on a control group of listeners.
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Figure 1: Acoustic echo reduction. Numbers on the abscissa axis indicate sample numbers.

VI EVALUATION

For some contemporary architectures of parallel computing environments, such as GPUs, it may not be possible to
eliminate acoustic echoes using real-time adaptive filters from the LMS family. FFor these types of architectures,
which have a large number of relatively inefficient computing units, this paper proposes an acoustic echo can-
cellation model based on the ParParPipelineLMS and ParParPipelineNLMS algorithms. The ParParPipelineLMS
calculation algorithm is a development of the ParSeqPipelineLMS concept. The characteristic feature of this algo-
rithm is the pipelined execution of the ParLMS [2] algorithm on a group of pParLMS = O( N

logn ) processors, where N
is the number of ParLMS filter coefficients. One iteration of such an algorithm, as shown in the proof of Theorem
1, can be executed in O(logN) time on a CREW PRAM machine using O( N

logN ) processors. Thus, for a machine
having more than O( N

logn ) processors, it becomes possible to perform multiple runs of the ParParPipelineLMS
algorithm. Assuming one has a p = O(N)-processor PRAM machine, it is possible to perform P = ⌊logN⌋ runs of
the algorithm.

VII CONCLUSIONS

The aim of this paper was to show that by using a multiprocessor computing system it is possible to obtain mea-
surable, both qualitative and quantitative, gains of using a concurrent environment. This objective has been largely
achieved. Methods of acoustic echo cancellation have been proposed that are faster than the currently known meth-
ods through implementation in a concurrent computing environment. Also, assuming a fixed computation time and
using concurrent environments, it is possible to obtain better quality results than sequential algorithms by applying
sequential, sequential-parallel and parallel multi-pass adaptive filtering algorithms. These methods are original
procedures proposed by the author. It was also possible to determine the theoretical computational complexity
of the key elements of the echo cancellation algorithms in such a way that the whole computational process is
cost-optimal, having a fixed number of processors p by means of a theoretical model of a parallel computer.
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ABSTRACT

This review presents the current state-of-the-art of the Distributed Ledger Technology (DLT) model used in the  
Collaborative Intrusion Detection System (CIDS) for anomaly detection in Internet of Things (IoT) network. The 
distributed IoT ecosystem has many cybersecurity problems related to anomalous activities on the network. CIDS 
technology is usually applied to detect anomalous activities on the IoT network. CIDS is suitable for IoT network 
because they have the same distributed characteristic. The use of DLT technology is expected to be able to help the 
IDS system accelerate detection and increase the accuracy of detection through a collaborative detection mechanism. 
This review will look more deeply at the placement strategies, detection method, security threat, and validation & 
testing method from CIDS with DLT-based for IoT network. This review also discusses the open issue and the lesson 
learned at the end of the review. The result is expected to produce the next research topic and help professionals  
design effective CIDS based on DLT for the IoT network.

I INTRODUCTION

The IoT is made up of a large-scale network with heterogeneous characteristics. The vast amount of data that is sent 
over the IoT network is vulnerable to forgery and data manipulation, causing the integrity and confidentiality of the 
data to be disrupted. IDS on a distributed network is not enough to work independently for detecting coordinated 
attacks but must also be collaborative to accelerate detection in distributed systems. Therefore, CIDS is a suitable 
system to detect anomalies on the distributed system. There are many types and approaches to CIDS in the network; 
one of them is using DLT for built CIDS system to detect anomalous activities on the network. This review aims to 
discuss open issues and future research related to the use of DLT for CIDS in the IoT network.

II STATE OF THE ART

Research [1] aims to support the researcher by giving insight into the overview of the integration of blockchain and 
CIDS to detect anomalies in IoT networks. The review [2] is a survey of IDS in IoT. One of the IDS models discussed in 
this survey is CIDS which applied multi-IDS agents for IoT networks. The other review from [3] explains about 
security of IPv6 Routing Protocol for Low Power and Lossy Network (RPL). One strategy to secure the IPv6 RPL-
based IoT network is using CIDS. Based on all the previous reviews, this research motivates us to review about CIDS 
on IoT network. The usage of DLT also enables integration with CIDS for anomaly detection in IoT network. 

III ORIGINAL CONTRIBUTION

The contribution from this literature survey is summarized as follow:
 This research will review the integration DLT technology with CIDS in IoT networks for storage sharing, 
trust & audit management, and information exchange. 
 This research is also review about the usage of DLT for collaborative learning in IDS to accelerate 
detection on IoT network. 
 This research will review all two points before using the point of view of the placement strategies, 
detection method, security threat, and validation & testing method.

IV COLLABORATIVE INTRUSION DETECTION SYSTEMS BASED ON DISTRIBUTED LEDGER TECHNOLOGY IN 
INTERNET OF THINGS

Fig. 1 illustrates the taxonomy of CIDS in IoT. Based on the taxonomy diagram, this review creates a short 
explanation in this section to summarize all studies related to CIDS DLT-based IoT network.
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Fig. 1. Taxonomy from CIDS DLT-based in IoT.

CIDS has three types of CIDS architecture. It is centralized, decentralized, and distributed. There are three types of 
detection methods in IDS, signature, anomaly, and hybrid method. CIDS is an excellent IDS system for dealing with 
coordinated attack types. There are several types of coordinated attacks that often attack, such as DDoS, worm 
outbreak, and large-scale stealthy scans. The validation method in this review consists of three types: real approach, 
simulation, and theoretical. Ethereum and Hyperledger are examples of open source DLT platforms that are easy to use.

V FUTURE AND OPPORTUNITIES

V.1 Challenge in Research
 Resource and Cost: IoT has limited resource and energy in its devices, but DLT concept needs more 
computational power and energy. This condition requires the implementation of CIDS DLT-based model in IoT 
need to consider resource and cost. 
 Insider Attack: CIDS is used to detect outsider attacks, but insider attack needs to be considered too.
 Complexity  and  Performance:  IoT  is  one  of  the  distributed  systems  that  integrate  heterogeneous 
technology (software and hardware) into their ecosystem. The implementation of CIDS DLT-based in IoT must be 
simple and effective with good performance.

V.2 Future Research and Opportunities

Decentralized  learning  is  one  of  the  future  research  agendas  for  collaboration  between  AI  and  DLT.  The  
development of decentralized learning will create three research opportunities. Firstly, the good design of the  
consensus algorithm in DLT will affect machine learning model training. Secondly, a smart contract is programable, 
so simple AI computation in smart contract is possible. Lastly, computation in smart contract is a heavy task while 
doing on-chain.

VI CONCLUSIONS

The combination of DLT with CIDS to detect anomalous activities in the IoT network will improve the CIDS  
detection process from the CIDS. This paper presented an overview of some research in that field. This literature  
review paper can help researchers and industries to see the challenge and future direction for the adoption of CIDS 
with DLT system to detect anomalies in the IoT network. There is some consideration about the adoption of DLT in 
CIDS,  like  signature  & data  sharing,  collaboration alert  & reporting,  adaptive  architecture  for  large  system,  
collaborative real-time monitoring, and deployment simplification.
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ABSTRACT

In spite of ever-increasing volume of network traffic, unsupervised intrusion detection methods are one of most
widely researched solutions in the field of network security. One of the key challenges related to development of
such solutions is the proper assessment of methods utilized in the process of anomaly detection. Real life cases
show that in many situations labeled network data is not available, which effectively excludes possibility to
utilized standard criteria for evaluation of anomaly detection algorithms like Receiver Operating Characteristic or
Precision-Recall curves. In this paper, an alternative criterion based on Excess-Mass and Mass-Volume curves
are analyzed,  which can enable  anomaly detection  algorithms quality  assessments  without  need  for  labeled
datasets. This paper focuses on the assessment of effectiveness of Excess-Mass and Mass-Volume curves-based
criteria in relation to intrusion detection system’s data dimensionality. The article discusses these criteria and
presents the intrusion detection algorithms and datasets that will be utilized in the analysis of data dimensionality
influence on their effectiveness. This discussion is followed by experimental verification of these criteria on
various real-life  datasets  differing in dimensionality and statistical  analysis  of  the results indicating relation
between effectiveness of analyzed criteria and dimensionality of data processed in intrusion detection systems.

I INTRODUCTION

Numerous anomaly detection methods proposed in various papers utilize labeled datasets and standard evaluation
criteria, e.g., criteria using Receiver Operating Characteristic (ROC) or Precision-Recall (PR) curves. However,
real-life cases show that in most distributed network systems, labeled datasets are not available due to a lack of
funds or simply lack of capabilities to label even a small part of a large network traffic dataset. This article
focuses on verifying the applicability of assessment criteria of anomaly detection methods based on Excess-Mass
and Mass-Volume curves in systems where labeled data is not available.

II STATE OF THE ART

The authors of [1], motivated by a wide range of applications, identified how to rank observations in the same
order as induced by the density function, which they called anomaly scoring. For the discussed problem, they
proposed a performance criterion in the form of the MV curve. [2] shows that the Mass Volume curve is a
natural criterion to evaluate the accuracy of decision rules regarding anomaly scoring. In response to this work,
in the article [4], an alternative approach to the anomaly scoring problem based on Excess-Mass Curves was
presented. Another work in which criteria based on the Excess-Mass (EM) and Mass-Volume (MV) curves were
proposed in [3]. The method is based on feature sub-sampling and aggregating and compares results to ROC and
PR criteria.

III ORIGINAL CONTRIBUTION

This paper discussed research aimed at verifying and indicating if alternative criteria for evaluating anomaly
detection methods based on Excess-Mass and Mass-Volume curves can be effectively utilized for low-dimension
data and if they are susceptible to data dimensionality. Conducted research focused on comparing standard ROC
and PR curves with EM and MV based curves to assess if EM and MV based metrics will indicate the same
algorithms best and worst algorithms in the field of network traffic anomaly detection.
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IV METHODOLOGY

To examine the effect of feature selection algorithms on the applicability of EM and MV measures compared to
ROC and PR algorithms, we decided to repeat the experiments on the same datasets using identical anomaly
detection algorithms to determine whether, with a limited number of dimensions, all validation measures point to
the same best anomaly detection algorithm. Tests were carried out for LOF, SVM, Isolation Forrest, ABOD
algorithms, and an example implementation of an autoencoder and compared to the original study [5]. Popular
benchmark  datasets  for  intrusion  detection  systems  were  used  for  the  tests:  NLS-KDD,  UGR’16  and
UNSWNB15. We decided to use three different algorithms to avoid the influence of the choice of a specific
feature selection method. With each feature selection method, we would select a subset of 3, 5 and 7 features for
each dataset.

V RESULTS

Despite testing several feature selection methods and limiting themselves to a small number of dimensions, the
results obtained do not allow us to conclude that for the selected algorithms, it is possible to perform effective
validation using methods that do not require labels. Only in one case, all validation methods pointed to the same
anomaly detection algorithm as the best one. At the same time, it turned out that in most cases, reducing the
number of dimensions did not cause the ROC and PR methods to significantly deviate from the values obtained
using all the features available in the datasets. It is, therefore, possible to maintain comparable classification
quality even when reducing the number of dimensions, but this does not increase the reliability of using EM and
MV curves to assess classification performance.

VI EVALUATION

The evaluation of the results consisted of collecting the results from each evaluation method tested using each
algorithm and each dataset after applying different feature selection methods. In the matrix of results, we marked
which  classification  algorithm obtained  the  best  and  worst  result  for  each  dataset  according  to  each  result
validation method. The experimentation results prove that the number of dimensions, in this case, is not crucial,
as it did not positively influence the comparison of results with validation methods using labels. The problem
presented here requires additional research to determine whether the data normalization method used in the pre-
processing step might not play a key role in the results obtained by the EM and MV algorithms. It may well be
that by normalizing the data using the methods presented in the original research, it is impossible to process
every dataset related to the anomaly detection problem, which would lead to the need to adjust pre-processing
methods and would be a considerable limitation for practical application.

VII CONCLUSIONS

The results of the experimentation have shown that the reduction of dataset dimensionality did not result in the
expected increase of quality of EM and MV based metrics indication of the best algorithms. This leads to the
conclusion that while these metrics can be susceptible to data dimensionality,  additional data preprocessing,
which was not stated in the original article, is probably required in order to enable the effective utilization of
such measures in the development of unsupervised anomaly detection methods for intrusion detection systems.
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Agent Based Model of Elementary School Group Learning

ABSTRACT

The paper describes an agent model built to simulate the behaviour of primary school students during group work.
The model is focused on predicting the change of student knowledge due to cooperation, compared to individual
learning. We conducted extensive observation studies of real students and prepared a basic model based on that
data. We compared this real data model with data gathered during simulation. Some preliminary findings on how
to improve learning during groupwork are currently being tested with the same group of real students.

I INTRODUCTION

Working in groups is a common tool in education. Due to the lack of research on the topic, groups are often
selected at random, or teachers allow students to create groups on their own. This motivated us to develop a
model to simulate these groups and optimize their composition. We verify the thesis that on the basis of theoretical
modelling and observation of real groups, it is possible to develop a model of students working in a group, complete
with emergent behaviours that sometimes occur during their cooperation.

II STATE OF THE ART

The approaches to describe elementary student learning are developed using informal or descriptive methods,
mostly from the perspective of education sciences. One of the classical approaches states that the more active
and the more participating the student is, the more effective is his learning. Other works discuss that interaction
between students leads to higher grades, faster memorization, higher satisfaction, and higher chances of continuing
education in the next tier. The influence of working in group is considered as more of a sociology related problem.
Some researchers point out that the full potential of the group can only be achieved when taking into account
positive interactions, personal and group responsibility, a will and an ability to cooperate, and the openness of
students. Different levels of these attributes in different students lead to different approaches to groupwork, and
selecting students by these parameters could be a basis for group formation.

III ORIGINAL CONTRIBUTION

Our research was intended to bridge the gap between the formal models of computer science and the research
done in education and social science areas. The developed multiagent model of students learning while work-
ing in groups contains multiple formalizations of concepts that were previously described without mathematical
apparatus. Additionally, with this approach, the model was further evaluated in simulated environment, as de-
scribed below. This allows additional step for experiments, when direct application in learning environment may
be discruptive.

IV METHODOLOGY

We developed a multiagent model of students during groupwork based on the observations and analysis of the real
group. Students were observed during their activities in normal ICT class activities. The students were described
mostly by subjective attributes: age, knowledge before groupwork, knowledge after groupwork, communicative-
ness, leader potential, interest in the topic, and ease of learning.

During some classes student attributes were estimated, and during others they worked in groups. While group-
work students were doing task intended for increasing their knowledge or for repetition (better remembering) of
said knowledge.

The observed attributes of students were analysed in terms of their relation to initial knowledge. We used
multiple regression analysis.It has shown a strong correlation between the ease of learning and interest in the topic
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with the initial knowledge. It was also checked that the attributes are not related, so they were all used in the later
parts of the analysis.

We determined a simple formula for individual learning that takes into account not only individuals attributes,
but also parameters of the group. The most important ones, based on literature and our analysis, are communica-
tiveness, leader potential, interest in specific topic, and general ease of learning.

V EVALUATION

The GAMA agent environment was used to implement the multiagent model. It provided not only numerical
results, but also a visual representation of the simulations. We compared the agent simulation to real observations
of student learning. Specifically, we compared the sets of differences between initial and final knowledge in the
observations, and the set of differences between initial and learned knowledge in the agent model, for different
sizes of groups. The simulation is run and observed by discrete simulations, each representing one minute of class
time.

VI RESULTS

Based on the observations and tests of the obtained results, even working with a small number of student attributes
gives a very good representation of the real group. On this basis, it is possible to simulate a group of students, their
characteristics, and their groupwork, and then select appropriate methods to improve the learning process.

The base experiment was done in simple two-person groups. Agents are initialized with random parameters
and not grouped. Individual parameters are randomized based on distribution observed in real groups. Simulation
follows the standard lesson plan of an elementary school, that is students grouping first, then working in pairs.
Observations of state are conducted each minute, with more details gathered at the beginning and end of simulation.
In observations, we have determined that after theoretical introduction the groupwork starts between 15th and 20th
minute of class. Previous to that, the students are creating groups, or discussing cooperation. In simulation, the
grouping occurs between 10th and 20th iteration (minute). Following that, the agents learn on their own and from
others, according to proposed model. As with real groups, the knowledge increase is not linear but increases over
time. Knowledge level at the end of the simulation (end of class) varies, but very rarely there is none, which also
fits the observational data.

Similar simulations have been conducted for larger (3 or 4 agents) groups. The groups are formed between
17th and 24th iteration (17th and 24th minute of class) and at the end of simulation the knowledge level varies.
The difference is that the learning is much more varied: most agents attain a high level of knowledge, but some
learn almost nothing. Agents with low interest and less communicative learn much slower in larger groups, as with
real groups of students.

We compared the agent simulation to real observations of student learning. Specifically, we compared the sets
of differences between initial and final knowledge in the observations, and the set of differences between initial
and learned knowledge after 45 iterations in the agent model, for different sizes of groups. For initial knowledge
the standard error is 0.99 and for the final knowledge it is 1.07. The agent model does not increase the difference
significantly.

VII CONCLUSIONS

The aim of the overall research is to improve student learning by changing parameters that depend on the teacher.
While the student’s interest in the topic is independent of the teacher, the group size or method of division could
be modified to speed up knowledge acquisition. Based on the simulated model we have determined that similar
communicativeness is more conductive to learning that similarities or differences in knowledge level and that
two-person groups are most effective.

The results from the simulation are currently being tested in a real classroom environment, while we work to
improve the model. Followup results show that the proposed model needs to be extended further, as more student
attributes have been observed in real classrooms, as compared to those proposed in literature.
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Clinically-relevant summarisation of cataract surgery videos using deep learning

ABSTRACT

Cataract surgery is one of the most frequently performed medical procedures worldwide, an estimated 20 million
such surgeries occurring annually. However, the training required to become a competent cataract surgeon takes
years due to its challenging technical nature. This limits the supply of capable surgeons. One aspect of modern
cataract surgery is that video recordings are routinely taken using microscope cameras, and these recordings can
be used to review errors and improve technique throughout surgical training. However, reviewing raw surgery
video footage is tedious and may not lead to actionable insights improving surgeon performance. To tackle this
issue, a novel artificial intelligence (AI)-based framework for the extraction of detailed surgery video summary
statistics directly from the raw surgery footage is proposed. The input to the system is a video of a cataract surgery
procedures and the output is a summary report. The approach uses deep learning models (ResNet-50, ResNet-
152 and InceptionV3 were tested) to identify and time surgical instrument activity. Additionally, a unique dataset
consisting of 57,422 hand-labelled frames extracted from a new locally-sourced video dataset of 29 retrospective
cataract surgery recordings was created. Testing these predictive models with 4-fold cross validation across ten
different surgical instruments resulted in a best mean testing prediction area under the ROC curve of 97.6%, and
a mean testing sensitivity of 96.6%. Given these high levels of accuracy, the reports generated by our system are
high quality and could be used to provide actionable insight into surgical technique during surgical training.

I INTRODUCTION

This paper proposes a novel deep learning-based framework for the summarisation of cataract surgery videos, and
additionally provides an analysis of a new dataset of cataract surgery videos. Our focus is detecting and summaris-
ing the duration and patterns of surgical instrument use, along with periods of idle time in which no surgical tools
are in use. In our proposal, recognition and tracking instruments during surgery is performed using deep learning
models; surgery summaries are then presented after labelling the video footage in the form of visual instrument
sequence charts and detailed tabular summaries of instrument usage statistics. Such a process compresses a typi-
cally long and unedited video into a concise, representative clinical analysis report that would take no more than a
couple of pages, making it useful for cataract surgeon training and other types of quantitative analysis. The primary
time saving benefit for surgeons and trainees is that viewing the entirety of the surgery videos is not needed.

II STATE OF THE ART

In general, there are two broad applications in the literature for the analysis of cataract surgical videos: phase iden-
tification and surgical tool identification. A phase refers to a particular stage in the surgery. Phase detection from a
single frame or even a sequence of consecutive frames is difficult because the same surgical tools could be used in
different phases; accurate phase detection therefore requires a holistic analysis of the entire surgery. Surgical tool
identification, on the other hand, is used to accurately determine which tool or tools are in use in each localised
portion of the video, a problem more related to traditional object detection. Surgical tool detection can either be
viewed as a standalone problem by itself, or as an additional input to a phase detection process. Phase detection,
however, does not necessarily require surgical tool recognition and has been performed without it. Prior to the
deep learning revolution, a handful of research works starting circa 2011 considered traditional computer vision
handcrafted features and statistical approaches for surgical video analysis. However, most modern approaches
are deep learning-based and a variety of different approaches are reviewed in the paper. Several general critiques
can be levelled at the field: firstly, there are no standardised benchmarks, and most authors use a different set of
evaluation data and/or metrics, making their results incomparable; and additionally, there is no clear agreement on
what the phases and tools to be recognised actually are. Therefore it is not clear that high-accuracy methods from
the literature will perform well in practice in a local setting.
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III ORIGINAL CONTRIBUTION

The main novelties of this paper are twofold: firstly, techniques similar to those proposed in the literature were a
applied to a local dataset of cataract video surgeries with some interesting insights and results as a consequence;
secondly we extended the pipeline beyond what most other works in the literature do by assembling the predictions
across an entire report into a single page summary report that was deemed clinically relevant.

IV METHODOLOGY

We first of all assembled a dataset of 29 cataract surgery videos. Frames were sampled at a rate of 6FPS and labelled
with surgical tool. Image preprocessing techniques such as Hough circle transform was then used to localise and
segment the pupil area, and standardize with respect to level of zoom and image size. The labelled data was then
divided on a per-video basis into four mutually exclusive subsets so that four-fold cross validation experiments
could be performed for model selection. A total of twelve different deep neural network model configurations
were then defined, each configuration being used to train and test a model four times. Results were averaged over
the four folds of the cross validation to ensure robustness. Test predictions from the most accurate model during
testing was then used to generate summaries of the surgery for subjective evaluation.

V RESULTS

The best deep neural network model was found to be highly accurate at surgical tool recognition, and the reports
were evaluated (by an expert cataract surgeon) and found to have a high degree of clinical significance.

VI CONCLUSIONS

The long term aim of this research project is to construct an AI-based system for cataract surgery video analysis.
The primary purpose is to improve the efficiency of cataract surgeries by providing actionable insight and feedback
for both educational purposes and surgeon self-improvement. Summarisation of the video into a single page report
can also save significant surgeon time when reviewing previously recorded surgeries.

Reproduced with permission from Springer Nature 2Reproduced with permission from Springer Nature 267



DOI: https://doi.org/10.1007/978-981-19-8234-7_57

Keywords: Candidate Screening, Asymmetric Error Costs

Cost-Oriented Candidate Screening Using Machine Learning
Algorithms

Shachar Wild 1[0000-0000-0000-0000], Mark Last 2[0000-0003-0748-7918]

{wildsha,mlast}@post.bgu.ac.il

SIMPLIFIED TITLE

Saving the Costs of a Candidate Screening Process

ABSTRACT

Choosing the right candidates for any kind of position, whether it is for academic studies or for a professional
job, is not an easy task, since each candidate has multiple traits, which may impact her or his success probability
in a different way. Furthermore, admitting inappropriate candidates and leaving out the right ones may incur
significant costs to the screening organization. Therefore, such a candidate selection process requires a lot of time
and resources. In this paper, we treat this task as a cost optimization problem and use machine learning methods
to predict the most cost-effective number of candidates to admit, given a ranked list of all candidates and a cost
function. This is a general problem, which applies to various domains, such as: job candidate screening, student
admission, document retrieval, and diagnostic testing. We conduct comprehensive experiments on two real-world
case studies that demonstrate the effectiveness of the proposed method in finding the optimal number of admitted
candidates.

I INTRODUCTION

In various screening processes (e.g., university admission, web search, diagnostic testing), the problem of de-
termining how many of top-ranking candidates to admit remains open, while the cost of rejecting a successful
candidate may be much higher than the cost of admitting a failing one. As such, the main purpose of this research
is to identify an optimal entry bar, which given a candidates ranked list and a cost function, will retrieve a sub-list
of admitted candidates resulting in a minimal overall cost. The proposed solution incorporates both false rejec-
tion and false admission costs, machine learning algorithms, and it can be applied to a wide range of candidate
screening problems.

II STATE OF THE ART

Most previous studies focused on the information retrieval domain where they addressed the problem of truncating
a ranked list of web search results while optimizing a given search accuracy measure. In addition to being compu-
tationally expensive, none of these studies considered the problem of predicting the optimal truncation point with
respect to the costs of missing a relevant document (analogous to rejection of a good candidate) and retrieving an
irrelevant document (analogous to admission of a failing candidate).

III ORIGINAL CONTRIBUTION

In contrast to the previous studies, we treat the general task of predicting the optimal truncation point in a ranked
list of candidates as a cost optimization problem considering both false rejection and false admission costs incurred
by the screening decisions. The proposed solution is demonstrated on two case studies: selecting candidates for
COVID-19 diagnostic testing and selecting credit card transactions for manual fraud screening.

IV METHODOLOGY

This is an experimental work, which includes two case studies. We propose an algorithm which, given a ranked
list and the ratio between false rejection and false admission costs, will predict the optimal entry bar. This problem
can be seen as a regression task, since the value of the predicted truncation point k is numeric (position number in a
ranked list). Hence, in the training step, we fit a regression model which, given the ranking score of each candidate
in a given list, predicts the optimal truncation threshold k. The model is trained on candidate groups with known
outcomes (success or failure) of each candidate.
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V RESULTS

Our prediction models achieve a significant improvement over the baseline fixed-threshold approach for all exam-
ined costs ratios and ranking algorithms. Furthermore, having a higher false rejection cost, compared to the false
admission cost, results in a higher optimal truncation cutoff point but at a lower optimal cost. In addition to that,
across the examined time period, the optimal and real truncation points share a relatively similar trend and the
predicted truncation points result in lower costs, compared to the costs incurred by the actual screening policy.

VI EVALUATION

Our evaluation experiments are conducted to answer the following research questions: (1) Can we identify group-
specific truncation thresholds, which result in a lower total cost than a fixed cut-off point baseline? (2) Will the
predicted truncation points result in significantly shorter candidate lists than the initial number of candidates?

We based our experiments on two publicly available datasets: ’COVID-19 Testing Results in Israel’ [1] and
’Credit Card Fraud Detection’ [2]. For the former, a ’group’ can be seen as the number of daily tests and ’candi-
dates’ can be seen as people who are susceptible to the disease. The truncation threshold represents the number of
people who will be recommended for testing. For the latter, candidates can be seen as credit card transactions. The
truncation threshold represents the number of most suspicious transactions, which require manual screening.

VII CONCLUSIONS

In this study, we have shown that our generic approach, which treats candidate screening as an error cost minimiza-
tion problem, can be applied to various categories of candidate screening processes. In our evaluation experiments
on real-world data, we have achieved nearly optimal error-cost performance in two case studies and using various
prediction models. The performed sensitivity analysis showed a strong and stable performance across a range
of cost ratio values and candidate ranking algorithms. Thus, we can deduce that the proposed methodology can
significantly improve the cost-efficiency of many real-world candidate screening tasks.
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ABSTRACT

Lung cancer is the most deadly malignancy, with distant metastasis being a major negative prognostic factor. Re-
cently, interest is growing in imaging data as a source of predictors due to the low invasiveness of their acquisition.
Using a cohort of 131 patients and a total of 356 ROIs we built a Cox regression model which predicts metasta-
sis and time to its occurrence based on radiomic features extracted from PET/CT images. We employed several
variable selection methods, including filtering based on correlation, univariate analysis, recursive elimination and
LASSO, and obtained a C-index of 0.7 for the best model. This result shows that radiomic features have great
potential as predictors of metastatic relapse, knowledge of which could aid clinicians in planning treatment.

I INTRODUCTION

Lung cancer is the most common cause of cancer-related death worldwide. One of the reasons is its high metastatic
potential, with secondary tumours appearing primarily in brain, liver and bones. Occurrence of distant metastasis
determines treatment options and is a major negative prognostic factor. The aim of this research was to predict time
to metastasis basing on PET/CT images, which are relatively non-invasive and routinely used in clinical practice.

II STATE OF THE ART

Medical images provide valuable knowledge about tumor location, size and shape which can then be used for
clinical decision-making. However, these high resolution images contain a much greater amount of information,
most of it undetectable by human eye. A solution to this problem is radiomics - extraction of numerical features
from the images. To date, radiomic features have been successfully used in medical scenarios for cancer diagnostics
(benign/malignant tumors or cancer subtyping), staging and prediction of survival or recurrence. The issue of
metastasis has also been addressed, mostly for local (lymph node) spread, but also detection of distant metastases
[1].

III ORIGINAL CONTRIBUTION

In the present study, we used radiomic features to not only predict the occurrence of metastasis, but also time to its
onset.

IV METHODOLOGY

For a cohort of 131 patients with non small cell lung cancer, we extracted 105 radiomic features for between 1 and
11 regions of interest (ROI). We normalized the data, and used unsupervised analysis (correlation, clustering and
principal component analysis) to explore the relationships between samples and features. We modelled metastasis
free survival using Cox regression, with several feature selection methods applied: pre-filtering based on univariate
analysis, pre-filtering based on correlations between variables, recursive elimination, and LASSO. Due to high
intra-patient heterogeneity, we repeated the analysis taking into account only the largest ROI for each patient.

V EVALUATION

We assessed performance of the models using C-index and time-dependent ROC curve (for time = 900 days) for
resubstitution on the training set and visualized the results on Kaplan-Meier plots.
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VI RESULTS

Hierarchical clustering did not result in emergence of distinct groups corresponding to tumour stage or subtype,
which suggests that radiomic features carry information not contained in commonly used clinical features. While
the best overall performance was achieved by recursive elimination selection with pre-filtering based on univari-
ate analysis, the LASSO selection yielded a model only slightly worse with considerably fewer predictors. The
best model achieved a C-index of 0.7 using seven features, three of which showed statistical significance: Maxi-
mum2DiameterColumn, Minimum and RunLengthNonUniformityNormalized.

For the dataset containing only one ROI per patient, dimensionality reduction proved more challenging. Models
which were best in terms of quality metric had a large number of features, which presents a risk of overfitting. A
selection process with multiple pre-filtering steps resulted in a model with similar C-index and only eight features.

VII CONCLUSIONS

Our results confirm the potential of radiomics for predicting time to metastasis in lung cancer. Such knowledge can
be used by clinicians for adjusting therapy intensity and introducing systemic treatment to prevent the spread of
the cancer. Although the obtained C-index is relatively high, and the simulated Kaplan-Meier curve is very close
to observed one, these metrics are only cumulative. Therefore in our future work we plan to employ other, more
sophisticated methods to predict metastasis for individual patients, as well as to develop a solution for integration
of multiple ROIs
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Features of hand-drawn spirals for recognition of Parkinson’s disease

ABSTRACT

In this paper, a method for diagnosing Parkinson’s disease based on features derived from hand-drawn spirals is
presented. During drawing of these spirals on a tablet, coordinates of points of the spiral, pressure and angle of
the pen at that point, and timestamp were registered. A set of features derived from the registered data, by means
of which the classification was performed, has been proposed. For testing purposes, classification has been done
by means of several of the most popular machine learning methods, for which the accuracy of Parkinson’s disease
recognition was determined. The study has proven that the proposed set of features enables the effective diagnosis
of Parkinson’s disease. The proposed method can be used in screening tests for Parkinson’s disease.
The experiments were conducted on a publicly available ”Parkinson Disease Spiral Drawings Using Digitized
Graphics Tablet Data Set” database from the UCI archives. This database contains drawings of spirals made by
people with Parkinson’s disease as well as by healthy people.

I INTRODUCTION

One of the symptoms of Parkinson’s disease is trembling of the whole body, especially noticeable in the hands
[1, 3]. Affected people may have difficulty drawing even the simplest figures. Because of that, it is possible to
diagnose Parkinson’s disease using a freehand drawing analysis. The advantage of this diagnostic method is the
fact that it is non-invasive. A person can draw a picture on paper, scan or photograph it, and send it for medical
analysis. An alternative method is to draw the image on a tablet, which makes it possible to obtain a digital image
directly. Such an image can then be analyzed using various numerical methods [2].

II STATE OF THE ART

Techniques developed up to date for diagnosing Parkinson’s disease using hand-drawn spirals have used various
data analysis methods. These were mostly standard machine learning or deep learning methods. From the raw data
describing the spiral, attempts were made to extract sets of features for which classification results were the best.
However, neither the method nor the set of features that gave the best results has been extracted. Such an attempt
was made in this paper.

III ORIGINAL CONTRIBUTION

The paper proposes a new set of features, based on hand-drawn spirals, for diagnosing Parkinson’s disease. A total
of 14 features were derived from the raw data, describing both the smoothness and shape of the spirals drawn.

The presented procedure can be performed remotely, which means that the patients do not need to leave their
homes, enabling wide access to this diagnostic method for older people, or people with motor disabilities. It also
makes it suitable for screening tests on a large scale.

IV METHODOLOGY

The method assumes that successive reference spiral points are generated, and the following characteristics are
calculated at each discrete spiral point: pressure ∆p, velocity ∆v, acceleration ∆a and pen angle ∆l. For these
values, the standard deviation is zero. Sick people, due to hand tremor, unconsciously increase the pressure,
change the pen angle or change the pen speed. Therefore, the values of standard deviations calculated for the data
describing the analyzed spirals are greater than zero, and this value increases as the disease progresses. The features
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determined in this way form a new group of features. A total of 14 features were generated. The new features are
analyzed by a set of popular classifiers used in machine learning. The classification quality of 6 classifiers was
examined.

V RESULTS

A computerized method of assessing the condition of a patient suffering from Parkinson’s disease has been pro-
posed. It is a non-invasive method. It is possible to study the progression of the disease, which is a great conve-
nience for the doctor. The developed method of data acquisition and presentation of results can be implemented in
centers dealing with degenerative brain diseases. The method can also be modified to diagnose other neurological
diseases, but this requires cooperation with a neurologist.

VI EVALUATION

The article proposes a method to help evaluate the progression of Parkinson’s disease. On the basis of selected
features, the effectiveness of diagnosing the disease using various single classifiers was tested. The main goal of
the experiments conducted was to test whether simple data acquisition methods would recognize the disease using
machine learning methods. A simple data acquisition method was proposed, from the point of view of the patient
and the doctor. In the experiments conducted, the most useful features were selected for high efficiency of disease
recognition.

VII CONCLUSIONS

The article presents a new method for diagnosing Parkinson’s disease based on hand-drawn spirals and features
generated on their basis. Experiments showed high classification accuracy of the presented approach, which en-
courages further work. In the next stages, we plan to generate more features and propose a new feature reduction
method based on ranking different statistical methods. Ultimately, only those features will be selected for which
the effectiveness of classification will be greatest. In order to increase the effectiveness of classification, attempts
will be made to create an ensemble of the most suitable classifiers. The competence of the classifiers in analyzing
individual features will also be tested. The disadvantage of the test data on which the experiments were conducted
is that they are not balanced. They are characterized by a preponderance of data from people with Parkinson’s
disease. Future work will use methods to eliminate this phenomenon.
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ABSTRACT

Internet of Things allows health care providers to break out of traditional clinical settings. Home monitoring sys-
tems allow patients and physicians to monitor a person’s health when they are not in the doctor’s office to prevent
unnecessary and expensive visits to the doctor. Many years of research have shown that remote monitoring of
patients is one of the most effective treatments for chronic diseases such as diabetes, heart failure and chronic ob-
structive pulmonary disease (COPD), but also increases patient participation and reduces emergency admissions.
Assisted and individually adapted environments will be possible through the introduction of technologies that pro-
vide individual medical care to anyone living in an environment of their choice. In this article, we consider several
requirements for the development of such systems, in particular sensors for automatic detection of physiological
parameters of the patient’s health data which will be send to the cloud where in real time artificial intelligence will
process the data and present it to the doctor in the form of infographics that can be easily analyzed, the mobile app
where a patient can see own health parameters and contact with a doctor and the website where the doctor, based
on real-time data, can examine the patient and, in an emergency, contact with a patient and warn against future
diseases.

I INTRODUCTION

The Internet of Things provides a continuous platform for facilitating interaction between people and various
physical and virtual entities, including individual healthcare domains. The lack of access to medical resources,
the growing number of older people with chronic diseases and their need for remote monitoring, rising medical
costs and the desire for telemedicine in developing countries make IoT an interesting topic in healthcare [3]. This
work aims to consider the components required to create a system that collects physiological data from patients
without the involvement of the healthcare system. This study aims to discuss the solutions for remote patient
monitoring presented in the literature describing vital sign monitoring systems and identifying the most important
physiological parameters that need to be considered to ensure a viable diagnosis of health status, and create a
prototype of a long- acting system and the methods for detecting early changes in patients’ health parameters,
which could help to provide measures for disease prevention. The novel diagnostic system will help to implement
a relatively simple and inexpensive health control of a patient over a long period.

II STATE OF THE ART

Up to now, several researchers have considered several ways and methods of remote monitoring of patients. With
all the prospects for the development of synchronous home monitoring using Mobile Health and the Internet of
Things technologies, it is necessary to note the not fully resolved issues, both of a functional nature and at the
level of the sensors themselves. The main unresolved problem is the integration of sensors into a single complex,
convenient for use by the patient.

III ORIGINAL CONTRIBUTION

In this work we designed and developed the mobile APP because of its ability of connecting to the microcontrollers
and to the cloud services with Bluetooth and wi-fi where a patient can see own health parameters, send his/her data
in real-time to the doctor and contact with a doctor.

IV METHODOLOGY

The IoT diagnostic system is described by a combination of a three-tier architecture with reception, network and
application applications, as well as a cloud architecture. In the architecture of the IoT diagnostic system, cloud
computing seems convenient, as it provides flexibility and scalability for users and developers [1], [2]. Users can
access services such as servers, databases, data processing and storage tools. Developers can work and use the
necessary data generation, artificial intelligence and visualization tools through the cloud [5] .
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V RESULTS

To create this device, we decided to use the ESP8266 NodeMCU v3 microcontroller, since ESP8266 is already
installed in this board, which will allow us to send information via the Internet. In addition, one of the advantages
of this board is the presence of an I2C bus, which allows us to connect useful and accurate sensors, such as the
MAX30102 sensor, which can accurately determine the heartbeat and blood saturation. Another sensor that also
uses the I2C bus for connecting to NodeMCU v3 is the MAX30205. It can measure a person’s temperature and
does it with an accuracy of 0.1C. In order to record data using these sensors, the patient simply needs to fix all the
sensors on his arm, and then press the button, which will be located on the body of the utility model. After that, all
the necessary data will be collected within a minute and sent to the database. We decided to use FireBase for the
database, since its API is very convenient to use for all the tasks that we need, which include sending and reading
data from a mobile application, a website and a microcontroller [4].

VI EVALUATION

A utility model has been created for this project, with the help of which the patient will collect analyzes, after that
all the results will be sent to a database, from where, using a website or a mobile application, the doctor will be
able to monitor Patient physiological parameters.

VII CONCLUSIONS

In the first stage of our research, we created architecture of the Monitoring system based on the IoT method
and includes a three-tier architecture with perception, network, application layers, and cloud-based architecture.
This work examines and analyzes the requirements for remote patient monitoring. The devices needed to collect
physiological data from patients were identified. At the next stage, in coordination with health care organizations,
the system will be tested and experimented with remote monitoring of the health of volunteer patients. Data will
be collected and analyzed to see how effective the developed patient monitoring system is. This work was funded
by Committee of Science of Republic of Kazakhstan AP09260767 «Development of an intellectual information
and analytical system for assessing the health status of students in Kazakhstan» (2021-2023).
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SIMPLIFIED TITLE

Cognitive Load Measurement Using Memory and Reasoning Tests 

ABSTRACT

Results  of  a  study  of  cognitive  load  using  multimodal  biometric  techniques  including  electrocardiography,
electroencephalography and galvanic skin response are presented in the paper. Thirty student volunteers took part
in an experiment conducted on the iMotions integrated biometric platform in a laboratory setting. Two types of
tests were employed as research stimuli, namely the Sternberg memory test and input diagrammatic reasoning test.
Data were collected using participant activity measures, Single Ease Question (SEQ) and NASA Task Load Index
(NASA-TLX)  self-report  questionnaires,  and  biometric  measurements.  In  total,  21  metrics  were  calculated,
including two performance, eight subjective, four electrocardiographic, three encephalographic, and four galvanic
skin response metrics based on the collected experimental data. The nonparametric Wilcoxon tests were applied to
find statistically significant differences between individual metrics for  the Sternberg memory tasks and input
diagrammatic reasoning tasks for easy and hard difficulty levels. The conducted research allowed to make many
interesting observations and showed the usefulness of  various measures in the analysis of  the cognitive load
associated with memory and reasoning tasks.

I INTRODUCTION

Cognitive Load Theory (CLT) is a cognitive learning theory designed by the psychologist John Sweller in the
1980s to provide educators with a novel pedagogical framework which addresses the limitations of the human
cognitive architecture in education [1]. Nevertheless, education is not the only field of expertise where CLT can
help.  User interface design can as well benefit significantly from CLT, as the way information is presented when
communicating with computer systems can have a huge impact on the quality of the user experience [2]. 

The  main  aim of  this  study  was  to  understand  and  quantify  different  levels  of  cognitive  load  from a
multimodal  approach  type  of  measurement  based  on  specified  cognitive  tasks  prepared  in  a  special  custom
software application. In this research experiment, there were two different task types, each with two difficulty
levels: easy and hard. These tasks were presented to participants in a random difficulty order of tasks, i.e., from
easy to hard and vice versa. The Sternberg memory task consists of a memory test in which participants are asked
to remember an exact number of words and asked to reselect those words from a number of options. The diagram
input task consisted of a reasoning test in which participants were presented with a series of questions with words
and some rules for finding answers.

The  biometric research  platform  from  the  iMotions  company  [3]  was  used  and  experiments  were
conducted on 30 volunteer participants, young people with higher educational backgrounds. Participants' cognitive
load  was  assessed  based  primarily  on  metrics  extracted  from three cognitive  load  measurement  techniques,
including subjective, task-performance, and psychophysiological measures, which in turn included ECG, EEG and
GSR. Statistical analyses were performed using nonparametric tests to compare different metrics.

STATE OF THE ART

Sternberg memory and  diagrammatic reasoning-like tasks have been used as the so-called loading tasks to
explicitly control the mental workload (or memory load) of subjects with the purpose of studying how it impacts
their performance in a such a way that it should be possible to reduce the cognitive load of subjects and conflict
resolution, decision making, and collaborative problem solving through external representations. In most of cases,
only one sensor was employed (EEG sensor) to keep track of neural activities, particularly in the frontal, parietal
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and occipital regions of the brain while performing either Sternberg memory or diagrammatic reasoning tasks.
To ensure deep involvement in the memory and cognitive processes of subjects in term of performance, a real-
time multimodal approaches using deeper computational methods should be considered. 

II ORIGINAL CONTRIBUTION

To fully understand  and quantify different levels of cognitive load by extracting the most useful metrics from
various methods to evaluate cognitive load according to the cognitive load theory, a multimodal measurement
approach based on specific cognitive tasks associated with memory and reasoning tasks prepared in a standalone
application was employed in this study. The most useful metrics within utilized measure were extracted and
evaluated.   

III METHODOLOGY

This research is an experimental study where 30 subject' cognitive load was assessed while performing memory
and reasoning tasks based primarily on three cognitive load measurement techniques, including subjective (which
included the Single Ease Question (SEQ) and NASA Task Load Index (NASA-TLX) self-report questionnaires),
task-performance (which included the task completion time and rate), and psychophysiological measures, which
in  turn  included  metrics  extracted  from the  electroencephalography (EEG),  electrocardiography (ECG) ,  and
galvanic skin response (GSR) biometric sensors. Statistical analyses were also  performed using nonparametric
tests to compare different metrics.

IV RESULTS

Two  research  questions  were  formulated, which  became  the  basis  for  the  study  presented  in  this  paper:
RQ1:  What  metrics  best  quantify  cognitive  load  among performance,  subjective,  and  psychophysiological
measures  when  performing  the Sternberg  memory  tasks  and  Input  Diagrammatic  Reasoning  Tasks?
RQ2: Is there any statistical difference between the easy and hard tasks load among individual performance,
subjective  and  psychophysiological metrics  while  performing  the  Sternberg  memory  tasks  and  Input
Diagrammatic Reasoning Tasks?

To respond to RQ1, the following metrics are most appropriate for measuring cognitive load when participants
complete the Sternberg memory and Input Diagrammatic Reasoning tasks: Tct, Tct, Seq, Nxo, NXc, NXp, NXm,
NXf,  Csd, Eal, Gpc, Gpa  and  Gav metrics. To answer the RQ2 of the study we performed the nonparametric
Wilcoxon tests  for two variables  comparisons.  In  the  case  of  the  Sternberg  memory  tasks,  the  differences
between easy and hard tasks were statistically significant for: Tcr, Tct, Seq, NXo, Nxc, NXf, NXm, Gpa, and Gav
metrics. Regarding the Input Diagrammatic Reasoning Tasks, the level of differences between easy and hard
tasks were statistically significant for: Tct, Seq, NXp, Gpc, Gpa, and Gav metrics.

V EVALUATION

For  better  insight  into  the  cognitive  load  processes,  the  research  experiment  presented  in  this  paper  was
conducted in a laboratory setting due to fact that data were collected using both post hoc questionnaires and real-
time  biometric  sensors  which  had  to  be  placed  on  participants  for  more  accurate  results.  The  conducted
experiment allowed us to make many interesting observations and showed the usefulness of various measures in
the analysis of the cognitive load associated with memory and reasoning tasks.

VI CONCLUSIONS

This study demonstrated the usefulness of both Sternberg Memory and Diagrammatic Reasoning tasks as stimuli
and the performance, subjective, and psychophysiological metrics we used to measure cognitive load. Therefore,
future  work  will  focus  on  incorporating  machine learning  techniques  to  extract  significant  models  from
physiological data and link them to various states of cognition, engagement, emotion, and more. In that manner,
intelligent interactive computer systems can be designed to continuously monitor and measure the current mental
state of users and adjust their interactions accordingly.
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Detecting facial emotions with correlations of chaotic dynamics of eye movements

ABSTRACT

In our previous work we have showed that we can improve classifications of facial emotions (FE) by extending
a dataset with chaotic dynamics parameters of eye movements (EM). This time we wanted to confirm our results
using public and independently created video sources and for this purpose we chose the Affectiva-MIT Facial
Expression Dataset (AM-FED). Our purpose was to find out whether we can estimate Happiness through non-linear
dynamics of EM also in independent video data. We have calculated EM chaotic dynamics in video recordings
of the AM-FED database and performed estimations of Happiness calculated with parameters provided by the
Open Face library (OF). We also calculated correlation between these parameters and parameters attached to the
AM-FED database using our own method based on sliding windows and proposed a method of using its output
parameter with a short algorithm. We have observed that true Happiness was connected to a moderate value of
negative correlation with EM chaotic dynamics in the case when smile was not present, while for declarative
“Smile” parameters we observed a moderate positive value. By using EM chaotic dynamics correlation we have
estimated the difference between posed smiles and true Happiness with the XGBoost classifier, with accuracy
results of 0.75 (ROC-AUC 0.9) and precision of 0.8 (tested with dataset of 0.33). We are proposing EM chaotic
dynamics parameters as an extension for estimations of Happiness based only on facial muscles activity. We think
that this approach can confirm the authenticity of Happiness in various cases and also introduce the distinction
between real and declarative FE into Computer Vision. It also can bring solution in cases when lower part of the
face is hidden, i.e. when is covered by a protective mask.

I INTRODUCTION

This is the continuation of our research on the complex dynamical system describing EM presented in our previous
article [3], where we have proved a positive, statistically significant correlation between the value of EM chaotic
dynamics and the intensity of the Happiness (as FE). In this research we tested our findings on public domain videos
with FE classified by Facial Action Coding System (FACS). For this purpose we have chosen the ”AM-FED”
database created by researchers of the Affectiva Inc, the MIT Media Lab and the Robotics Institute of Carnegie
Mellon University [2]. We wanted to compare the differences in EM chaotic dynamical properties between people
who show the true (Happiness) or only the declarative FE (Smile). We wanted to propose to use the EM chaotic
parameters as an additional data in the method of FE classification. In particular, we were interested if EM chaotic
dynamics can improve estimations of authenticity of expressed Happiness and if it can help to solve the common
mistakes in the automated FE classifications, like mistaking a worry face of pain with a smile.

II STATE OF THE ART

In the context of EM chaotic dynamics context different researches tried to describe EM as nonlinear dynamical
system dependent on different aspects but there is lack of any publications related to the EM chaotic dynamics
during different FE, especially in the context of their use in automated FE estimations. Also the difference between
EM during posed smiles and during experiencing true Happiness are not enough described.

III ORIGINAL CONTRIBUTION

We proved ability to estimate the differences in EM chaotic dynamical properties between people who show the
true (Happiness) or only the declarative FE (Smile). We are proposing to use the EM chaotic parameters as
an additional data in methods of FE classification. Our current results can improve estimations of authenticity of
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expressed Happiness (as FE) which can also help to solve the common mistakes in the automated FE classifications,
like mistaking a worry face of pain with a smile.

IV METHODOLOGY

In our experimental study we have used the OpenFace (OF) library for Action Units (AU) estimations and for
estimations of gaze vectors used to calculate the chaotic dynamics of the EM [1]. We used an algorithm basing on
the FACS for Happiness estimations in the AM-FED videos. For Smile estimations we used parameters provided
with the ”AM-FED” database [2]. Methods of the EM chaotic dynamical analysis used in this research was
described in our previous works where we present our calculation method of chaos, noise and linear and window
size [3]. We also calculated Pearson’s correlation coefficient for “Smile” and “Happiness” and recreated correlation
in the dataset through the dependency between EM chaotic dynamics and chaos means shifted to different positions
in the window. We used the XGBoost classifier for estimations of “Smile” and “Happiness” with created dataset
and decision-tree visualizations.

V RESULTS

In our results a smile is accompanied by a positive correlation with the chaotic EM, while in the case of Happiness
we can see negative correlation. For both Smile and Happiness the opposite direction is visible when analyzing
the correlation results with the chaotic EM (while maintaining similar low-average levels). In our opinion, this
parameter distinguishes between posed smile and true FE of Happiness. The chaotic EM is visible for all data
positively correlated with Happiness, negative correlation is only visible for Happiness not confirmed by results
of “Smile” estimations. This observation was earlier confirmed with very similar positive statistically significant
correlations levels [3].

VI EVALUATION

The main assumptions for developing our method was to find out whether various face emotional states are ac-
companied by changes in nonlinear dynamics of eye movements. In this article we wanted to extend our findings
from previous experiment described in [3] by repeating measurements and analysis on publicly available, veri-
fied database. In context of obtained results, we’re proposing to introduce the chaotic EM parameters into the
FACS-based automated methods of Happiness estimation along with a decision mechanism that would determine,
whether the intensity of AU06 and AU12 can be classified as true or not.

VII CONCLUSIONS

The method presented in this article uses EM chaotic dynamics correlation together with the FACS estimations.
We see possibilities for presented method in helping in FE classification of people with mimicry problems, like
Parkinson’s disease patients with facial effects of the Bradykinesia (”poker face”) or just people having problems
with proper Happiness mimicry. This method can also bring solution in Happiness detection for partially covered
face i.e. by a protective mask.
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Machine Learning Methods for Building Information Modeling Data

ABSTRACT

This paper presents a survey of machine learning methods used in applications dedicated to building and con-
struction industry. A BIM model being a database system for civil engineering data is presented. A representative
selection of methods and applications is described. The aim of this paper is to facilitate the continuation of research
efforts and to encourage bigger participation of researchers in database systems in the filed of civil engineering.

I INTRODUCTION

Building Information Modeling (BIM) is nowadays widely used in architecture, engineering and construction
industry (AEC). The building and construction industry employs currently about 7 percent of the world’s working-
age population and is one of the world economy’s largest sectors. It is estimated that about $10 trillion is spent on
construction-related goods and services every year. In the last decade, the acceptance and actual use of BIM has
increased significantly within the building community. It has largely contributed to the process of eliminating faults
in designs. BIM allows architects and engineers to create 3D simulations of the desired structures which contain
significantly more information on the actual structures, than drawings produced using traditional Computer Aided
Drafting CAD systems. As a result, BIM is becoming more and more present in the construction industry.

II STATE OF THE ART

The information about a building created in any software can be exported to different formats. Each commercial
application has its own file type to store building data, but all of them can also export building information to an
IFC file. The file format IFC has become de facto a standard way of interchanging and storing BIM data. It is an
interoperable BIM standard for CAD applications, which supports a full range of data exchange among different
disciplines and heterogeneous applications. Information retrieved from IFC files can be used by many different
applications.

IFC specifies different types of building entities and their basic properties. It defines an EXPRESS based
entity-relationship model, which consists of several hundred entities organized into an object-based inheritance
hierarchy. All the entities in IFC are divided into rooted and non-rooted ones. While the first ones are derived from
IfcRoot and have an identity (a GUID), attributes for name, description, and revision control, the other ones (non-
rooted) do not have identities and their instances exist only if they are referenced from a rooted instance directly
or indirectly. IfcRoot is subdivided into three concepts: object definitions, relationships, and property sets:

1. IfcObjectDefinition captures tangible object occurrences and types

2. IfcRelationship captures relationships among objects

3. IfcPropertyDefinition captures dynamically extensible properties of objects

III RESULTS

Information important from the point of view of many applications lies implicitly in the interrelation between
building elements. Therefore several approaches directed at extracting implicit data from building models have
been presented.
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III.1 Learning semantic information

A method of extracting features which are then used in the affinity propagation clustering algorithm to get spaces
with similar usage functions, is proposed. The method allows for automatic learning of functional knowledge from
building space structures. The physical properties of each space and their boundary relationships in BIM model are
extracted from the IFC file based on BIM data. Then boundary graphs with space boundary relationships, where
properties of each space propagate along the edges, are build. Features of building spaces are extracted from the
space boundary graphs. Based on these features and the graph representation of the building structure, the adapted
affinity propagation algorithm performs building space clustering analysis, in order to get representative samples
of building spaces. The experimental results performed on a real world BIM dataset containing 595 spaces from
a 20-storey building show that building spaces with typical usage functions, like senior offices, open offices and
circulation spaces, can be discovered by an unsupervised learning algorithm.

III.2 Semantic enrichment of BIM models

The other group of papers considers the use of machine learning algorithms for semantic enrichment of BIM
models obtained from point cloud data. In this way a time-consuming process of manually creating 3D models
useful for architectural and civil engineering applications can be avoided. Semantic enrichment encompasses
classification of building objects, aggregation and grouping of building elements, implementing associations to
reflect connections and numbering, unique identification, completion of missing objects, and reconstruction of
occluded objects. Then the classification of the model as a whole, or of particular assemblies or objects within the
model in respect to code compliance, can be performed. BIM objects derive many of their properties from their
classes, making object classification crucial for reuse in different analysis tasks, like spatial validation of a BIM
model, quantity take-off and cost estimation.

III.3 Building condition diagnosis

Machine learning methods are also used for defect classification in masonry walls of historic buildings. First, the
process of Scan-to-BIM, which automatically segments point clouds of ashlar masonry walls into their constitutive
elements, is presented. Then the machine learning based approach to classification of common types of wall
defects, that considers both the geometry and colour information of the acquired point clouds, is described. The
found defects are recorded in a structured manner within the BIM model, which allows for monitoring the effects
of deterioration. A supervised logistic regression algorithm has been employed to classify different types of decay
using parameters of roughness of stones and dispersion of colour in stones. Stones labelled as ’defective’ by experts
are used for training the classifier, which is subsequently employed to label new data. The proposed approach has
been tested on data from the main façade of the Royal Chapel in Stirling Castle, Scotland. For the training process
samples of three classes of decay (erosion, mechanical damage and discolouration) were used. 15 samples (5 of
each class) were included in the test set, obtaining a global accuracy of 93.3% in the classification.

IV CONCLUSIONS

Traditional methods for modeling and optimizing complex structure systems require huge amounts of computing
resources. Artificial-intelligence-based methods can often provide valuable alternatives for efficiently solving
problems in architectural and engineering design, construction and manufacturing.

Machine learning techniques have considerable potential in the development of BIM. The application of clas-
sification algorithms would enable machines to do tasks usually done by hand. Results of application of machine
learning methods on architectural datasets provide a relevant alternative view to explicit querying mechanisms and
provides useful insights for more informed decisions in the design and management of buildings. Machine learning
might facilitate less experienced users to query complex BIM datasets for project specific insights.

It was shown that machine learning algorithms can learn key features of a building belonging to a certain
category, and this acquired knowledge could be used in the future. The proposed techniques can be applied for
retrieval, reference, and evaluation of design process. The presence of the historical data combined with the
acquired knowledge of the building type key features could help in developing methods for automatic design of
building structures with required characteristics. The presented methods can be extended to further subdivide the
BIM main categories into sub-categories that could represent different areas of interest in these structures.
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