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1 Wprowadzenie

Najczesciej stosowanym w  technice fonicznej przetwornikiem
elektroakustycznym jest gloSnik magnetoelektryczny nazywany takze glosnikiem
dynamicznym. Jego charakterystyczng cechg jest wystepowanie znacznych
nieliniowosci podczas zasilania go sygnatami o duzym poziomie. Szczegdlnie w
zakresie malych czestotliwosci (w okolicy rezonansu podstawowego glosnika)
amplituda wychyleh membrany przetwornika osigga czesto wartosci bliskie
wartosciom dopuszczalnym wyznaczonym przez Kkonstrukcje mechaniczng
ukladu drgajacego.

Proby wyjasnienia charakteru i przyczyn powstawania nieliniowosci w
gtosnikach dynamicznych nierozerwalnie zwigzane byly z probami utworzenia
modeli przetwornika, ktore bylyby w stanie symulowa¢ jego nieliniowe
wiasciwosci. Modele tego typu bazujg najczesciej na fizycznej budowie glosnika.
Tworzone sg na podstawie nieliniowych réownan rézniczkowych opisujgcych
prace przetwornika lub tez wyprowadzane sg z elektrycznego schematu
zastepczego z nieliniowymi elementami [11, 19, 20, 21, 22, 23, 24, 33, 37].

Bardziej ogolne sg modele traktujgce glosnik jak "czarng skrzynke".

Bazujg one na zbiorze sygnalow pobudzajgcych 1 odpowiedzi glosnika
praktycznie nie uwzgledniajgc struktury modelowanego obiektu.
Najczesciej stosowang, nalezgcg do tej grupy, metodg modelowania jest opis
ukladu przy pomocy szeregéw Volterry [17, 30, 39]. W modelu tym wartos¢ na
wyjsciu ukladu wyznaczana jest na podstawie poprzednich wartosci na jego
wejsciu. Z powodu wykorzystania w modelu tylko wartosci z wejscia uktadu do
opisu nawet prostych nieliniowosci wymagana jest znajomos¢ wielowymiarowych
odpowiedzi impulsowych, dla ktérych nalezy uwzglednié¢ znaczne opdznienie
czasowe. W przypadku sygnalow dyskretnych oznacza to koniecznosc
uwzglednienia bardzo duzej liczby wspoétczynnikow (rzedu kilkuset). Operowanie
tak obszernym zbiorem liczb stwarza powazne problemy obliczeniowe i
interpretacyjne.

Zaproponowany przez I. J. Leontaritisa i S. A. Billingsa (Uniwersytet
Sheffield W. Brytania) w 1985 roku model NARMAX (Non-linear
AutoRegressive Moving Average with eXogenous input) [26, 27] jest
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wygodniejszy w uzyciu, bardziej ogélny i pozwala opisa¢ uktad mniejszg liczba
parametrow. Do tworzenia tego modelu wykorzysfywane sg nie tylko wartosci z
wejscia ukladu, ale takze poprzednie wartosci z jego wyjscia.

Wykorzystanie w zdyskretyzowanych szeregach Volterry tylko wartosci
pobudzenia nasuwa analogie do wystepujacych w systemach cyfrowych filtrow
typu FIR (Finite Impulse Response). Filtry te operujg jedynie na wartosciach
probek sygnalu wejsciowego i do realizacji zalozonej transmitancji wymagaja
zwykle kilkuset wspolczynnikéw. Natomiast w przypadku filtréow typu IIR
(Infinite Impulse Response), podobnie jak w modelu NARMAX, do zrealizowania
podobnej funkcji przejScia wymagane jest tylko kilkanascie wspodlczynnikow,
gdyz oprocz wartosci sygnalu wejsciowego uwzgledniana jest takze historia
odpowiedzi uktadu [1].

W niniejszej pracy wszystkie prezentowane zaleznosci i przeksztalcenia
bazujg na sygnalach przedstawionych w postaci dyskretnej. Z tego tez powodu
oznaczany przez t czas wystepujacy w opisywanych modelach jest czasem

dyskretnym.

Przystepujac do realizacji pracy postanowiono udowodni¢ nastepujgca
teze: Mozliwe jest zastosowanie metody NARMAX do modelowania
znieksztalcen nieliniowych glosnikow dynamicznych.

Z przegladu literatury wynika, ze model NARMAX wykorzystywany jest
najczesciej do modelowania przebiegu procesoéw fizycznych, fizykochemicznych
oraz w systemach sterowania [7, 9, 25]. Jak dotgd pojawily sie tylko dwa
artykulty, w ktorych autorzy wykorzystali metode NARMAX w elektroakustyce
[14, 34]. W obu przedstawiono modele, ktore opisywaly wylgcznie drgania
membrany glosnika w zakresie malych czestotliwosci. Z tego powodu modele te
miaty bardzo ograniczone zastosowanie praktyczne.

Podstawowym celem pracy jest w zwigzku z tym zaimplementowanie
metody NARMAX do modelowania nieliniowosci przetwornikow
elektroakustycznych, a zwlaszcza glosnikow dynamicznych.

Budowany model opisuje glosnik dynamiczny nie w wagskim zakresie

czestotliwosci, ale dla calego pasma czestotliwosci jego pracy. Jako odpowiedz
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glosnika zostalo przyjete nie wychylenie membrany, ale ci$nienie akustyczne,
ktore on wytwarza. Takie podejscie pozwala utworzy¢ modele, ktore w
przysziosci mozna bedzie weryfikowac rowniez poprzez testy odstuchowe.

Praca polega na opracowaniu algorytmu wyznaczania modelu NARMAX
glosnika dynamicznego na podstawie danych pomiarowych. W procedurze tej
najwazniejszg funkcje pelni proces optymalizacji modelu. Konieczne jest rowniez
dobranie wlasciwych parametrow pomiaru oraz modelowania, w taki sposéb aby
uzyskac mozliwie najbardziej dokladny model.

Praca zostata podzielona na 6 rozdziatow:

> rozdzial pierwszy zawiera wprowadzenie oraz nakreslenie celu pracy,

>rozdzial drugi przedstawia stosowane obecnie sposoby modelowania
znieksztalcen nieliniowych glosnikow dynamicznych,

>w rozdziale trzecim zostal przedstawiony model NARMAX oraz jego
reprezentacja wielomianowa,

>rozdzial czwarty opisuje sposéb wyznaczania reprezentacji wielomianowej

modelu NARMAX glosnika dynamicznego oraz procedure optymalizacji
modelu,

>w rozdziale pigtym przedstawione zostaly wyniki przeprowadzonych
doswiadczen: dokonano wyboru optymalnego sygnalu pomiarowego,
zbadano wplyw zaklocen na proces tworzenia modelu, przetestowano
dzialanie procedury optymalizacji, dokonano poréwnania wybranych
charakterystyk i parametrow glosnika rzeczywistego oraz jego modelu,

> rozdzial szosty to podsumowanie pracy oraz wnioski.

Praca zawiera rowniez spis literatury, ktora zostata wykorzystana.
Dotgczono rowniez dwa zatgczniki:
A - wspotczynniki niektérych modeli NARMAX analizowanych w pracy,
B - opis programu komputerowego powstatego w trakcie realizacji pracy, w

ktorym zaimplementowano algorytm tworzenia modelu NARMAX.



2 Modelowanie znieksztalcen nieliniowych

glosnikow dynamicznych

2.1 Model fizyczny glo$nika

W procesie modelowania nieliniowosci glosnikéw dynamicznych istotna
role odgrywaja modele fizyczne glosnika. Tworzone sg one na podstawie wiedzy o
budowie i zasadach dzialania tego przetwornika [11, 20, 21, 22, 23, 24, 33, 37].
Najczesciej punktem wyjscia do tworzenia modelu jest elektryczny schemat

zastepczy glosnika pracujacego w obudowie zamknietej (rys. 1).

R Lyx) o R mr  Cx)=1/k(x) Ry
.__i'_/w oy X @ ~MY | ]

4
Ye u=BI(x)x ( F(x)=BI(x)i

AT

Rys. 1. Nieliniowy schemat zastepczy glosnika dynamicznego w obudowie

zamKknietej.

Oznaczenia elementow na rysunku 1 sg nastepujgce:
> u. - napiecie sygnatu pobudzajgcego,
> 1 - prad ptyngcy w cewce glosnika,
> x - wychylenie membrany,
> x - predkos¢ membrany,
> R, - rezystancja elektryczna cewki,

> L.(x) - indukcyjnosc elektryczna cewki,
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>mr - masa ukladu drgajagcego glosnika oraz masa wspoldrgajgcego
srodowiska,

> Cr(x) - podatnos¢ zawieszen glosnika oraz podatnosé powietrza w odudowie,

> k(x) - sztywnosc,

> R, - rezystancja strat w zawieszeniach oraz rezystancja promieniowania,

> F(x)=Bl(x)i - sila Lorentza wywolana prgdem plynacym w cewce,

> F.(x,i) - sila reluktancyjna spowodowana modulacjg strumienia
magnetycznego prgdem zmiennym,

> @Gy - zyrator reprezentujgcy przetwarzanie energii elektrycznej na

mechaniczng, stata zyracji jest rowna Bl(x) i zalezy od wychylenia.

Jak widac¢ wartosci wielu elementow zalezg od wychylenia cewki drgajacej x. W
czesci elektrycznej najwiekszg nieliniowos¢ przedstawia indukcyjnosé cewki
L.x), a w czesci przetwarzania elektromechanicznego stata Bi(x). W czesci
mechanicznej sg to przede wszystkim nieliniowe zawieszenia ze sztywnoscig k(x)
zalezng od wychylenia.

Dla schematu zastepczego przedstawionego na rys. 1 mozemy
sformutowac nastepujgce rownania [21, 37]:

> czesc elektryczna

dLe(x) dx

Ue=Rel+1—, gt—+Le(x) +Bl( )dt, (2.1)
> czes¢ mechaniczna
. d? dLe(x)
Bl(x)i=mr; +Rn dt L rk@)x-35i25>". (22

Przedstawiony schemat zastepczy jest uproszczonym schematem glosnika
w obudowie. Nie uwzglednia on nieszczelnosci obudowy lub tez prgdow wirowych
w obwodzie magnetycznym glosnika. W zastosowaniach praktycznych okazuje
sie, ze schemat zastepczy przedstawiony na rysunku 1 charakteryzuje sie
wystarczajgcg dokladnoscig. Z tego tez powodu mimo swojej niekompletnosci w

wiekszosci analiz wykorzystywany jest bez dalszych uscislen.
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Na podstawie rownan (2.1) i (2.2) mozliwe jest utworzenie nieliniowych réwnan

stanu opisujacych glosnik [21, 37]:

v =1(v)+g(v)u
(2.3)
y=h(v)
gdzie: v - wektor stanu,
u - sygnat wejsciowy,
y - odpowiedz glosnika.

Sktadnikami wektora stanu sg:
>v;=t (prad plynacy przez cewke),
> vo=x (wychylenie membrany),
>Ug=%:§' (predkos¢ membrany).

Wektory f(v), g(v), h(v) maja nastepujacg postac:

R, Bl(va)+Lex(v2)v1
~ LoVl —{T L,up U3

flv) = U3

Bl(ve)  Lex(v2)vs k(v2) R,
mr T omp  JU1— mr V2~ mpUs3

1
Le(ve)

gv)y =1 0 | (2.4)
0

h(v):[Ov:zO],

dLe(UZ)
dvag

gdzie: L. (v2) =
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Jak wida¢ na podstawie struktury wektora h(v) odpowiedzig glosnika jest
wychylenie membrany. Elementy nieliniowe modelu s3 najczesciej

aproksymowane wielomianami drugiego rzedu [21, 37]:

Bl(v-?) =Blo+bijvs + bgvg
k(v2)=ko+ k102 +kzv§ (2.5)

Le(vz) = Leo + 1102 + lzvg

gdzie: Blo, ko, Lo - wartosci parametrow w polozeniu
spoczynkowym glosnika,
bi, by, ki, ks, 11, I2 - poszukiwane parametry nieliniowe.
Rozwigzanie rownan (2.3) prowadzi do wyznaczenia poszukiwanych nieliniowych

zaleznosci pomiedzy napieciem zasilajgcym glosnik, a wychyleniem membrany.

2.2 Modele wejscia-wyjsScia

W przypadku braku informacji o strukturze modelowanego obiektu
utworzenie modelu fizycznego jest praktycznie niemozliwe. Budowany jest w
takiej sytuacji model positkujgcy sie na obserwacjami pobudzenia i odpowiedzi
ukladu. Tego typu podejscie jest bardziej uniwersalne i z reguly prowadzi do
dokladniejszych wynikow, ale ma tez zdecydowang wade - uzyskany model jest
trudny do interpretacji.

Poczatkowe proby opracowania nieliniowych modeli wejscia - wyjscia
polegaly na uzupelnianiu znanych modeli liniowych o czes¢ nieliniows.
Strukture takg majg modele Wienera i Hammersteina [5, 27].

Model Wienera sklada sie z dwu niezaleznych blokéw przedstawionych

schematycznie na rys. 2.
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5

D¥9I011q1g

PoIM

X(t) uktad liniowy z(t) uktad nieliniowy | y(t)
——  inercyjny bezinercyjny }—m7o—>
h(t) g(.)

Rys. 2.  Model Wiener’a uktadu nieliniowego.

Pierwszy blok jest inercyjnym ukladem liniowym opisanym rownaniem:

zt)=hox(t)+hix(t—-1)+ ...+ he1x(l) (2.6)

gdzie: ¢ - czas dyskretny,
x(t) - sygnal pobudzajgcy ukiad,
z(t) - odpowiedz uktadu,
ho, Ry, ..., hes - wspotczynniki odpowiedzi impulsowej
ukladu.
Drugi uklad jest nieliniowy i bezinercyjny opisany pewng funkcjg g/./, ktorej
argumentem sg tylko wartosci z(2):

y(@) = glz()] (2.7)
Wynika z tego, ze model ten opisany jest nastepujgcym rownaniem:
y(@) =glhox@®) +hix(t—1)+ ... + Ar1x(1)] (2.8)

Model Hammersteina ma strukture odwrotng (rys. 3). Pierwszym blokiem jest
funkcja nieliniowa niezalezna czasowo, nastepnie po nim znajduje sie uklad

liniowy.

x(t) | uktad nicliniowy | z(t) uktad liniowy | y(t)
—— 3 bezinercyjny }——— inercyjny SR S—
a(.) h(t)

Rys. 8. Model Hammersteina ukladu nieliniowego.
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Odpowiedz modelu Hammersteina jest nastepujaca:

y(&) = hoglx(®)] + higlx@—1)] +...+ Ar18[x(1)] (2.9)

Oba przedstawione modele majg duze ograniczenia wynikajgce bezposrednio z

ich struktury oraz z zalozenia, ze funkcja nieliniowa g/.] jest bezinercyjna.

2.3 Szeregi Volterry

Bardziej rozwinietg metodg modelowania, pozwalajacg na uwzglednienie
jednoczesnie wilasciwosci nieliniowych i inercji uktadu jest przedstawienie go za
pomocyg szeregu Volterry [17, 39]. Szereg ten zdefiniowany jest w nastepujgcy

sposob:

3= X Vil x(0)] 210

m=1

gdzie: Vi [Am,x(t)] - operator Volterry rzedu m:

Valhm,x®)] = 2 = 2 Am(t1, .0y Tm)x(E—71) " ... x(t—1T)  (2.11)
0

71=0 Tm=

gdzie: hm(f 1, ..., Tm) - funkcja charakteryzujaca m-ty rzad
nieliniowosci uktadu.

Jak wynika ze wzorow (2.10) i (2.11) do opisu inercyjnego ukitadu nieliniowego
wymagana jest znajomos¢ funkeji h1(t1), ho(t1,72), ..., Am(T1, ..., Tm). Funkcje
te nazywane sg jgdrami szeregu Volterry lub tez wielowymiarowymi
odpowiedziami impulsowymi. Kazda z nich zwigzana jest tylko z jednym rzedem
nieliniowosci:

> h1(t1) - jest zwykla odpowiedzig impulsowg uk}adu liniowego,

> ho(T1, T2) - opisuje nieliniowosci drugiego rzedu,

> h3(11, T2, T3) - opisuje nieliniowosci rzedu trzeciego, itd....
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Dla ukladu liniowego zachodzi warunek A,,(t1,...,7,)=0, dla m = 2, 8, ...

Szereg Volterry przyjmuje wtedy nastepujacg postac:

y@) = i hi(t1) -x( —11) (2.12)

71=0
Jak widac jest to klasyczny opis odpowiedzi uktadu liniowego na pobudzenie
sygnatem x(7) poprzez jego splot z odpowiedzig impulsows.
Najwiekszg zaleta opisu glosnika dynamicznego przy pomocy szeregu Volterry
jest jednoczesne uwzglednienie jego wlasciwosci nieliniowych oraz inercji. Wadg
jest natomiast znaczna liczba wspotczynnikow tego modelu wynikajgca z diugiej

odpowiedzi glosnika.
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3 Metoda NARMAX

3.1 Postac ogolna modelu

W modelach opartych na sekwencjach wejsciowych i wyjsciowych uktadu
(rys. 4) nie jest potrzebna znajomos¢ struktury modelowanego obiektu. Cala
informacja o jego wlasciwosciach zawarta jest w ciggach pobudzenia i

odpowiedzi.

X(t) R mozilfflgz/any y(t)

Rys. 4. Uklad pobudzany ciagiem x(¢) i z odpowiedzig y().

W przypadku uktadow liniowych do ich opisu wykorzystywany jest najczesciej

model utworzony w oparciu o uktad liniowych rownan réznicowych:

Ny Ny Ne

y(t) = ; byiy(t—1)+ {V_,l bux(t—d—i)+ ; beet—1)+e(t) (3.1

gdzie: ¢ - czas dyskretny,

d - opOznienie wnoszone przez ukiad.

byi, b, bei, - wspotczynniki modelu,

x(t) - pobudzenie,

y(t) - odpowiedz uktadu,

e(t) - blad predykgji,

n.- rzad sygnalu wejsciowego (maksymalne opdznienie
probek sygnatu x(t) wystepujacych w modelu),

n, - rzad sygnatu wyjSciowego (maksymalne op6znienie
probek sygnatu y(z) wystepujacych w modelu),

n.- rzad szumu (maksymalne opdéznienie probek sygnatu

e(t) wystepujgcych w modelu).
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Model (3.1) nazywany jest czesto modelem autoregresyjnym i okreslany
skrotem ARMAX (AutoRegressive Moving Average with eXogenous input) [8].
W 1985 roku Leontaritis i Billings [26, 27] przedstawili opis rozszerzenia modelu
(3.1) na przypadek nieliniowy. Udowodnili, ze bardzo szeroka klasa ukladow

moze by¢ opisana ogolnym nieliniowym roéwnaniem réznicowym:
y(@#) =Fly(t - 1), ...,y —ny),x(t -d),...,x(t —d —n,), et -1),...,e(t —n.)l+e(t) (3.2

gdzie: F' [.] - funkcja nieliniowa.
Ze wzgledu na uogolnienie modelu liniowego (3.1) model o strukturze
(3.2) jest powszechnie okreslany nazwg Non-linear ARMAX w skrocie NARMAX.
Warunki istnienia modelu NARMAX dla danego ukladu sg dos¢ lagodne i
pozwalajg na stosowanie tego modelu do opisu szerokiej klasy uktadow
nieliniowych [5, 7, 26, 27]:

I - uklad musi byc¢ realizowalny, a jego przestrzen stanu musi miec
skonczony wymiar,

II - w okolicy punktu rownowagi mozna utworzyc model liniowy uktadu.
Warunek I spelniony jest przez praktycznie wszystkie uktady rzeczywiste i nie
stanowi ograniczenia dla modelu.

Duzo bardziej istotny jest warunek II, ktory mowi o koniecznosci istnienia
modelu liniowego dla malych amplitud, co nie pozwala na modelowanie na
przyktad ukladow z histerezg lub tarciem suchym. W przypadku glosnikow
dynamicznych warunek II nie jest restrykcyjny, poniewaz przy pracy glosnika z

malymi sygnatami mozna z powodzeniem utworzy¢ doktadne modele liniowe.

Model okreslony za pomocg wzoru (3.2) jest bardzo ogélny poniewaz
funkcja F[.] moze mie¢ dowolng postaé. Dzieki temu inne modele
wykorzystywane w opisie ukladow nieliniowych mogg byc¢ traktowane jako
szczegolne przypadki modelu NARMAX [7].

Szereg Volterry (2.10) opisujacy ukiad nieliniowy jest uproszczong
postacig modelu NARMAX, w ktérym odpowiedz ukladu jest nieliniowg funkcjg
pobudzenia - elementéow x(i). Funkcja F[J jest w tym przypadku sumg

nieliniowych wielomianow (2.11).
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W podobny sposéb mozna potraktowac uzywany stosunkowo czesto model
biliniowy:

Ny nx

y(@)=ao +§aiy(t—i)+§ bix(t—1)+ 1cijy(tf—i) -x(t—J) (3.3)

=1 =

gdzie: a, @i, b;, ¢ - wspotczynniki modelu.
Przy pomocy tego modelu opisywane sa zjawiska zachodzgce podczas destylacji
oraz w systemach sterowania procesami termicznymi i nuklearnymi. Jest to
prosty model NARMAX, w ktérym nieliniowa funkcja F/./ zostala zastgpiona
przez sume jednomianéw 1 i 2 stopnia, przy czym najwieksza potega w jakiej
wystepujg wyrazy pobudzenia x(z) i odpowiedzi y(?) jest rowna jeden.
Nieco bardziej skomplikowana sytuacja wystepuje w przypadku modelu

wymiernego. Przedstawiany jest on zwykle rownaniem:

alyt-1),...,yt-r),xE-1),...,xE—-1r)) -y(@) (3.4)
=b(yt-1),..,yt-r),xt-1),...,xt—-r))
gdzie: r - rzad modelu,

a(.), b(.) - wielomiany skonczonego stopnia

Po przeksztalceniu do nastepujgcej postaci:

b(y(t-1),....y(t-r)x(t=1),....x(t-r))
YO = 200Dy or) 21 x ) (3.5)

widac, ze mamy do czynienia z modelem NARMAX, w ktorym nieliniowa funkcja

F[.] ma postac ilorazu dwu wielomianow.

3.2 Modele liniowe wzgledem wspolczynnikow

Po przyjeciu uproszczenia, ze badany ukiad nie jest zréodlem szumu
mozna wykorzysta¢ wersje modelu NARMAX, ktora nie zawiera czesci szumowej.

Model taki ma nastepujgcg postac ogolng [2, 7, 9]:

y@t)=Flyt-1),..,y¢t-ny),xt-d),...,xt -d -n)l+e(t) (3.6
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Poréwnujgc rownania (3.1) i (3.7) widac¢, ze opdznione probki btedu predykcji e(z)
nie sg argumentami nieliniowej funkcji F/.J. Uproszczenie to prowadzi przede
wszystkim do znacznego zmniejszenia liczby wspoélczynnikéw modelu oraz
utatwia ich wyznaczenie.

Model nie narzuca konkretnej postaci funkcji F/.J, zresztga w praktyce
bardzo rzadko zdarza sie aby byta ona znana. Podczas tworzenia modelu nalezy
wiec a priori zalozy¢ pewng jej strukture od czego zalezy dalsza procedura

obliczeniowa oraz liczba parametrow potrzebnych do opisu modelu.

W celu rozwigzywania ukladow rownan liniowych zostal utworzony
bardzo rozwiniety aparat matematyczny oraz zostaly opracowane efektywne
algorytmy numeryczne.

Istnieje mozliwos¢ wykorzystania tych metod w procesie wyznaczania modelu
NARMAX pod warunkiem, ze model bedzie liniowy wzgledem wspétczynnikow.

Warunek ten spelniajg modele o nastepujacej strukturze [2]:

y@) =3 dilyt=1), .yt —n )t -d), . xlt—d—n)]- 6 +e®) @7
i=1

gdzie: m - liczba wspoétczynnikéw modelu,
@; - wspotczynniki modelu,
¢ - funkcja bazowa, na og6t nieliniowa wzgledem
zmiennych x(2) i y(t).

Funkcja ¢:/.] musi byc okreslona jeszcze przed procesem tworzenia modelu, a jej
argumentami mogg byc¢ tylko opdznione wartosci sygnalow x(z) i y(¢). Dzieki
temu po podstawieniu wartosci wektorow x(¢) i y(t) uzyskanych z pomiaréow
otrzymujemy uktad réwnan liniowych, gdzie niewiadomymi sg wspélczynniki 6.
Zbioér funkcji ¢ i[.], ktore mogg by¢ wykorzystywane w procesie modelowania
NARMAX jest dos¢ obszerny [2]. Najprostszym przykiadem funkcji ¢ i/.] sg
jednomiany utworzone z wyrazow x(z) oraz y(z). W tym przypadku model bedzie
mial strukture wielomianu o wyrazach liniowych i nieliniowych.
W przypadku obiektow, ktore majg charakter nieliniowych oscylatorow, czyli
wystepujg w nich przebiegi harmoniczne, moze okaza¢ si¢ korzystne

zastosowanie funkcji trygonometrycznych. Najczesciej sg to sin(), cos(.) oraz
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tan(). Spotykane sg takze modele z funkcjg odwrotng - atan() oraz funkcjami

hiperbolicznymi sinh(.), cosh(.), tanh(.) [2].

3.2.1 Funkcje radialne - RBF
W technice interpolacji wielowymiarowej wykorzystywane sg czesto

funkcje radialne (Radial Basis Function - RBF) zdefiniowane nastepujgco [8]:

P(u) = Jo+ ; Zif Ul —c; ) (3.8)

gdzie: u - wektor wejsciowy,
¢i - wektor centrow funkcji,
Ai - wspOtczynniki,
f(.) - funkcja bazowa,
.|l - norma Euklidesowa wektora.

Mozliwe jest wykorzystanie funkcji RBF takze do tworzenia nieliniowego
modelu NARMAX. W tym przypadku nalezy przede wszystkim arbitralnie
wybrac¢ funkcje bazowg f{.) oraz wyznaczy¢ centra c;. Jako funkcje bazowe
wybierane sg najczesciej [8]:

> funkcja sklejana (spline) ptaskiej plyty f (v) = 2 log v,

> funkcja gaussowska f ) = eXp(—VZ/,Bz),

> funkcja wielokwadratowa fv) = [v2 + ﬁz ’

. : 1
> funkcja wielokwadratowa odwrotna f (v) = .
[vZ+[2

gdzie: f3 - stala rzeczywista.

Centra c¢; sg punktami w przestrzeni n - wymiarowej (gdzie n to liczba
zmiennych - wejs¢ ukladu). Wybierane sg one najczesciej sposréd danych

wejsciowych lub tez arbitralnie rozkladane rownomiernie w dziedzinie wejscia.
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Innym modelem liniowym wzgledem wspolczynnikow jest model

wyktadniczy [2]:

y(®) = Blai + fr exply e~ )] -5t ~)- 0;+ et o)

gdzie: a;, fi, 6:- wspolczynniki modelu.
Wyraz -y(t-1) zostal wybrany arbitralnie mozliwe jest zastosowanie w tym
modelu innych wyrazéw o strukturze: -y*(¢-k;). Wartosé k; wybierana jest tak, aby
uzyskac jak najwieksza doktadnos¢ modelu.

Sposrod wszystkich modeli liniowych wzgledem wspoéiczynnikow
najczesciej stosowang reprezentacja modelu NARMAX jest reprezentacja
wielomianowa. Wynika to przede wszystkim z faktu, ze wiekszos¢ cigglych
funkcji, w tym takze wszystkie przedstawione wzorami (3.3 - 3.9), mozna
aproksymowa¢ wielomianami. Wadg reprezentacji wielomianowej jest bardzo
duza liczba wspoélczynnikow reprezentacja ta ma jednak wiele zalet. Przede
wszystkim model ten jest stosunkowo prosty do wyznaczenia i latwy w
interpretacji, a po zastosowaniu wlasciwej optymalizacji uzyskuje sie model,
ktory przy niewielkiej liczbie wspolczynnikow jest w stanie zamodelowa¢ nawet

silnie nieliniowy obiekt.

3.3 Reprezentacja wielomianowa

Reprezentacje wielomianowg modelu NARMAX mozna przedstawic w

nastepujgcej postaci [3, 7]:

() = io Orui @+ Y Y Oiiyun, Oun®)+

i1= 11=0 ig=11 (3.10)

n n n
Z Z Z 0i1i2i3ui1(t)ui2(t)ui3(t) +...+e(t)
11=0 19=11 i3=i9
gdzie: n = n.+n,,
uo(t) = x(t-d), ..., Unlt) = x(t-d-ns), Unes1(t) = y(t-1),
Uneso(t) = Y(E-2), ..., Uneny(t) = y(E-11,).

6 - poszukiwane wspoéiczynniki.
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Jesli nie jest znany charakter nieliniowosci modelowanego ukladu, w
jego reprezentacji wielomianowej nalezy uwzgledni¢ wszystkie mozliwe
wspolczynniki wynikajgce ze struktury modelu. Wymaga to czesto wyznaczenia
bardzo duzej liczby parametrow i stanowi powazny problem obliczeniowy. Liczba
wspolczynnikow wielomianu opisujgcego model uzalezniona jest od rzedu
sygnalu wejsciowego, wyjsciowego oraz od wybranego stopnia wielomianu (rzedu
nieliniowosci - /). Mozna jg wyznaczyC na podstawie rekurencyjnego wzoru

[5, 9, 25]:

!
M=> n;, (3.11)
=1
ni=ni1ny+n,+i)li, no=1

Przyktadowo dla n, = n.= 15 oraz [ = 3 mamy:
n;=(181)/1 =31,
ne = (31-82)/2 = 496,
ns = (496-33)/ 3 = 5456,
M = 31 + 496 + 5456 = 5983.
Jak wida¢ nawet przy tak niewielkim rzedzie modelu liczba wspolczynnikow

osigga znaczng wartos¢ M = 5983.
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3.4 Wyznaczanie wielomianowej postaci modelu NARMAX

Reprezentacje wielomianowg modelu NARMAX mozna przedstawic¢ takze

w nastepujacej postaci:

M
y(#) = Y, Ompm(t) +et), (3.12)

m=1
gdzie: M - liczba wspétczynnikow wielomianu,
pm(t) - jednomiany stopnia co najwyzej [ bedace iloczynem
x(t) oraz y(t) :
Pm(t) = y(t-Nyi )-...- y(t-Nyi )+ 2(t-d-Nzg )-...r x(t-d-Nyj )

[ - rzad nieliniowosci.

k20, j=20,
1 <N,;<ny .. 1 <Ny <n,,
O0sNg<h, ... 0=Nz5nR,,

k=0 oznacza, ze p,(t) nie zawiera wyrazow y(.),

J=0 oznacza, ze p,(1) nie zawiera wyrazow x(.).

Na przyktad dla n, = n. =1 = 2, jednomianow pn.(t) jest zgodnie ze wzorem (3.11)
M = 20 i sg nastepujace:
> jednomiany liniowe:
p1 (t) = y(t-1), p2 (t) = y(t-2), ps () = x(t-d), p« () = x(t-d-1),
ps () = x(t-d-2),
> jednomiany nieliniowe:
pe () = y2(t-1), pit) = ¥A(t-2), ps(t) = ¥°(t-d), po (t) = X(t-d-1), pio (t) = x*(t-d-2),
pu (B) = y(t-1)- y(t-2), pi2 (1) =y (t-1)- x(t-d), ps (1) = y(t-1)- x(t-d-1),
piu (t) = y(t-1)- x(t-d-2), pis (1) = y(t-2)- x(t-d), pis (t) = y(t-2)- x(t-d-1),
p7 (1) = y(t-2)- x(t-d-2), pis (1) = x(t-d)- x(t-d-1), pis (t) = x(t-d)- x(¢-d-2),
p2o (t) = x(t-d-1)- x(t-d-2).
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Jesli dysponuje sie uzyskanymi z pomiaréw wektorami X1 Y o dlugosci N
probek to na podstawie (3.12) mozemy utworzy¢ uklad réownan liniowych i

przedstawic¢ go w postaci macierzowej [7, 9]:

y(1) p1(1) p2(1) ... pu(1) 0, e(1)
¥2) |_| ;1@ po@) ... pu@ | | 62 || e(@) 518
y(N) p1(N) pzW) pM(.N) Onm e(N)
lub tez w innym zapisie:
Y=PO+e (3.14)

gdzie: X i Y uzyskane z pomiarow wektory pobudzenia i
odpowiedzi uktadu o dtugosci N,
P - macierz predykcji o rozmiarze N x M,
6 - wspolezynniki modelu,

e - blad predykgji.

Przedstawiony uktad rownan jest uktadem liniowym poniewaz elementy
macierzy P sg liczbami wyznaczonymi na podstawie danych pomiarowych z
czynnikow p..(t) zgodnie ze wzorem (3.12). Macierz P nazywana jest czesto
macierzg regresji lub tez predykeji [9]. Problem obliczenia modelu sprowadza sie
wiec do wyznaczenia wektora 6, poprzez rozwigzanie ukladu rownan (3.14) przy
zalozeniu zerowego bledu predykcji e. Jest to rozwigzanie klasycznego, liniowego
zadania najmniejszych kwadratow czyli znalezienie takiego wektora 6, aby

ponizsza norma uzyskata warto$¢ minimalng:

Y — PO| - min (3.15)
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Rozwigzanie zadania najmniejszych kwadratow mozna przeprowadzic
wieloma metodami, ktore mozna podzieli¢ na cztery grupy [9, 18, 31]:
> algorytmy réwnan normalnych, w ktorych dokonuje sie rozkladu macierzy
P"P, do grupy tej zalicza sie metode eliminacji Gaussa,
> rozklad ortogonalny (ortogonalizacja) macierzy P, do ktérej zalicza sie
ortogonalizacje Grama - Schmidta, obroty Givensa, transformacje

Householdera,

> rozklad macierzy P wzgledem wartosci wtasnych,

> metody iteracyjne: Seidla, nadrelaksacji, gradientéw sprzezonych.

Poniewaz macierz P jest najczesciej zle uwarunkowana nie jest mozliwe
wykorzystanie najmniej kosztownych algorytméw réwnan normalnych.

Najczesciej wykorzystuje sie wiec rozklad ortogonalny macierzy P [2, 9].
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4 Tworzenie modelu NARMAX

4.1 Algorytmy ortogonalizacji

Znanych jest kilka algorytmoéw ortogonalizacji metodg najmniejszych
kwadratéw. Najbardziej rozpowszechnione sg cztery [9, 18, 31]:
> klasyczny algorytm Grama-Schmidta (CGS - Classical Gram - Schmidt),

> zmodyfikowany algorytm Grama-Schmidta (MGS - Modified Gram -
Schmidt),

> transformacja Householdera,
> obroty Givensa.

Przy wyborze algorytmu numerycznego ortogonalizacji wykorzystywanego do
tworzenia modelu NARMAX brane bylty pod uwage cztery gtoéwne czynniki:
> czas obliczen (liczba wykonywanych elementarnych operacji
matematycznych),
> mozliwos¢ wbudowania procedur optymalizacji modelu.
> dokladnosc (wszystkie obliczenia w komputerach wykonywane sg na liczbach
o skonczonej precyzji),
> wykorzystanie pamieci operacyjnej.

Powyzsze czynniki zostaly uszeregowane wedilug ich istotnosci. Ze
wzgledu na bardzo duzg liczbe wspolczynnikéw modelu najwazniejszy byt krotki
czas obliczen oraz mozliwos¢ prostego wbudowania procedur optymalizacji.
Dokladnos¢ numeryczna algorytmu nie byta zbyt istotna z tego powodu, ze
przewidziano wykonywanie wszystkich obliczen na liczbach zmiennopozycyjnych
o podwdjnej dokladnosci (typ double). Natomiast ilos¢ zajmowanej pamieci
operacyjne] w nowoczesnych komputerach nie jest juz sprawa krytyczna,
wspolczesne systemy operacyjne potrafig obsluzy¢ struktury danych o
rozmiarach nawet rzedu setek MB.

Najwiekszg iloscig operacji matematycznych potrzebnych do ortogonalizacji
macierzy P charakteryzuje sie metoda obrotow Givensa i dlatego tez nie byla ona

zupelie brana pod uwage. Transformacja Householdera nie pozwala na proste
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wbudowanie procedury optymalizacji do tego algorytmu z tego powodu takze
zostata odrzucona.

Algorytmy CGS i MGS sg bardzo podobne w dziataniu z tym, ze algorytm
zmodyfikowany (MGS) jest mniej wrazliwy na bledy zaokraglen i w zwigzku z
tym daje dokladniejsze wyniki. W procedurze budowania modelu NARMAX
zastosowano jednak klasyczny algorytm ortogonalizacji Grama-Schmidta (CGS)
glownie ze wzgledu na jego duzg przejrzystos¢ (mozliwos¢ efektywnego
poszukiwania ewentualnych bledow) i stosunkowo prosty sposob wbudowania
procedury optymalizacyjnej wynikajgcy z tego, ze algorytm CGS przetwarza
macierz predykcji kolumnami, a nie wierszami jak algorytm MGS. Dokladnosc
algorytmu nie byla tak istotnym czynnikiem poniewaz po zastosowaniu
optymalizacji, z nie zawsze dobrze uwarunkowanej macierzy P tworzona jest
mniejsza, dobrze uwarunkowana macierz P, (patrz punkt 4.3), dla ktorej rozktad

ortogonalny metodg CGS daje wystarczajgco dokladne wyniki.

4.2 Realizacja algorytmu CGS

Algorytm ortogonalizacji Grama - Schmidta bazuje na rozkladzie

macierzy predykcji na dwie inne [2, 9, 18]:

P=WA 4.1)

gdzie: P - macierz predykcji o rozmiarze N x M,
W - macierz o rozmiarze N x M kolumnami ortogonalna
tzn. WIW =D,
D - macierz diagonalna, dodatnia,
A - macierz gérna tréjkatna o rozmiarze M x M,
N - liczba rownan utworzonych z wektorow X i Y (3.14),

M - liczba wyznaczanych wspélczynnikow modelu, N > M

(3.12).
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Po dokonaniu ortogonalizacji wyznaczany jest wektor g:

g=DW'Y (4.2)
lub inaczej:
<w;, y> :
gi=wws i=1.,M (4.3)

gdzie <-,-> oznacza iloczyn skalarny, na przyklad:

N
<w;,wj>= w?-wJ-:Z%wi(t)-wj(t) (4.4)
=

Po przeksztalceniu rownania (3.15) otrzymujemy:

Y=PO+e=[PA'][AO]+e=Wg+e (4.5)

skad:

Af=g (4.6)

Nastepnie wykorzystujac to, ze macierz A jest trojkgtna, metoda podstawiania

wstecznego wyznaczane sg wspotczynniki 6.

4.3 Optymalizacja modelu

4.3.1 Cele optymalizacji

Ze wzgledu na nieznajomos¢ struktury ukladu liczba wyznaczonych
wspoOlczynnikow reprezentacji wielomianowej jest bardzo duza. Praktycznie
uniemozliwia to wlasciwg interpretacje modelu NARMAX, a jego uzytecznosc jest
niewielka. Dodatkowo model taki jest bardzo czesto niestabilny. Niezwykle
istotna jest wiec jego wlasciwa optymalizacja. Bez tego procesu reprezentacja
wielomianowa zawiera zbyt duzg liczbe wspoélczynnikow (nawet kilkadziesigt
tysiecy). Oprocz tego znaczna liczba wyrazéow macierzy predykcji P rowna M-N

(N>M, najczesciej N >M) stwarza bardzo powazne problemy obliczeniowe.
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Procedura identyfikacji ukladu powinna, jesli to mozliwe, jednoczesnie
oblicza¢ wartosci wspotczynnikow modelu oraz wybiera¢ tylko te, ktore sg
istotne. Tego typu optymalizacje mozna zrealizowac¢ na kilka sposobow, przede
wszystkim poprzez:

> modyfikacje procedury dokonujgcej ortogonalizacji 1 wyznaczajacej
wspotczynniki wielomianu, tak aby jednoczesnie dokonywala ona oceny
kazdego wyznaczonego wspolczynnika [2, 4, 9, 25],

> wykorzystanie odpowiednio skonfigurowanej sieci neuronowej [30, 38],

> utworzenie modelu liniowego (ARMAX) dla matych sygnalow w celu

okreslenia rzedow modelu - n., n,, a nastepnie wyznaczenie nieliniowych

czlonow wielomianu w modelu NARMAX [14, 16].

4.3.2 Modyfikacja algorytmu CGS

Najczesciej stosowang metodg umozliwiajacg okreslenie struktury
modelu jest modyfikacja algorytmu ortogonalizacji macierzy predykcji.
Opracowana zostala procedura okreslajgca istotnos¢  poszczegolnych
wspotczynnikow modelu, po czym =zostala ona wbudowana do algorytmu
ortogonalizacji Grama-Schmidta.

Dzialanie procedury polega na wyborze ze wszystkich M kolumn
macierzy predykcji P podzbioru M, (M,<M) kolumn. Powstaje w ten sposob

macierz P,, ktora reprezentuje znacznie mniejszg liczbe wspoétczynnikow (rys. 5).

P Ps

\

7 / 7. NV v
X. .X. .X X X X .
CX. . X. . X. X X X
X, . X. . X. X X X
Nl.x. .x. .x. N X X X
DX, . X. . X. X X X
DX, . X. .X X X X
M M g

Rys. 5. Wybor najbardziej istotnych kolumn macierzy regresji.
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Wybér kolumn P, dokonywany jest na podstawie wartosci stopy redukcji bledu
[err] (error reduction ratio) [2, 4, 9, 25]. Wspolczynnik /[err]; okresla stopien
zmniejszenia sie energii bledu predykcji po uwzglednieniu wspoélczynnika &
reprezentowanego przez kolumne p;. Z réwnania (4.5) mozemy wyznaczy¢ sume

kwadratow (energie) odpowiedzi ukladu:

N
y,y) = %gl~2<wi,wi>+ (e,e) 4.7)

gdzie: g; - wyrazy wektora g (4.2).
Redukcja bledu [err/; wprowadzana przez uwzglednienie kolumny w; moze by¢
zdefiniowana jako:
g L‘2'<wiywi>

[err]; = BT (4.8)

Algorytm optymalizacji realizowany w trakcie ortogonalizacji macierzy P

przedstawiony jest schematycznie na rysunku 6.
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v

I wybdr pierwszej kolumny
macierzy s na podstawie max[err]i

1T wyznaczenie dla kazdej kolumny [err].
|

I dodanie kolumny, dla ktdrej max[err]

do macierzy Fs |

Nie

czy spetniony warunek

v zakoriczenia optymalizacji 2

Y rozktad ortogonalny macierzy Fs
wyznaczenie wspdtczynnikéw modelu

v

STOP

Rys. 6. Algorytm optymalizacji modelu NARMAX.

> I - W pierwszym kroku dla wszystkich kolumn macierzy P wyznaczany jest
[err];, i = 1 .. M. Nastepnie wybierana jest kolumna p;, dla ktorej wartosc
[err]; jest najwieksza. Stanowi ona pierwszg kolumne macierzy P, Ms = 1.

> II - Dla kazdej z pozostaltych M - M, kolumn p; po podstawieniu ich na
koniec macierzy P, jako kolumne pms.1 Wyznaczany jest [err];.

> III - Wybierana jest kolumna p;, dla ktérej /[err]i osiggngl wartosc
najwiekszg. Staje sie ona nowg kolumng macierzy P, M, zwiekszane jest o

jeden.

> IV - Nastepuje sprawdzenie warunku zakonczenia optymalizacji - jesli nie
zostal on spelmiony nastepuje przejscie do kroku II i wyboér kolejnej
kolumny, w przeciwnym wypadku przejscie do kroku V.

> V - Zostal utworzony optymalny model o M, wspolczynnikach. Jego macierz
regresji P; = W A, jest ortogonalizowana i na podstawie (4.6) wyznaczane

sg wspolczynniki.
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4.3.3 Kryterium zakonczenia procesu wyboru wspolczynnikow
Bardzo istotnym problemem jest ustalenie rozmiaru macierzy P, czyli
liczby wspolczynnikow & modelu. Istnieje kilka kryteriow zakonczenia procesu
optymalizacji [2, 28, 34].
Najprostsze z nich opierajg sie na analizie bltedu predykcji e(z) i umozliwiajg
ocene:

> bledu Sredniokwadratowego MSE (Mean Squared Error):

N
MSE =+ 121 e2(k), (4.9)

> odchylenia standardowego bledu predykc;ji:

N
G = J—ﬁ Y e%(k), (4.10)

k=1

> lub tez wzglednego bledu predykcji RPEL (Relative Prediction Error Level):

N
2 e?(k)
RPEL =% (4.11)

D, yhk)

k=1

gdzie: y,(t) - odpowiedz modelu na pobudzenie x(%).

Czesto wykorzystuje sie takze wyznaczone podczas optymalizacji wartosci /err/;
poniewaz okreslajg one stopien redukcji bledu modelu. Wybor wspétczynnikow

trwa wiec tak dhugo, az nie zostanie spelnione rownanie:

M
1-X[err]i <p, (4.12)
i=1

gdzie: p jest wybierang arbitralnie wielkoscig (O<p<l1), ktora
okresla dopuszczalny btgd modelu.
Kryterium (4.12) ma jednak pewng wade. Przyjecie zbyt duzej dokladnosci

modelu (mala warto$¢ p) moze spowodowaC uwzglednienie bardzo wielu
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wspotczynnikow, a w sytuacji granicznej nawet wszystkich dostepnych (M, = M).
Wartosc p powinna wiec by¢ dobierana z duzg starannoscig. Korzystne jest aby

byta ona wieksza i bardzo bliska stosunkowi g2/g? [2] gdzie:

N
o2 = 71\,— kzl e?(k) - wariancja bledu predykdji, (4.13)
N
0—3 = —11\7 kgl y2(k) - wariancja odpowiedzi modelowanego ukladu. (4.14)
2

O ile wartos¢ 02 mozna wyznaczy¢ na podstawie danych pomiarowych, to

y
wariancja btedu - 0’3 nie jest znana. Problem ten rozwigzuje sie iteracyjnie.

Poczatkowo zaklada sie pewng wartos¢ p, wyznacza model i oblicza przyblizong

warto§é wariancji bledu predykecji. Na podstawie tak otrzymanej wartosci o2

wyznacza sie optymalng wartos¢ p i ponawia proces modelowania. Wykonujgc
opisane powyzej czynnosci kilkakrotnie mozliwe jest bardzo doktadne obliczenie
zalecanej wartosci p.

Wszystkie przedstawione powyzej kryteria majg zasadniczg wade, ktora
polega na tym, ze zwigzane sg one tylko z bledem predykcji modelu. Zupeknie nie
uwzgledniajg natomiast jego zlozonosci. Oba czynniki brane sg pod uwage w tzw.
kryteriach informacyjnych [2, 9, 28, 29, 34]. Najczesciej stosowane z nich sg FPE
(Final Prediction Error):

N+M;
FPE = 33702, (4.15)

oraz AIC (Akaike Information Criterion):

AIC(¢) =NlogoZ+Ms¢ (4.16)

Kryteria informacyjne pozwalajg uzyska¢ kompromis pomiedzy dokladnoscig
modelu (uwzglednienie ¢2) oraz jego zlozonoscig (uwzglednienie M,). Wybér
wspotczynnikow modelu, czyli tworzenie macierzy P, przerywane jest po
osiggnieciu przez te kryteria wartosci minimalnej. Pozwala to na calkowitg
automatyzacje procesu optymalizacji. Nie ma potrzeby arbitralnego ustalania

poziomu dokladnosci modelu p.



34

Przy okreslaniu struktury modelu NARMAX stosowane jest najczesciej
kryterium AIC [9, 28, 29]. Jak widac we wzorze (4.16) wystepuje stata ¢, ktora
okresla poziom istotnosci modelu o Jesli ¢ bedzie mniejsze,
prawdopodobienstwo wyboru zbyt duzej liczby wspodlezynnikow rosnie.
Najczesciej o przyjmuje sie na poziomie 1 % lub 5 %. Dla poziomu istotnosci
o =5 % wartos¢ ¢ = 3.841. Wybierana jest wiec najblizsza liczba catkowita ¢ = 4,
dla ktorej o = 4.56 %. [2, 28]. Oczywiscie mozliwe jest przyjecie wiekszej
wartosci ¢, co zmniejsza prawdopodobienstwo utworzenia zbyt ztozonego modelu,

ale nie jest to zalecane poniewaz znacznie pogarsza sie wtedy jego dokladnosc.

4.4 Tworzenie modeli wyzszych rzedow

Ze wzgledu na dlugg odpowiedz impulsowg glosnika uzyskanie
zadowalajgcej dokladnosci mozliwe jest tylko poprzez zastosowanie odpowiednio
wysokiego rzedu modelu (uwzglednienie probek sygnatow z duzymi
opOznieniami). Pojawia sie wtedy problem bardzo duzej liczby wspoétczynnikow.
Przykladowo uzyskanie modelu NARMAX rzedu n, = n. = 30 z nieliniowosciami
rzedu [ = 3 prowadzi do koniecznosci ortogonalizacji macierzy zlozonej z okoto
50000 kolumn. Operowanie tak duzg iloscig danych jest niezwykle trudne,
macierz predykcji P zajmowalaby okolo 20 GB pamieci. Konieczne bylo wiec
opracowanie metody, ktora pozwolitaby oming¢ ten problem [35].

W tym celu wykorzystano fakt, ze procedura optymalizacji pozwala
wielokrotnie zmniejszyc liczbe wspolczynnikow. Model tworzony jest etapami,
ktore przedstawione sg na rysunku 7. Najpierw tworzony jest model
niewielkiego rzedu o M; (300 - 500) wspotczynnikach i przeprowadzana jest jego
optymalizacja. W wyniku tego uzyskuje sie model o kilkunastu, kilkudziesieciu
wspoiczynnikach, ktory nastepnie uzupeliany jest o kolejne M; wspotczynnikow
pochodzgcych ze zwiekszenia rzedu modelu. Po kolejnej optymalizacji ponownie
otrzymuje sie kilkadziesigt wspolczynnikow (niekoniecznie tych samych co w
pierwszym etapie). Taka procedura powtarzana jest wielokrotnie, az do chwili
gdy przeanalizowane zostang wszystkie wspolczynniki wynikajgace z zalozonego

rzedu modelu.
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Rys. 7. Etapowe tworzenie modelu NARMAX wysokiego rzedu.

4.5 Kryterium oceny dokladnosci modelu

W celu poréwnania réznych modeli konieczne jest przyjecie pewnego
kryterium, ktore pozwoli na szybka i obiektywng ocene ich dokladnosci. Mozliwe
jest stosowanie wielu miar okreslajacych dokladnos¢ modelu. Niektore z nich
przedstawione zostaly w rozdziale 4.3.3 (4.9-4.11).

W dalszych pracach jako miare dokladnosci przyjeto stosunek energii biedu

predykcji odniesionej do energii odpowiedzi modelowanego ukladu.

S 6265 %gw«»ym(k»z

e:"'——— 100% = & 7 . 100% 4.17)

Z y2(k) LZ (k)
=1

gdzie: y(k) - odpowiedz rzeczywistego glosnika na pobudzenie
x(t),
ym(k) - odpowiedz modelu na pobudzenie x(2),

e(k) - btad predykcji,

Ny - liczba probek sygnatu uzyta do testowania modelu.
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Przedstawiona miara dokladnosci okresla wzgledng r6znice pomiedzy
odpowiedzig ukladu rzeczywistego, a odpowiedzig jego modelu. Pod tym
wzgledem jest ona bardzo podobna do miary RPEL (4.11) i dla matych wartosci
bledu predykcji obie miary bedg dawaly podobne wyniki. Jej zaletg jest to, ze w
przypadku duzej roéznicy pomiedzy odpowiedzig modelu, a odpowiedzig uktadu,

wartos¢ ¢ szybko rosnie, czesto przekraczajgc 100 %.

4.6 Testowanie metody NARMAX na modelach

matematycznych

4.6.1 Model NARMAX bez optymalizacji
W pierwszym etapie testowania procedury tworzenia modelu NARMAX
zalozono nieliniowy, idealny obiekt bez pamieci, ktorego wiasciwosci
transmitancyjne opisuje rownanie o arbitralnie dobranych wspétczynnikach z

nieliniowosciami szostego rzedu:

Y)=10-x()+1.5-x>(@)-1.2-x3() -
0.5-x*(1)+0.01-x°()+0.006 - x(¢)

(4.18)

Sygnalem pobudzajacym obiekt byl generowany numerycznie szum bialy o
rozkladzie jednostajnym i wartosci szczytowej = 1.0.
Na podstawie wartosci pobudzenia oraz odpowiedzi obiektu utworzono macierz
predykcji P modelu NARMAX zakladajgc nastepujgce parametry modelowania:
> rzad nieliniowosci - [ = 6,

> rzad modelu - n. = n, = 0.
Po przeprowadzonej ortogonalizacji metodg CGS wyznaczono wartosci
wspotczynnikow modelu NARMAX. Jak sie okazalo uzyskane wartosci
wspotezynnikow byly takie same jak zalozonego obiektu z dokiadnoscia do 10

cyfr znaczacych.
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W nastepnym kroku zalozono idealny obiekt liniowy 5 rzedu z pamiecig o
strukturze klasycznego filtru IIR z 8 wspédlczynnikami takze wybranymi

arbitralnie:

W) =x(t)+0.5x(t—1) - 03x(t=2)-0.1x(t—4) - 0.1x(r = 5) +
0.6)(t—1)—0.5(t—3)+0.4y(t — 4)

(4.19)

Takze tutaj po utworzeniu modelu z parametrami n, =4, n.=5, [ = I uzyskano
zalozone wspolczynniki z dokladnoscia powyzej 10 cyfr znaczgcych.
Wspolczynniki, ktore nie wystepowaly w przyjetym obiekcie (miaty wartos¢ 0)

zostaly przez algorytm wyznaczone na poziomie 10,

4.6.2 Testowanie procedury optymalizacji

Po pozytywnie zakonczonych probach tworzenia modelu NARMAX bez
optymalizacji w podobny sposob zostalo przetestowane dzialanie algorytmu
optymalizacji modelu.

Przyjeto taki sam jak w punkcie 4.6.1 obiekt idealny liniowy 5 rzedu o
strukturze filtru IIR (4.19). Model pobudzano generowanym numerycznie
szumem bialtym o rozkladzie jednostajnym i wartosci szczytowej 1.0 Nastepnie
algorytm wyznaczal wspotczynniki modelu przy roznej przyjetej jego doktadnosci
p (4.12).

Parametry modelowania byly nastepujgce:
> rzgd nieliniowosci - [ = I,
> rzad modelu -n,=4, n.=5,
> liczba wierszy macierzy P (liczba tworzonych rownan) - N = 1024,
> liczba probek sygnatu do testowania doktadnosci modelu - N, = 1024,

> kryterium wyboru wspotczynnikow - error reduction ratio /[err/,

> kryterium zakonczenia tworzenia modelu - p.

W tabeli 1 przedstawiony jest stopien redukcji bledu /err/ jaki zapewnia

uwzglednienie kazdego ze wspolczynnikow.
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Tab. 1. Redukcja bledu /[err/; wprowadzana do modelu przy uwzglednianiu

kolejnych wspolczynnikow.

L.p. Wartose Jednomian [err];
wspoélczynnika

1. 0.5 x(t-1) 0.4531
2. |10 x(t) 0.3722

3. |05 yt-3)  |o.1179

4. 1-0.3 x(t-2) 0.04353
5. 10.0 x(t-3) 0.00384
6. 04 yt-49)  [0.00686
7. 1-0.1 x(t-4) 0.002287
8 ]-0.1 x(t-5) 0.000178
9. loe yit-1)  0.000076
10. 0.0 y(t-2) 0.000001

7 zasady dzialania procedury optymalizacyjnej wynika, ze jesli zostanie zalozona
mniejsza dokladnos¢ wyznaczenia modelu, algorytm uwzgledni tylko kilka
pierwszych wspotczynnikow z tabeli 1 o najwyzszych wartosciach /err/i. I jest tak
w rzeczywistosci. Zakladajgc doktadnos¢ modelu p na poziomie kolejno 0%,
0.05%, 0.5%, 1%, 2%, 10% uzyskano modele o coraz mniejszej liczbie
wspotczynnikow. Tabela 2 przedstawia blagd modelu € oraz liczbe
wspOlczynnikow, natomiast rys. 8 zmiane wartosci wspolczynnikow w zaleznosci

od przyjetej doktadnosci modelu.

Tab. 2. Liczba wspolczynnikow i uzyskany blagd modelowania w zaleznosci

od zalozonej doktadnosci p.

o [%] ol 0.05 0.5 1 2 10

e [%] 4E-26| 0.0492| 0.426 1.25| 1.759| 6.362

liczba wspolczynnikow 10 8 6 5 4 3
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Rys. 8. Zmiana wartosci wspoélczynnikéw przy zmniejszaniu dokladnosci
modelu.
Jak mozna zauwazy¢ odrzucenie podczas optymalizacji niektorych

wspotczynnikow powoduje czasami nawet dos¢ znaczng zmiane wartosci

pozostatych.
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5 Badania doswiadczalne

5.1 Wybor glosnikow

Do eksperymentow zostalo wybranych kilka typow glosnikow
niskotonowych produkowanych przez firme Tonsil S.A. Zdecydowano sie na
modelownie glosnikow niskotonowych, poniewaz sg one zrodiem najwiekszych
znieksztalcen nieliniowych w zestawach glosnikowych. Oprécz tego istotne bylo
takze to, ze ich znamionowa moc elektryczna jest znana. Mozna wiec badac
zaleznos¢ wielkosci znieksztalcen od poziomu pobudzenia przetwornika
wyrazonego w procentach mocy znamionowej.

Obiektami badanymi, ktore wykorzystano do tworzenia opisywanych modeli
byty:
> glosnik GDN 20/40 w obudowie zamknietej o objetosci okoto 30 dm?,

> gloénik GDN 20/35/1 w obudowie zamknietej o objetosci okoto 40 dm?,
> glosnik GD 16/10 w obudowie zamknietej ZgZ 10/8.

5.2 Uklad pomiarowy

W celu zbudowania modelu NARMAX glosnika dynamicznego potrzebne
sg dane pomiarowe, czyli wartosci pobudzenia - x(¢) oraz odpowiedzi glosnika -
y(t). Sygnalem wejsciowym pobudzenia jest sygnal napiecia doprowadzonego do
koncowek glosnika. Wiekszym problemem jest wybor sygnalu wyjsciowego -
odpowiedzi glosnika.

Badanie znieksztalcen nieliniowych glosnikow dla matych czestotliwosci
przeprowadzane jest najczesciej poprzez analize drgan jego membrany. Poniewaz
stosowanie do tego celu akcelerometrow wprowadza duze bledy pomiarowe
konieczne jest wykorzystanie metod bezstykowych. Powszechnie wykorzystuje
sie wiec interferometrie laserowag [14, 15], ktéora wymaga specjalistycznego
sprzetu. Oprocz tego powazng wadg tej metody jest pomiar wychylenia

membrany tylko w jednym, ustalonym punkcie.
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Duzo lepszym rozwigzaniem jest pomiar cisnienia akustycznego, ktére wytwarza
glosnik. Istnieje ku temu kilka istotnych przestanek:
>ucho ludzkie percypuje cisnienie fali akustycznej, wyjscie modelu
utworzonego na podstawie pomiaru cisnienia odpowiada wiec temu, co
uslyszy stuchacz,

> cisnienie akustyczne w danym punkcie przestrzeni jest zalezne od rozkladu

wychylen na calej powierzchni membrany oraz od wielu czynnikéw
dodatkowych, uwzglednionych zostaje wiec duzo wiecej elementow, ktore
mogg wplyngc na znieksztalcenia,

> pomiar cisnienia jest prosty: mozna wykona¢ go dowolnym mikrofonem

pomiarowym, nie ma potrzeby stosowania skomplikowanego i drogiego

sprzetu.

Aby zapewniC powtarzalne warunki oraz zminimalizowa¢ wplyw
czynnikow zewnetrznych pomiary wykonano w komorze bezpoglosowej Instytutu
Telekomunikacji 1 Akustyki Politechniki Wroctawskiej. Na rysunku 9
przedstawiony jest wykorzystany uklad pomiarowy.

Glownym elementem ukladu jest komputer klasy PC zaopatrzony w
specjalizowang karte przetwornikow cyfrowo-analogowych 1 analogowo-
-cyfrowych DSP16+ firmy Ariel (USA). Karta ta umozliwia akwizycje sygnatu w
dwoch kanatach z rozdzielczoscig 16 bitow i czestotliwoscig probkowania do
50 kHz. Takimi samymi parametrami charakteryzuje sie rowniez przetwornik
cyfrowo-analogowy. Umieszczony na karcie DSP16+ procesor sygnalowy Texas
Instruments TMS320C25 pozwala na jednoczesng generacje i1 akwizycje
sygnalow, a takze realizacje w czasie rzeczywistym na przyklad usredniania
sygnatu. Wysoka jakos¢ karty umozliwia uzyskanie dynamiki pomiaru

przekraczajgcej 90 dB.
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Rys. 9. Uklad pomiarowy.

Sygnal z wyjscia karty DSP16+ doprowadzany jest do wzmacniacza mocy
LV102, ktory wzmacnia go do odpowiedniego poziomu. Poziom napiecia
zasilajgcego glosnik kontrolowany jest przy pomocy woltomierza. Znajgc
impedancje znamionowg glosnika mozliwe jest obliczenie doprowadzonej do
niego mocy elektryczne;j.

Odpowiedz glosnika rejestrowana jest na drodze akustycznej przez mikrofon
pomiarowy 1 poddawana procesowi przetwarzania analogowo-cyfrowego.
Odpowiedz usredniona jest 100 razy, aby wyeliminowa¢ wplyw przypadkowych,
nieskorelowanych zaklocen 1 szumow.

Sprobkowane 16-bitowo wartosci pobudzenia i odpowiedzi glosnika zapisywane
sg w plikach i na podstawie tych danych pomiarowych przeprowadzane jest

modelowanie.

5.3 Rodzaj sygnalu pomiarowego

Do modelowania ukladéw liniowych wymagane sg sygnaly o szerokim i
wyrownanym widmie. Pozwalajg one na pobudzenie ukladu i okreslenie jego
odpowiedzi dla kazdej czestotliwosci zawartej w pasmie uzytecznym. Najczesciej
wykorzystuje sie wiec nastepujgce sygnaty:

> Chirp - szybko przestrajany przebieg sinusoidalny, czestotliwos¢ moze

zmieniac sie liniowo lub logarytmicznie,
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> MLS (Maximum Length Sequence) - przebieg pseudolosowy przyjmujacy
tylko dwie wartosci +A i -A (A - amplituda sygnatu),

> szum o rozkladzie gaussowskim - bialy lub rézowy.

Nieco inna sytuacja wystepuje w przypadku modeli nieliniowych. Nie
wystarczy, aby sygnal pobudzajacy mial szerokie pasmo czestotliwosci. Ze
wzgledu na nieliniowosci wymagane jest takze, aby wystepowaly w nim
wszystkie wartosci z zakresu amplitud jakie wystepuja na wejsciu ukladu
podczas jego pracy.

Czesto wykorzystywany w modelowaniu liniowym szum bialy o
rozkladzie gaussowskim najczesciej przyjmuje wartosci w okolicy zera. Model
NARMAX wyznaczony z wykorzystaniem takiego pobudzenia jest wiec
dokladniejszy dla malych wartosci pobudzenia, w miare wzrostu poziomu
pobudzenia dokladnos¢ modelu wulega pogorszeniu. Dokladniejsza analiza
problemu [6] pozwala na ustalenie, Ze najbardziej odpowiednim sygnatem
wykorzystwanym do tworzenia modelu NARMAX jest szerokopasmowy szum
bialy o jednostajnym rozkladzie gestosci prawdopodobienstwa.

Poniewaz pomiary przetwornikow elektroakustycznych wykonuje sie
czesto z wykorzystaniem innych sygnaléw postanowiono zbadac¢ ich wplyw na
dok}adnos¢ modelu.

Dane do modelowania uzyskano pobudzajgc glosnik GDN 20/40 mocg
elektryczng 30 W (75 % mocy znamionowej glosnika), aby wyeksponowac jego
nieliniowosci.

Do badania wplywu rodzaju pobudzenia na tworzenie modelu NARMAX
wykorzystano nastepujace sygnaty:
> szum bialy o rozkladzie jednostajnym w przedziale =10 V,
> bialy i rézowy szum o rozkladzie gaussowskim,
> impuls wyktadniczy,
> MLS,
> Chirp przestrajany liniowo.

Na rysunku 10 przedstawiono obliczone rozklady gestosci prawdopodobienstwa
dla wszystkich sygnaléw wykorzystanych w eksperymencie. Wykresy
przedstawiajg procentowy udzial kazdej ze 100 klas na jakie zostal podzielony
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zakres wartosci chwilowych sygnalow. Na rysunku 11 znajdujg sie moduly

widma sygnalow uzytych w pomiarach.
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d)

X(f) [dB]

0.01 0.1 1 10 100

f[kHz]

e)

X(f) [dB]

2 0.1 1 10 100
£ [kHz]

X(® [dB]

10,01 0.1 1 10 100

f[kHz]
Rys. 11. Moduly widma sygnalow wykorzystanych w eksperymencie: a) szum
o rozkladzie jednostajnym, b) szum bialy gaussowski, ¢) szum

rozowy gaussowski, d) impuls, e) MLS, f) Chirp.
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Podczas tworzenia modelu NARMAX przyjete zostaly nastepujace

parametry modelowania:
> r1zad nieliniowosci - [ = 3,
>rzgd modelu - n, = n, = 15,
> liczba wierszy macierzy P - N = 450,
> liczba préobek do testowania modelu - Ny = 8192,

> kryterium wyboru wspoélczynnikow - stopa redukcji bledu /[err]/ okreslona

wzorem (4.8),

> kryterium zakonczenia tworzenia modelu - AIC(4) (patrz wzor 4.16).

Wyniki modelowania zestawiono w tabeli 3. Przedstawiono tu liczbe

wspolczynnikow oraz dokladnosc poszczegélnych modeli. Utworzenie stabilnego

modelu przy pobudzeniu sygnalem impulsowym oraz MLS jest trudne.

Spowodowane jest to bardzo specyficznym charakterem pobudzenia. Jak widac

na rys. 10 rozklady amplitud obu tych sygnaléw sg bardzo niekorzystne.

Tab. 3. Wplyw rodzaju sygnalu pobudzajgcego na uzyskane modele

NARMAX.

Sygnal pobudzajgcy M, ¢ [%]
szum o rozkladzie jednostajnym 27 18.9
szum bialy (gaussowski), 27 28.8
szum rozowy (gaussowski), 23 44.2
impuls 38 58.5

MLS 12 5.9 .10%
Chirp 38 54.82

Na rysunku 12 przedstawiono odpowiedz modelu w stosunku do

rzeczywistej odpowiedzi glosnika dla roznych sygnatéw. Punkty na tym wykresie

tworzone sg na podstawie odpowiedzi rzeczywistego glosnika i modelu NARMAX

na to samo pobudzenie. Dla kazdej probki pobudzenia tworzony jest punkt,
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ktorego odcieta jest rowna wartosci probki odpowiedzi gloénika, matomiast
rzedna - wartosci odpowiedzi modelu. Przedstawiona na wykresach linia prosta
nachylona pod katem 45 ° ilustruje sytuacje idealng, gdy odpowiedz modelu jest
identyczna z odpowiedzig rzeczywistego glosnika.

Wykresy te znakomicie ilustrujg roznice miedzy odpowiedziami obiektu
rzeczywistego i modelu. W przypadku bledu modelu o charakterze losowym
punkty sg rozmieszczone w szerokim pasie wzdluz linii odpowiadajacej sytuacji
idealnej (rys. 12b)). Jesli punkty tworza pas o nachyleniu mniejszym niz ta linia
oznacza to, ze model wprowadza kompresje - jest to widoczne na przyklad na
rys. 12c). Wykresy takie pomagajg zinterpretowac¢ odpowiedz modelu na roézne
pobudzenia. Widoczna na rys. 12f) duza liczba punktow zgrupowana wzdtuz osi
rzednych (dla x = 0) oznacza, ze model odpowiadal sygnalem o znacznej

amplitudzie przy praktycznie zerowym pobudzeniu.
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Rys. 12. Odpowiedz modelu w stosunku do rzeczywistej odpowiedzi glosnika:
a) szum o rozkladzie jednostajnym, b) szum bialy gaussowski, c)

szum rozowy gaussowski, d) impuls, e) MLS, f) Chirp.

Przedstawione badania dowodza, ze bardzo istotng sprawg jest wlasciwy
wybor sygnatlu pobudzajgcego. Do tworzenia modelu NARMAX najlepiej nadaja
sie szumy biate. Uzyskany z ich pomoca model jest najbardziej doktadny. Nie
nalezy stosowac¢ natomiast sygnalu MLS ze wzgledu na bardzo niekorzystny
rozk}ad amplitudy pobudzenia (rys. 10), co uniemozliwia wyznaczenie stabilnego
modelu. W utworzonym z wykorzystaniem tego sygnalu modelu pojawily sie dwa
wspolczynniki przy jednomianach x%(¢-2)x(t-3) oraz x*(¢-3), ktore miaty wartosci
odpowiednio: 7.49051178315164416.10" i -7.4905117831516992-10".

Jak mozna zauwazy¢ na rys. 12 model utworzony z wykorzystaniem szumu
rézowego cechuje sie pewna kompresjg tzn. odpowiedz modelu zasadniczo ma
wartosci mniejsze niz odpowiedz rzeczywistego glosnika.

Pobudzenie impulsowe nie pozwala natomiast zdefiniowa¢ poprawnie modelu dla
wszystkich pozioméw pobudzen poniewaz tylko kilkanascie prébek przyjmuje

wartosci istotnie odbiegajgce od zera.



53

5.4 Wplyw czynnikow zewnetrznych

Podczas pomiaréw przetwornikow elektroakustycznych istotnym
problemem jest wplyw sygnalow zaklocajacych na uzyskiwane rezultaty.
Dlatego tez zbadano jak zmienia si¢ dokladnos¢ uzyskiwanych modeli w
obecnosci zaklocen. Przeanalizowano wplyw réznej rozdzielczosci kwantowania
analogowo-cyfrowego oraz szumu addytywnego [36].

Do eksperymentow wybrany zostal glosnik niskotonowy GDN 20/40
umieszczony w obudowie zamknietej. Do glosnika doprowadzono szum bialy o
rozkladzie jednostajnym i amplitudzie dobranej tak, aby glosnik pracowal z
mocg 20 W (50 % mocy znamionowej).

Uzyskang z pomiaréw odpowiedz glosnika potraktowano jako referencyjnag
(nieznieksztalcong) - y,(?). Nastepnie poddano jg modyfikacjom symulujgcym
roznorodne bledy pomiarowe w ten sposob tworzac przebiegi y.(z). Modelowanie
przeprowadzono wykorzystujagc wektor pobudzenia x(¢) oraz zmodyfikowang

odpowiedz glosnika y.(%).

W celu okreslenia stopnia zaburzenia odpowiedzi glosnika y,.A(t)
wywotanej modyfikacjami zdefiniowano stosunek sygnalu do szumu (S/N),
przebiegu y.(t) (5.1). Jego mniejsza wartos¢ oznacza wigksze zaklocenie

oryginalnej odpowiedzi glosnika.

N,
2
(S/IN), = 10 1og(7v—z(—y’L) [dB] (5.1)
(yref‘_yn)z
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We wszystkich symulacjach przyjete zostaly nastepujgce parametry
modelowania:
> rzad nieliniowosci - [ = 3,
> rzad modelu - n, = n, = 10,
> liczba wierszy macierzy P - N = 450,
> liczba probek do testowania modelu - Ny = 8192,
> kryterium wyboru wspolczynnikow - stopa redukcji btedu /err/,

> kryterium zakonczenia tworzenia modelu - AIC(4).

5.4.1 Rozdzielczos$é kwantowania procesu przetwarzania
analogowo-cyfrowego
W pierwszej kolejnosci sprawdzono wplyw zmiany rozdzielczosci
kwantowania procesu przetwarzania analogowo-cyfrowego na dokladnosc
uzyskanego modelu NARMAX. W tym celu referencyjng odpowiedz y,.A%)
poddano rekwantyzacji zmniejszajgc rozdzielczos¢ probek z 16 do 6 - 14 bitow

(rys. 13).

rekwantyzacja

16 bitéw 6 - 14 bitéw
badany

X(t) ——> il > yn(t)

( @fOQHIk yrgf('{;) J—I—L\_\Tr (

Rys. 13. Symulacja kwantowania odpowiedzi glosnika z  roézZnymi

rozdzielczosciami.

Wyniki przedstawiajagce wplyw dokladnosci procesu przetwarzania analogowo-
-cyfrowego przedstawia tabela 4. Na rysunku 14 zilustrowano zmiany wartosci

wspotczynnikow modelu spowodowane rozng rozdzielczoscig kwantowania.
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Rys. 14. Zmiana wartosci wspotczynnikéw modelu NARMAX w zaleznosci od

doktadnosci  procesu  przetwarzania

wiekszej przejrzystosci wykresu).

analogowo-cyfrowego

(wspolczynniki zostaly podzielone na dwie grupy a) i b) dla
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Tab. 4. Wplyw dokladnosci procesu przetwarzania analogowo-cyfrowego na

model NARMAX.
liczba bitow na
prébke M, (S/N), [dB] & [%]
16 14 - 14.2
14 14 64.5 14.2
12 15 53.1 14.2
11 15 47.2 14.8
10 14 41.2 13.9
9 18 35.1 14.2
8 19 29.1 14.1
7 12 23.1 15.0
6 16 17.2 18.2

Jak wida¢ w tabeli 4 oraz na rysunku 14 zmiana rozdzielczosci
kwantowania nie wplywa znaczgco na proces tworzenia modelu NARMAX. W
zakresie rozdzielczosci 10 - 16 bitow na probke powstaje niemalze taki sam
model. Wartosci wspo6lczynnikow oraz ich liczba prawie sie nie zmienia. Pozwala
to na stosowanie podczas pomiarow sprzetu o mniejszej rozdzielczosci

przetwarzania A/D np. 12 bitowego.

5.4.2 Zaklocajgcy szum addytywny
Analize wplywu addytywnego szumu zaklocajacego na proces tworzenia
modelu NARMAX zrealizowano poprzez modyfikacje zmierzonej wzorcowo
odpowiedzi glosnika y.(t). W ukladzie przedstawionym na rysunku 15 do
nieznieksztalconej odpowiedzi y,.,(t) dodano generowany numerycznie szum biaty

o rozkladzie jednostajnym.
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badany

Ari———= glosnik

n(t) szum

5

> yn(t)

yref(t) ’\_I_/

Rys. 15. Tworzenie zaszumionej odpowiedzi glosnika.

Wartos¢ szczytowg szumu zakldocajgcego n(t) ustalono w zakresie 0.5 - 100 %

wartosci szczytowej odpowiedzi gltosnika y,.(%).

W tabeli 5 przedstawiono wplyw szumu zaklocajgcego na doktadnosc¢ tworzonych

modeli NARMAX. Jak widac, niewielki szum zaklocajgcy (do 2 %) nie wplywa

niekorzystnie na proces tworzenia modelu, natomiast wieksze zaklocenia

powodujg tworzenie bltednych modeli.

Tab. 5. Wplyw szumu zaklocajagcego na model NARMAX glosnika

dynamicznego.
wzgledny poziom szumu

nzziz}()i,:f,;)t))) 100 [%] M, (S/N), [dB] & [%]

0 14 - 14.2

0.5 16 35.3 14.5

1 16 35.1 14.3

2 15 29.2 13.1

5 14 27.1 15.9

10 11 15.1 19.8

20 10 9.1 26.5

50 10 1.14 61.4

100 8 -4.82 88.3
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Na rysunku 16 przedstawiona jest zmiana wartosci wspolczynnikow modelu

NARMAX w zaleznosci od poziomu szumu zaklocajgcego. Gdy wartosc¢ szczytowa

szumu zaklécajgcego nie przekracza 2 % wartosci szczytowej odpowiedzi glosnika

zmiana wspOtczynnikow jest niewielka. Dla wiekszych poziomoéw zaklocen

niektore ze wspolczynnikow zanikajg, pojawiajg sie nowe o dosc¢ przypadkowych

wartosciach.
2
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Rys. 16. Zmiana wartosci wspolczynnikow modelu NARMAX w zaleznosci od

poziomu szumu zaklocajgcego (wspoélczynniki zostaly podzielone

na dwie grupy a) i b) dla wiekszej przejrzystosci wykresu).
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Na rysunku 17 przedstawiono wykres odpowiedzi modelu w stosunku do
zaszumionej odpowiedzi glosnika y.(¢) dla réznych pozioméw szumu
zaklocajgcego. W miare wzrostu zaklécen odpowiedz modelu coraz bardziej

odbiega od odpowiedzi glosnika i staje sie losowa.
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Rys. 17. Odpowiedz modelu w stosunku do zaszumionej odpowiedzi glosnika
yn(t) dla roznych poziomow szumu zakiocajgcego: a) - 1%, b) - 5%,
c) - 20%, d) - 50%, e) - 100%.

7 przedstawionych symulacji wynika, ze wplyw szumu zaklocajacego na
uzyskane modele NARMAX jest wyrazny. Zauwazy¢ mozna bardzo duze zmiany

wartosci wspolczynnikow przy réznych poziomach zakiécen.

5.5 Model glosnika dynamicznego bez optymalizacji

Po dokonaniu wyboru sygnalu pobudzajgcego oraz zbadaniu wplywu
zaklécen na tworzone modele przeprowadzono proby budowania modeli
NARMAX o roznej strukturze. W celu oceny zastosowanej w pozniejszym etapie
procedury optymalizacyjnej proces modelowania realizowany by} poczatkowo bez
optymalizacji.

Dane pomiarowe do modelowania uzyskano pobudzajagc glosnik
GDN 20/40 szumem bialym o rozkladzie jednostajnym. Poziom sygnalu dobrano
w ten sposob aby glosnik pracowal z mocg 10 W. Odpowiada to 25 % jego mocy
znamionowej. Wybor niewielkiego poziomu podyktowany byl checig uzyskania w
miare liniowej pracy przetwornika. Pozwolilo to na unikniecie zbyt duzej

komplikacji modelu, co na wstepnym etapie prac bylo dos¢ istotne.
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Na podstawie wartosci wektorow pobudzenia x(z) i odpowiedzi y(¢) uzyskanych z
pomiaréw zbudowano 8 modeli NARMAX glosnika dynamicznego [12, 13].
Do eksperymentow zalozono nastepujgce struktury:

A. model liniowy o strukturze filtru FIR rzedu 50 (=1, n. = 50, n, = 0),
model liniowy o strukturze filtru FIR rzedu 200 (I=1, n. = 200, n, = 0),
model liniowy o strukturze filtru IIR rzedu 20 (=1, n. = 20, n, = 20),
model liniowy o strukturze filtru IIR rzedu 40 (I=1, n. = 40, n, = 40),
model nieliniowy rzedu 9 zalezny tylko od x(z) (=3, n. = 9, n, = 0),
model nieliniowy rzedu 13 zalezny tylko od x(%) (I=3, n. = 13, n, = 0),
model nieliniowy rzedu 4 zalezny od x(¢) 1 y(t) (I=3, n. = 4, n, = 4),

e HE Y Oow

. model nieliniowy rzedu 7 zalezny od x(¢) i y(t) (I=3, n. = 7, ny, = 7).

Do tworzenia modeli wykorzystano pierwszych 700 probek sygnalow
pomiarowych, tzn. liczba wierszy macierzy P byta rowna N = 700. Weryfikacje i
wyznaczenie btedu ¢ przeprowadzono z wykorzystaniem Ny = 8192 probek.

Wyniki modelowania zestawione sg w tabeli 6. Brak wartosci ¢ w tabeli

oznacza, ze utworzony model by} niestabilny.

Tab. 6. Porownanie dokladnosci modeli NARMAX o réznej strukturze.

Model Struktura modelu € [%] liczba
wspotczynnikow
A I=1 n.= 60, n, =0 2.99 51
B I=1, n. =200, n,=0 1.22 201
C =1, n.=20,n,=20 507.6 41
D =1, n.= 40, n, = 40 - 81
E =8, =9 n,=0 57.8 220
F =3, n, =13, ny =0 49.5 560
G =3, n.=4,n,=4 - 165
H I=d, e= 1,y =7 - 680
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Nieliniowe modele G i H wykorzystujace oprocz wartosci wektorow pobudzenia
x(t) takze probki odpowiedzi y(z) sa niestabilne. Podobna sytuacja wystepuje
takze dla liniowego modelu D o strukturze filtru IIR rzedu 40.

Najwiekszg dokladnos¢ wykazujg modele najwyzszych rzedéow (A i B), co
wskazuje na koniecznos¢ uwzgledniania duzej liczby wspéiczynnikow podczas
modelowania glosnika dynamicznego.

Dzieki utworzeniu modeli liniowych o strukturze filtru FIR mozliwe byto
poréOwnanie wyznaczonych wspolczynnikéw ze zmierzong odpowiedzig
impulsowg modelowanego, rzeczywistego glosnika - A(z). Wspélczynniki modelu
B oraz odpowiedz impulsowa glosnika przedstawione sg na rysunku 18. Oprocz
samego poczatku odpowiedzi (dla czasow do okolo 1 ms) uzyskano duzg zgodnosc
wartosci wspotczynnikow.

Na rysunku 19 poréwnano -charakterystyki czestotliwosciowe modelu i
rzeczywistego glosnika. Majg one podobny przebieg, jednak charakterystyka

modelu wykazuje znacznie wieksze nierownomiernosci.
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Rys. 18. Odpowiedz impulsowa glosnika (linia przerywana) oraz wyznaczone

wspotczynniki modelu B (linia ciggta).
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Rys. 19. Charakterystyka czestotliwosciowa glosnika rzeczywistego (linia

przerywana) i modelu B (linia ciggla).

Koniecznos¢ stosowania odpowiednio wysokiego rzedu modelu, czyli
uwzglednienia dlugiej historii uktadu prezentuje rysunek nr 20. Przedstawiona
jest tam odpowiedz modelu w stosunku do odpowiedzi gloénika dla dwu réznych
przypadkow: modelu liniowego rzedu 200 (B) oraz modelu nieliniowego rzedu 13
(F). Mimo znacznie wigkszej liczby wspoélczynnikéw modelu F jego odpowiedz

znacznie odbiega od odpowiedzi glosnika.
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Rys. 20. Odpowiedz modelu w stosunku do odpowiedzi rzeczywistego
glosnika: a) model liniowy rzedu 200 o strukturze filtru FIR, b)
model nieliniowy rzedu 13 zalezny tylko od x(%).

Przeprowadzone proby udowodnily, zZe konieczne jest stosowanie procedury
optymalizujgcej model. Bez niej liczba wspotezynnikow jest zbyt duza i nie jest

mozliwe uzyskanie odpowiednio wysokiego rzedu modelu. Drugim nie mniej
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istotnym problemem jest niestabilnos¢ modeli NARMAX tworzonych na
podstawie probek pobudzenia x(#) i odpowiedzi uktadu y(%).

5.6 Optymalizowany model glosnika dynamicznego

Do procesu modelowania wykorzystano sygnaly uzyskane z pomiaréw
przedstawionych w punkcie 5.5. Przyjeto takie same parametry modelowania
oraz takie same struktury modeli. Jedyng roznicg bylo zastosowanie opisanej w
punkcie 4.3 procedury optymalizacyjnej. Uzyskane wyniki przedstawia tabela 7.
Dla wiekszej czytelnosci w tabeli tej umieszczono takze wyniki dla modeli bez

optymalizacji z tabeli 6.

Tab. 7. Poréwnanie dokladnosci modeli NARMAX o roznej strukturze z

wylaczong i wlgczong procedurg optymalizacji.

bez optymalizacji z optymalizacjg
Model Struktura modelu liczba liczba

i wspolcz. =La wspotcz.
A I=1, n. = 50, ny=10 2.99 51 2.62 40
B =1, n.=200, n,=0 1.22 201 1.59 46
C I=1, n. =20, n, =20 | 507.6 41 3.52 21
D l=1, n. = 40, n, = 40 - 81 2.47 28
E =3, n.=9,n,=0 57.8 220 29.27 9
F =3, n. =13, ny=0 49.5 560 10.69 13
G =3, n.=4,n,=4 - 165 21.59 10
H =3, n.=7,ny=7 - 680 7.85 17

W procesie optymalizacji udalo sie znacznie zmniejszy¢ liczbe
wspotczynnikow na skutek odrzucenia tych, ktore nie sg istotne. Oprocz poprawy

doktadnosci modeli zapewnito to takze ich stabilnosc [12, 13].
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Na rysunku 21 przedstawiono odpowiedZ impulsowg glosnika oraz
modelu H. Zbyt krotka odpowiedz modelu spowodowana jest jego niewielkim
rzedem (n. = 7, ny, = 7). Pozytywnym elementem jest fakt bardzo dokladnego
zamodelowania poczgtkowej czesci odpowiedzi impulsowej (do 1.5 ms). Niestety
przyjecie wyzszych rzedow modelu powoduje powazne problemy obliczeniowe
spowodowane duzym zbiorem wspoélczynnikow (metoda rozwigzania tego
problemu przedstawiona zostata w punkcie 4.4). Na rysunku 22 zaprezentowane
zostaly charakterystyki czestotliwosciowe glosnika oraz modelu. Duza zgodnosé
charakterystyk wystepuje dla czestotliwosci powyzej 500 Hz poniewaz w tym
pasmie odpowiedz impulsowa glosnika jest stosunkowo krotka. Dla

czestotliwosci mniejszych charakterystyki zdecydowanie sie roznig.
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Rys. 21. Odpowiedz impulsowa glosnika (linia przerywana) oraz

optymalizowanego nieliniowego modelu H (linia ciggta).
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Rys. 22. Charakterystyka czestotliwosciowa glosnika rzeczywistego (linia

przerywana) i optymalizowanego nieliniowego modelu H (linia

ciggila).

Na rysunku 23 przedstawione sg przykladowe przebiegi sygnalu na wyjsciu
modelu H oraz zmierzona odpowiedz glosnika na to samo pobudzenie.
Poréwnanie tych przebiegow czasowych ujawnia sklonnos¢ modelu do

zmniejszania wartosci chwilowych sygnatu.
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Rys. 23. Przykladowe przebiegi sygnaléw na wyjsciu glosnika (linia

przerywana) i na wyjsciu modelu H (linia ciagla).
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W tabeli 8 umieszczone zostaly wspolczynniki modelu H oraz
odpowiadajgca kazdemu z nich stopa redukcji bledu - [err]/ (zdefiniowana
wzorem 4.8). Wspolczynniki ulozone sg w kolejnosci malejgcej wartosci [err].
Oznacza to, ze najwiekszy wplyw na dokladnos¢ modelu majg wspotczynniki w
pierwszych wierszach tabeli i dlatego tez wybierane sg przez procedure
optymalizacji na poczgtku. Najwiekszg wartos¢ [err] majg wspoétczynniki liniowe
poniewaz ze wzgledu na maly poziom pobudzenia nieliniowosci badanego

glosnika dynamicznego byly niewielkie.

Tab. 8. Redukcja bledu - [err]/, jakg zapewnia uwzglednienie kazdego ze

wspotczynnikow modelu H.

jednomian [err] wartos¢ wspotczynnika
y(t-1) 0.81371 2.2954
y(t-2) 0.15532 -1.9508
y(t-3) 0.016157 0.85256
x(t-1) 0.008291 -0.011176
x(t-3) 0.002087 0.00579
y(t-5) 0.001054 0.28115
x(t-0) 0.000676 -0.00296
x(t-4) 0.000674 0.007299
x(t-5) 0.000375 0.006146
x(t-7) 0.000125 -0.001667
x(t-2) 0.000094 -0.002661
y(t-4) 0.000052 -0.46022
y(t-7) 0.000049 -0.044058

x(t-6) y(t-1) 0.000037 0.0011

x(t-2) y(t-2) y(t-7) ]0.000032 0.001393

———— |
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x(t-5) x(t-7) y(t-5) ]0.00002 -0.000177

y(t-1) y(t-4) y(t-7) |0.000015 0.008793

5.6.1 Kryterium zakonczenia optymalizacji
W celu zobrazowania jak uzalezniona jest dokladnos¢ modelu od liczby

wspotczynnikow zbudowano grupe modeli. Wszystkie modele utworzono na
podstawie sygnaléow uzyskanych przez pobudzenie glosnika GDN 20/35/1
szumem bialtym o rozkladzie jednostajnym. Poziom sygnalu dobrano w ten
sposob aby glosnik pracowal z mocg 28 W (2/3 mocy znamionowej).
Wszystkie modele w grupie utworzono przy tych samych, nastepujgcych
parametrach:

> rzad nieliniowosci - [ = 38,

>rzad modelu - n. = n, = 16,

> liczba wierszy macierzy P - N = 700,

> liczba probek do testowania modelu - Ny = 8192,

> kryterium wyboru wspétczynnikow - stopa redukcji btedu [err],

> kryterium zakonczenia tworzenia modelu - p.

Badano wplyw zmiany wartosci dopuszczalnego bledu modelu - p (4.12).
Uzyskano w ten sposob modele o roznej liczbie wspotczynnikow. Przeprowadzono
takze modelowanie z kryterium zakonczenia wykorzystujacym AIC(4), aby
zaobserwowac kiedy proces wyboru wspélczynnikéw zostanie przerwany. W
tabeli 9 oraz na rysunku 24 przedstawione sg wyniki modelowania. Na rysunku
zaznaczono takze liczbe wspolczynnikéw, ktore zostang wybrane przy

zastosowaniu kryterium AIC(4).
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Tab. 9. Zaleznos¢ bledu modelowania od liczby wspoélczynnikow modelu

NARMAX glosnika GDN 20/35/1.

p [%] Liczba wspolczynnikow e [%]
M,

2 7 44.56

1 9 24.14
0.7 11 15.22
0.6 13 13.41
0.5 15 14.53
0.45 16 17.26
0.4 18 17.39
0.37 20 14.33
0.35 21 17.63
0.33 24 15.19
0.3 27 13.51
0.28 28 13.19
AIC(4) 29 11.27
0.26 32 12.6
0.25 34 12.77
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Rys. 24. Zaleznosc bledu modelowania od liczby wspélczynnikéw modelu

NARMAX glosnika GDN 20/35/1

Dla tych samych parametréw modelowania przeprowadzono takze symulacje dla

glosnika GDN 16/10 (punkt 5.1) pobudzanego sygnatem o mocy 10 W. Wyniki

przedstawione sg w tabeli 10 oraz na rysunku 25.

Tab. 10. Zaleznos¢ bledu modelowania od liczby wspoétczynnikow modelu

NARMAX gloénika GDN 16/10.

%] Liczba wspoétczynnikow c [9%]
M,

5 5 16.8

4 7 15.7

3 10 13.1

2 13 14.3
1.8 15 11.56
1.5 18 11.1
1.3 20 12.37

|
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1 22 7.4
0.9 24 9.73
0.8 26 6.81
0.6 27 8.18
0.55 28 6.13
0.5 29 6.15
0.45 31 6.82
0.4 34 8.45
AIC(4) 36 9.99
0.33 41 11,22
0.31 45 11.37
0.3 46 11.01
0.28 49 15
20
g 15
5 \
3
=/
- \ AIC(4)
g
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£
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Rys. 25. Zaleznosc bledu modelowania od liczby wspolczynnikow modelu

NARMAX glosnika GDN 16/10.
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Uzyskane wyniki pokazujg, ze tworzone modele NARMAX sg mato dokladne nie
tylko wtedy gdy liczba wspoéiczynnikow jest zbyt mata, ale takze wtedy gdy jest
ona za duza. Powstanie optymalnego modelu uzaleznione jest wiec od przyjecia
witasciwego kryterium zakonczenia procesu jego tworzenia. W przypadku
glosnika GDN 20/35/1 kryterium AIC(4) pozwolilo na uzyskanie modelu o
najmniejszym bledzie. Dla glosnika GDN 16/10 bardziej korzystne byloby

wybranie mniejszej liczby wspotczynnikow - 28 zamiast 36.

5.7 Modele wysokiego rzedu

Zgodnie z algorytmem przedstawionym w punkcie 4.4 wyznaczone
zostaly modele NARMAX wysokiego rzedu kilku glosnikow dynamicznych.
Przyjete zostaly nastepujgce parametry modelowania:

> rzad nieliniowosci - [ = 3,

> rzgd modelu - n. = n, = 35,

> liczba wierszy macierzy P - N = 500,

> liczba wspotczynnikow wyznaczanych w jednym etapie - M; = 350,
> liczba probek do testowania modelu - Ny = 8192,

> kryterium wyboru wspotczynnikow - stopa redukcji btedu [err],

> kryterium zakonczenia tworzenia modelu - A7C(4).

W tabeli 11 przedstawione sg ogolne wyniki modelowania, a w
zalgczniku A znajdujg sie wartosci wspotezynnikow prezentowanych modeli. Na
szczeg6lng uwage zastuguje fakt wystepowania w wyznaczonych modelach duzej
liczby jednomianéw trzeciego stopnia. Oznacza to, ze dominujgce w glosniku
dynamicznym sg nieliniowosci trzeciego rzedu, co pozostaje w zgodzie z fizyczng
naturg tych nieliniowosci. Gléwne zrodla znieksztalcen nieliniowych w glosniku,
czyli nieréwnomierny rozklad pola magnetycznego w szczelinie oraz nieliniowa
sztywnos¢ zawieszen zalezne od wychylenia generujg wiasnie znieksztalcenia

trzeciego rzedu.
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Tab. 11. Blad modeli NARMAX wysokiego rzedu kilku glosnikéw

dynamicznych.
Typ glosnika Moc elektryczna Liczba - [%]
pobudzenia [W] | wspolczynnikow
GDN 16/10 10 42 8.1
GDN 20/40 20 50 10.7
GDN 20/40 30 53 17.1
GDN 20/40 40 43 13.8
GDN 20/35/1 28 51 15.9

Modele NARMAX dla glosnika GDN 20/40 tworzone byly na podstawie
danych pomiarowych uzyskanych w roznym czasie i w roznych warunkach.
Réznice dotyczyly przede wszystkim odleglosci mikrofonu od glosnika oraz
czestotliwosci probkowania sygnalu. Dlatego tez przy niewielkiej roznicy w

poziomie sygnaltu pobudzajgcego otrzymano roznigce sie od siebie modele.

5.7.1 Zachowanie modelu NARMAX glosnika dynamicznego
przy roznych poziomach sygnalu

Poniewaz glosnik dynamiczny jest elementem nieliniowym jego
charakterystyki uzaleznione sg od poziomu sygnalu pobudzajacego. Tworzenie
modeli liniowych jest wiec bardzo utrudnione - sg one dokladne tylko dla
waskiego zakresu poziom6éw pobudzenia. Model NARMAX pozwala na
zamodelowanie nieliniowosci ukladu, powinien wiec charakteryzowac si¢ taka
sama dokladnoscia w calym zakresie stosowanych pozioméw sygnatu
pobudzajacego.
W celu sprawdzenia powyzszego faktu zebrano odpowiedzi glosnika GDN 20/40
na pobudzenie szumem bialym o poziomach dobranych tak, aby pracowal on z
mocami od 1 W do 40 W. Nastepnie na podstawie przebiegu pobudzenia i
odpowiedzi przy mocy 40 W utworzono model NARMAX gtosnika. Rzad
nieliniowosci modelu ograniczono do [ = 8 natomiast rzagd modelu byt réwny

n. = n, = 30. W wyniku modelowania i przeanalizowania M = 41663
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wspolczynnikow uzyskano model o M, = 43 wspoélczynnikach (wartosci
wspotczynnikow modelu w zalgczniku A).

Powstaly model NARMAX pobudzano nastepnie sygnalami o réznych poziomach
(tymi samymi, ktére pobudzaly modelowany glosnik) i poréwnywano jego
odpowiedz z odpowiedzig glosnika. Wyniki eksperymentu przedstawione sg w

tabeli 12.

Tab. 12. Dokladnos¢ modelu NARMAX utworzonego na podstawie pobudzenia

o mocy 40 W w zaleznosci od poziomu sygnatu.

Moc elektryczna pobudzenia [W] e [%]
1 -15.8
5 15.2
10 14.7
20 14.2
30 13.8
40 13.8

Najmniejszym bledem charakteryzuje sie model NARMAX przy pobudzeniu
40 W, poniewaz dla tego poziomu =zostal wyznaczony. Jednak wraz ze
zmniejszaniem poziomu sygnalu blgd modelu wzrasta nieznacznie osiggajgc
wartos¢ 15.8 % dla pobudzenia sygnatem o mocy 1 W. Wiasciwosci tej nie majg
modele liniowe.

Na rys. 26 przedstawiona jest odpowiedz modelu w stosunku do odpowiedzi

glosnika dla dwu réznych poziomoéw pobudzenia: 1 W i 40W.
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Rys. 26. Odpowiedz modelu w stosunku do odpowiedzi glosnika dla réznych

mocy sygnatu pobudzajgcego: a) 1 W, b) 40 W.

Przy pobudzaniu sygnalem odpowiadajgcym mocy 1 W model charakteryzuje sie

pewng kompresjg. Mimo mniejszego rozrzutu wartosci odpowiedzi modelu

powoduje to, ze blgd modelowania jest podobny jak przy mocy 40 W.
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5.8 Porownanie charakterystyk modelu NARMAX z
charakterystykami glosnika rzeczywistego

Oprocz przyjetego w punkcie 4.5 kryterium oceny dokladnosci modelu
porownane zostaly takze niektére parametry i charakterystyki stosowane

powszechnie do opisu wlasciwosci gtosnikow dynamicznych.

5.8.1 Wlasciwosci liniowe
Na rysunku 27 przedstawiono odpowiedz impulsowg glosnika GDN16/10
(pobudzenie mocg 10 W) oraz obliczong odpowiedz impulsowg jego modelu
(przedstawionego w punkcie 5.7). W poczatkowym zakresie obie odpowiedzi sg
identyczne. Zasadnicze roéznice pojawiajg sie dla czasow wiekszych niz 1 ms.
Zwigzane jest to przede wszystkim z malym rzedem modelu, w tym przypadku

Ry = Ny =.30.

1000
- 500
0 A A\/{\Vf\\f'\ N‘Y/\'\u\’ P2 S NN SN
0 1 2 3 - 5 6
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Rys. 27. Odpowiedz impulsowa modelu (linia ciggla) oraz rzeczywistego

glosnika (linia przerywana).

Na rys. 28 przedstawione sg charakterystyki czestotliwosciowe glosnika
oraz modelu. Ksztalt obu charakterystyk jest bardzo podobny, szczegdlnie w
zakresie czestotliwosci powyzej 1kHz. Charakterystyka modelu jest jednak duzo

bardziej nieregularna, co zwigzane jest takze z niewielkim rzedem modelu.
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Rys. 28. Charakterystyka czestotliwosciowa modelu NARMAX (linia ciggla)

oraz rzeczywistego glosnika (linia przerywana).

5.8.2 Wlasciwosci nieliniowe

Porownujac odpowiedzi impulsowe oraz charakterystyki
czestotliwosciowe mozna oceni¢ jedynie wilasciwosci liniowe modelu. Aby
zaobserwowac jak utworzony model radzi sobie z nieliniowosciami wykorzystano
parametr stosowany najczeSciej do oceny znieksztalcen nieliniowych -
wspoétczynnik zawartosci harmonicznych THD. Aby uzyskac potrzebne do jego
wyznaczenia dane na wejscie glosnika podawano przebiegi sinusoidalne o
roznych czestotliwosciach, a nastepnie przeprowadzano analize widmowg
odpowiedzi glosnika odczytujac poziomy poszczegélnych harmonicznych. Te same
sygnaly pobudzajace podawano takze na wejScie modelu i analizowano jego
odpowiedz.

W eksperymencie wykorzystano dwa glosniki: GDN 20/35/1 pobudzany
sygnalem o mocy 28 W oraz GDN 20/40 pobudzany mocg 20 W.

Na rys. 29 przedstawione jest przykladowe widmo odpowiedzi glosnikow
oraz modeli przy pobudzeniu sygnalem sinusoidalnym o czestotliwosci 500 Hz.
Widma na rysunkach sg nieco przesuniete wzgledem siebie na osi czestotliwosci

dla lepszej czytelnosci.
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Rys. 29. Widmo odpowiedzi glosnika (linia przerywana) i modelu NARMAX
(linia ciggla) na pobudzenie sygnalem sinusoidalnym o
czestotliwosci 300 Hz: a) glosnik GDN 20/35/1, b) glosnik
GDN 20/40.

W widmie odpowiedzi modelu glosnika GDN 20/35/1 nie wystepuja
skltadowe powyzej trzeciej harmonicznej. Natomiast w przypadku modelu

glosnika GDN 20/40 dominujgce sg harmoniczne nieparzyste - przede wszystkim
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trzecia. Zwraca uwage rowniez wystepowanie duzej pigtej harmonicznej, mimo
ograniczenia rzedu nieliniowosci do wartosci [ = 3. Zwigzane jest to z zawartymi
w nieliniowych jednomianach modelu NARMAX probkami odpowiedzi y(z). Przy
modelowaniu szeregiem Volterry sytuacja taka nie bylaby mozliwa.

Na podstawie pierwszych kilku harmonicznych (do pigtej wigcznie),
zgodnie ze wzorem (5.2), obliczono wspolczynnik zawartosci harmonicznych THD

(w dB).

5
Lzap = 10log(2; 105719 — L1 [dB] (5.2)
=2

Wyniki dla glosnika GDN 20/35/1 zamieszczone sg w tabeli 13, natomiast dla
glosnika GDN 20/40 w tabeli 14.

Tab. 18. Wspoétezynnik zawartosci harmonicznych odpowiedzi rzeczywistego

gltosnika (GDN 20/35/1) oraz modelu.

Czestotliwosc [Hz] THD glosnik [dB] THD model [dB]
100 -21.9 -39.1
150 -25.9 -48.2
200 -25.5 -33.2
300 -28.9 -35.1
500 -30.7 -35.6
700 -38.5 -44.0
1000 -37.8 -49.3
2000 -33.1 -51.8
4000 -49.5 -73.6
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Tab. 14. Wspblczynnik zawartosci harmonicznych odpowiedzi rzeczywistego

glosnika (GDN 20/40) oraz modelu.

Czestotliwosc [Hz] THD glosnik [dB] THD model [dB]
100 -22.7 -14.6
200 -22.2 -214
500 -34.8 -24.5
800 -34.2 -21.1
1000 -34.8 -25.6
2000 -40.1 -36.9
4000 -44.9 -41.3

W przypadku glosnika GDN

20/35/1 odpowiedz modelu charakteryzuje

sie mniejszymi znieksztalceniami nieliniowymi. Wynika to z zanizonych

poziomow drugiej i trzeciej harmonicznej oraz braku w odpowiedzi modelu

harmonicznych powyzej trzecie;j.

Calkowicie odmienna sytuacja ma miejsce w przypadku glosnika

GDN 20/40. THD jego modelu ma wartosci wieksze niz glosnik rzeczywisty.

Spowodowane jest to bardzo duzym poziomem trzeciej i pigtej harmonicznej

natomiast harmoniczne parzyste praktycznie nie powstajg. Zwigzane jest to z

brakiem w modelu wyrazow zwigzanych z jednomianami w potedze 2 i duzg

liczbg jednomianow w potedze 3 (model A.2 w zalgczniku A).
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Rys. 30. Przebieg czasowy na wyjsciu glosnika GDN 20/40 (linia przerywana)
oraz jego modelu NARMAX (linia ciggta) przy pobudzeniu tonem o
czestotliwosci 500 Hz.

Na rys. 30 przedstawiony zostal przykladowy przebieg czasowy sygnalu na
wyjSciu rzeczywistego glosnika oraz modelu przy pobudzeniu sygnalem
sinusoidalnym o czestotliwosci 500 Hz. Znaczne znieksztalcenie przebiegu na
wyjsciu modelu spowodowane sg bardzo duzym poziomem trzeciej harmoniczne;j.

Badajac  wilasciwosci  nieliniowe  glosnikow  wyznaczono takze
znieksztalcenia intermodulacyjne. W tym celu na glosnik GDN 16/10 podano
sygnal bedacy sumg dwu przebiegow sinusoidalnych o czestotliwosciach f; = 200
Hz i fo = 2 kHz i stosunku amplitud odpowiednio 4:1 [32]. Na skutek
nieliniowosci  glosnika  powstaly  znieksztalcenia  harmoniczne  oraz

intermodulacyjne.
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Rys. 831. Modut widma odpowiedzi glosnika (linia przerywana) oraz modelu
NARMAX (linia ciggta) na pobudzenie sumg przebiegow
sinusoidalnych o czestotliwosciach 200 Hz i 2 kHz.

Nastepnie wykonano analize widmowg odpowiedzi glosnika (rys. 31) i
wyznaczono znieksztalcenia intermodulacyjne drugiego i trzeciego rzedu [32]

wykorzystujgc wzory odpowiednio (5.3) 1 (5.4).

P11 T P(a+/)
dr = 100 [%

Lai, =20 log(%) [dB]

- +
f2 (5.4)

d
Ly, =20 log(ﬁ) [dB]

d3

gdzie: pg - ciSnienie akustyczne wytwarzane przez glosnik dla
czestotliwosci fx,
ds, ds - znieksztalcenia intermodulacyjne odpowiednio

drligiego i trzeciego rzedu wyrazone w %,
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Lds, Lds - znieksztalcenia intermodulacyjne odpowiednio
drugiego i trzeciego rzedu wyrazone w dB.
Operacje wyznaczania znieksztalcen intermodulacyjnych
przeprowadzono takze dla odpowiedzi modelu NARMAX. W tabeli 15

przedstawione sg obliczone wartosci znieksztalcen.

Tab. 15. Znieksztalcenia intermodulacyjne drugiego i trzeciego rzedu glosnika

dynamicznego oraz jego modelu.

glosnik rzeczywisty model NARMAX
d> 3.00 % 1.14 %
ds 2.77 % 0.41 %
Ld: -30.5 dB -38.9 dB
Ld; -31.2dB -47.8 dB

Utworzony model NARMAX cechuje si¢ mniejszymi znieksztalceniami

intermodulacyjnymi niz glosnik rzeczywisty.
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6 Wnioski

Wynikiem realizacji pracy jest zaimplementowanie metody NARMAX do
modelowania nieliniowosci glosnikow dynamicznych. Charakterystycznymi
cechami, ktore odr6zniajg opracowany algorytm od innych, przedstawionych w
nielicznych publikacjach sg:

> zbudowanie modelu na podstawie danych pomiarowych, w ktorych jako
odpowiedz glosnika zostalo przyjete wytwarzane przez niego ciSnienie
akustyczne,

> modelowanie nieliniowosci gloSnika dynamicznego w calym pasmie
czestotliwosci jego pracy.

Ze wzgledu na stosunkowo dlugg odpowiedz impulsowg glosnika
dynamicznego konieczne jest stosowanie modeli NARMAX wysokiego rzedu
(duze wartosci rzedu sygnalu wejsciowego - n. i wyjsciowego - n,). W tej sytuacji
reprezentacja wielomianowa modelu charaktéryzuje sie duzg liczbg
wspotczynnikow.  Stwarza to znaczne problemy  obliczeniowe oraz
interpretacyjne. Dodatkowo utworzone w ten sposob modele NARMAX mogg byc
niestabilne. W tej sytuacji konieczne bylo wprowadzenie procedury
optymalizujgcej modele. Po jej zastosowaniu znacznie zmniejszyla sie liczba
wspolczynnikow, a jednoczesnie uzyskano stabilnos¢ modeli.

Ze wzgledu na koniecznos¢ optymalizacji modeli ztozonych czesto z ponad
50 000 i wiecej wspotczynnikow opracowano efektywny algorytm optymalizacji
etapowej. Bez niego utworzenie modeli wysokiego rzedu byloby niemozliwe.

Przeprowadzono réwniez eksperymenty, w wyniku ktéorych wybrano
optymalny sygnal pobudzajgcy wykorzystywany do tworzenia modelu NARMAX.
Najlepiej nadajg sie do tego celu szumy biale, a zwlaszcza szum o jednostajnym
rozkladzie amplitudy. Uzyskany z ich pomocg model jest najbardziej doktadny.
Nie nalezy stosowac sygnalu MLS oraz impulsu ze wzgledu na bardzo
niekorzystny rozklad amplitudy.

Zbadano takze wplyw czynnikow zewnetrznych (rozdzielczosci
kwantowania oraz szumu zaklocajgcego) na proces tworzenia modelu NARMAX.

Okazalo sie, ze zmiana rozdzielczosci kwantowania nie wplywa znaczgco na ten
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proces. W zakresie rozdzielczosci 10 - 16 bitow na probke powstaje niemalze taki
sam model. Wartosci wspoétczynnikow oraz ich liczba praktycznie nie zmieniajg
sie. Pozwala to na stosowanie podczas pomiaréw sprzetu o mniejszej
rozdzielczosci przetwarzania A/D np. 12 bitowego.

Whplyw szumu zaklécajgcego na dokladnos¢ uzyskanych modeli NARMAX
uzalezniony jest wyraznie od poziomu zaklocen. Dla stosunku (S/N) ponizej
30 dB tworzone modele charakteryzujg sie duzym bledem.

W ostatniej czeSci pracy poréwnano wybrane charakterystyki i

parametry glosnika rzeczywistego oraz jego modelu NARMAX. Stwierdzono duze
podobienstwo charakterystyk liniowych modelu i glosnika.
Odpowiedz modelu charakteryzuje sie w przypadku jednego glosnika
mniejszymi, a w przypadku drugiego wiekszymi znieksztalceniami nieliniowymi,
co wynika przede wszystkim ze struktury uzyskanych modeli (mniejsza lub
wigksza liczba jednomianow nieliniowych). Aby uzyskac dokladniejsze modele
nalezy zwiekszyc rzgd modelu (n. i n,) oraz modelowac nieliniowosci wyzszego
stopnia (zwiekszy¢ /).

Wynikiem pracy jest takze program komputerowy "NARMAX model"
opisany w dodatku B. W programie tym zaimplementowano przedstawiony
algorytm tworzenia modelu NARMAX i wykorzystywano go z powodzeniem we

wszystkich przedstawionych w pracy eksperymentach.

Podsumowujgc nalezy stwierdzi¢, ze teza pracy przedstawiona w
rozdziale 1 zostala udowodniona. Powstal efektywny algorytm wyznaczania
modelu NARMAX glosnika dynamicznego.

Zostala otwarta droga do dalszych eksperymentow. W toku podzniejszych prac
mozliwe jest wyznaczenie z modelu NARMAX jader szeregow Volterry lub tez
wielowymiarowych funkcji przejscia. Praca stanowi tez punkt wyjscia do
tworzenia filtrow cyfrowych shuzgcych do redukcji znieksztalcen nieliniowych

glosnikow.
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Zalacznik A: Modele NARMAX glosnikéw

dynamicznych

Ponizej przedstawione sg wspoélczynniki modeli NARMAX kilku glosnikéw

dynamicznych. Wspblczynniki te umieszczone sg w tabelach w kolejnosci

malejgcej wartosci [err].

Model A.1

> typ glosnika GDN 16/10
> moc elektryczna pobudzenia [W] 10
> liczba wspoélczynnikow 42
> blad modelu ¢ [%] 8.1
jednomian wartosc wspotczynnika
y(t-1) 2.2178
y(t-2) -2.3269
x(t-2) 0.022818
x(t-1) 0.045617
x(t-13) -0.01784
y(t-19) 0.31819
x(t-14) 0.017091
y(t-21) 0.34914
x(t-12) -0.01389
x(t-20) 0.0054527
x(t-4) 0.0348
x(t-9) x(t-9) y(t-6) 0.0001942
x(t-3) -0.081928
y(t-3) 1.4678
y(t-4) -0.6871
x(t-0) 0.0088811
y(t-5) 0.28831
x(t-17) -0.0014298
x(t-24) 0.0053377
y(t-23) 0.34037
x(t-10) -0.0048932
y(t-25) 0.0072746
x(t-11) 0.006586
y(t-18) -0.27912
y(t-16) 0.1717
x(t-22) -0.0074054
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jednomian wartos¢ wspolczynnika

y(t-15) -0.15213
y(t-14) 0.035658
y(t-6) -0.08178
x(t-5) x(t-9) y(t-3) 0.0003859
x(t-18) x(t-19) y(t-16) -0.0002817
x(t-3) y(t-4) -0.0019597
x(t-7) y(t-10) y(t-25) 0.0017511
x(t-4) x(t-7) x(t-24) 0.0000831
y(t-8) y(t-11) y(t-19) -0.0075212
x(t-15) x(t-20) y(t-23) -0.0002205
x(t-23) -0.012679
y(t-22) -0.40787
y(t-20) -0.27277
y(t-24) -0.13295
x(t-6) y(t-1) y(t-17) 0.0016727
x(t-12) x(t-22) y(t-15) 0.0003383
x(t-11) y(t-6) y(t-19) 0.0015481
x(t-5) x(t-8) y(t-15) -0.0003038
x(t-11) y(t-3) y(t-9) 0.0012984
x(t-3) x(t-13) y(t-22) -0.0002224
x(t-0) x(t-5) y(t-18) -0.0002075
x(t-7) x(t-7) y(t-15) 0.0002366
x(t-1) x(t-11) y(t-19) -0.0002262
x(t-9) y(t-7) y(t-14) -0.0009634
x(t-5) x(t-25) y(t-24) 0.0002227
x(t-2) x(t-22) y(t-23) -0.0002086
x(t-6) x(t-14) y(t-25) 0.0001682
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Model A.2

> typ glosnika GDN 20/40
> moc elektryczna pobudzenia [W] 20
> liczba wspoéiczynnikow 50
> blagd modelu ¢ [%] 10.7
jednomian wartos¢ wspolczynnika
y(t-1) 1.7033
y(t-2) -1.1293
x(t-3) 0.024748
x(t-2) 0.011741
x(t-5) -0.010523
x(t-14) -0.0061334
x(t-9) -0.0097342
y(t-3) 0.40201
x(t-21) -0.0053022
y(t-9) 0.1273
x(t-7) -0.0062022
y(t-5) -0.059621 -
x(t-25) 0.0023468
x(t-32) 0.0027151
x(t-28) -0.0025891
x(t-23) -0.0009122
x(t-20) 0.0022673
y(t-6) y(t-9) y(t-15) -0.043925
y(t-15) y(t-15) y(t-30) -0.01732
x(t-1) x(t-2) x(t-2) 0.0000424
x(t-34) y(t-11) y(t-28) 0.0032726
x(t-9) x(t-32) y(t-35) 0.000299
x(t-12) x(t-20) y(t-16) 0.0002298
x(t-28) y(t-14) y(t-23) 0.0021267
x(t-0) y(t-1) y(t-1) 0.0035627
x(t-6) x(t-15) y(t-17) 0.0003709
x(t-19) x(t-30) y(t-26) -0.0002764
x(t-10) x(t-30) y(t-33) 0.0002088
x(t-11) -0.0016952
x(t-31) x(t-32) x(t-32) -0.000038
y(t-10) -0.144
y(t-12) 0.065904
x(t-16) x(t-16) x(t-35) -0.0000334
x(t-4) -0.0032813
x(t-1) y(t-3) 0.0018699
x(t-32) x(t-32) x(t-34) -0.0000309
x(t-13) 0.002351




95

jednomian

wartos¢ wspolczynnika

x(t-15) x(t-29) y(t-25)

0.0002944

x(t-24) x(t-32) y(t-2) -0.0004082
x(t-15) x(t-17) y(t-25) ~0.0003213
x(t-26) x(t-34) y(t-35) 0.0002546
y(t-15) y(t-15) y(t-15) -0.010049

x(t-13) x(t-14) y(t-34) ~0.000238

x(t-21) x(t-26) y(t-1) -0.0002747
x(t-2) y(t-10) y(t-25) 0.0027187
x(t-4) x(t-9) y(t-35) 0.0002348
x(t-3) x(t-16) y(t-31) 0.0002301
x(t-11) x(t-12) y(t-11) 0.0002507
x(t-5) x(t-16) y(t-35) ~0.0002177
x(t-1) x(t-9) y(t-26) 0.0002085
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Model A.3

> typ glosnika

> moc elektryczna pobudzenia [W]
> liczba wspolczynnikow

> blgd modelu ¢ [%]

GDN 20/40
30

53

17.1

jednomian wartos¢ wspotczynnika
y(t-1) 2.1805
y(t-2) -2.0506
y(t-3) 1.4461
x(t-2) -0.01174
x(t-1) -0.0069738
x(t-3) -0.0028974
y(t-7) 0.60698
x(t-9) -0.0021589
x(t-16) -0.0040751
x(t-17) x(t-29) x(t-29) 0.000025
x(t-24) 0.0019069
y(t-4) -1.2934
x(t-4) x(t-4) x(t-7) -0.0000193
x(t-10) 0.0034247
y(t-5) 1.273
x(t-17) 0.0020776
x(t-0) -0.0017615
y(t-11) y(t-11) y(t-29) 0.018165
y(t-14) -0.0010103
x(t-4) x(t-23) x(t-23) 0.0000227
x(t-5) 0.0067361
x(t-4) 0.0088041
y(t-6) -0.9153
x(t-19) x(t-19) x(t-22) 0.0000269
x(t-20) -0.002709
x(t-25) -0.0017772
x(t-19) x(t-19) x(t-29) 0.0000162
y(t-10) y(t-25) y(t-27) 0.030186
x(t-28) 0.0022646
x(t-14) 0.0029075
x(t-7) y(t-2) y(t-2) 0.0018298
x(t-24) x(t-24) x(t-30) -0.0000284
y(t-9) 0.41024
y(t-8) -0.58052
y(t-10) -0.10167
x(t-9) x(t-27) y(t-4) -0.0003506
x(t-4) x(t-4) x(t-13) 0.0000257
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jednomian

wartos¢ wspolczynnika

x(t-21) y(t-9) y(t-23)

-0.002283

x(t-2) x(t-2) y(t-13) -0.0002089
x(t-4) x(t-5) x(t-5) -0.0000296
x(t-15) x(t-19) x(t-22) 0.0000237
x(t-2) x(t-28) y(t-16) 0.0001754
x(t-5) x(t-11) y(t-1) -0.0002428
x(t-2) x(t-23) y(t-6) -0.0001742
x(t-11) x(t-24) y(t-9) -0.0002351
x(t-16) x(t-24) x(t-30) -0.0000233
y(t-3) y(t-5) y(t-19) -0.017294

x(t-16) x(t-16) y(t-6) -0.0001852
x(t-18) x(t-24) y(t-13) 0.0001985
x(t-2) x(t-15) y(t-10) -0.0002096
x(t-19) x(t-19) y(t-29) 0.0001176
x(t-3) x(t-4) y(t-23) -0.0001554
x(t-11) x(t-29) y(t-15) 0.0001689
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Model A.4
> typ glosnika

> moc elektryczna pobudzenia [W]
> liczba wspolczynnikow

> blgd modelu ¢ [%]

GDN 20/40
40

43

13.8

jednomian wartos¢ wspolczynnika
y(t-1) 2.3241
y(t-2) -2.3482
y(t-3) 1.2847
y(t-4) -0.20191
x(t-2) 0.018777
x(t-1) 0.015293
x(t-4) -0.01492
x(t-14) 0.0087302
x(t-0) 0.0093611
x(t-7) -0.010337
x(t-30) 0.0070059
x(t-25) -0.0057886
x(t-16) x(t-17) x(t-17) -0.0001457
x(t-19) 0.0002446
x(t-13) -0.0042082
x(t-24) 0.0023366
x(t-29) -0.0028238
x(t-9) x(t-22) y(t-19) -0.0005084
x(t-20) x(t-20) x(t-20) 0.0000346
x(t-21) -0.0032097
x(t-21) x(t-21) y(t-18) 0.000116
x(t-11) 0.0019484
x(t-16) -0.0055765
x(t-18) -0.0058658
y(t-15) 0.026791
x(t-2) x(t-2) x(t-22) -0.0001385
x(t-26) -0.0031923
y(t-5) -0.10891
x(t-5) -0.004448
x(t-17) -0.0029812
x(t-3) x(t-3) x(t-3) 0.0001445
x(t-9) x(t-27) y(t-4) 0.0004675
x(t-8) x(t-8) y(t-9) 0.0005061
x(t-10) x(t-23) y(t-6) 0.0004509
x(t-4) x(t-21) x(t-26) -0.0001174
x(t-21) x(t-21) y(t-24) 0.0003167




99

~jednomian wartos¢ wspolczynnika

x(t-6) x(t-6) y(t-29) -0.0003025

x(t-5) x(t-14) y(t-11) 0.0003343

x(t-20) x(t-27) y(t-21) -0.0003806

x(t-15) x(t-22) y(t-21) -0.0003493

x(t-16) x(t-21) y(t-27) 0.000294

x(t-13) x(t-18) y(t-30) -0.0002863

x(t-19) x(t-20) y(t-26) 0.00033
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Model A.5
> typ glosnika

> moc elektryczna pobudzenia [W]
> liczba wspoélczynnikow

> blad modelu ¢ [%]

GDN 20/35/1
28

51

15.9

jednomian wartos¢ wspotczynnika
y(t-1) 2.0184
y(t-2) -1.5661
y(t-3) 0.4944
x(t-3) 0.018178
x(t-7) 0.01214
x(t-5) -0.016116
x(t-2) 0.011706
x(t-9) -0.0069418
x(t-17) -0.00688
x(t-15) -0.0049095
x(t-1) x(t-13) x(t-13) 0.0000519
x(t-6) -0.012291
x(t-23) -0.0049008
y(t-34) 0.0286
x(t-35) -0.0031819
x(t-20) 0.0035258
x(t-28) 0.0033106
x(t-8) 0.0038512
x(t-1) x(t-17) x(t-17) 0.0000429
x(t-26) -0.0022365
y(t-10) -0.021729
x(t-23) x(t-23) y(t-17) 0.0002588
x(t-24) y(t-2) y(t-2) -0.0012789
x(t-1) x(t-4) y(t-10) 0.000259
x(t-23) y(t-11) y(t-22) -0.0022634
x(t-35) y(t-25) -0.0019045
x(t-12) y(t-28) y(t-31) 0.0013109
x(t-9) x(t-25) y(t-18) 0.0002492
x(t-6) x(t-12) x(t-35) -0.0000451
x(t-12) x(t-19) y(t-9) -0.0003162
x(t-4) x(t-26) x(t-33) -0.0000456
x(t-5) x(t-16) x(t-23) 0.0000395
y(t-8) y(t-11) y(t-33) -0.014321
x(t-30) y(t-18) y(t-19) 0.0014106
x(t-11) y(t-18) y(t-19) -0.001097
x(t-11) x(t-18) y(t-35) -0.0001722
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jednomian

wartos¢ wspolczynnika

x(t-4) x(t-13) y(t-29)

-0.0002962

x(t-12) x(t-20) y(t-19) 0.0002915
x(t-1) x(t-31) y(t-31) -0.0002711
x(t-1) x(t-18) x(t-18) 0.0000297
x(t-7) x(t-21) y(t-18) 0.0002361
x(t-3) x(t-22) y(t-35) -0.0002011
x(t-0) x(t-9) y(t-33) 0.0002799
x(t-1) x(t-9) y(t-33) 0.0002007
x(t-3) x(t-28) y(t-30) -0.0001844
x(t-18) x(t-27) y(t-29) -0.0002892
x(t-20) x(t-22) y(t-29) 0.0001888
x(t-4) x(t-32) y(t-35) -0.0001699
x(t-6) x(t-9) y(t-35) -0.0002163
x(t-27) x(t-35) y(t-34) -0.0001749
x(t-15) x(t-21) y(t-25) 0.0001526
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Zalacznik B: Opis programu NARMAXmodel

Program komputerowy NARMAXmodel przeznaczony jest do
wyznaczania modeli NARMAX glosnikow dynamicznych na podstawie
zarejestrowanych sygnaléw: pobudzenia i odpowiedzi glosnika. Program powstat
w Srodowisku Borland Delphi 4.0 z wykorzystaniem komponentéw National

Instruments ComponentWorks SDS 2.0.1.

B.1 Menu

Glowne menu programu zawiera cztery pozycje:

Sy

W podmenu Sygnaty zawarte sg opcje stuzgce do wcezytywania

sygnatéw pomiarowych z plikow tekstowych oraz dokonywania na nich pewnych

operacji:

: imat pl vie

. Zakoficz progiam

> Opcja Wezytaj plik tekstowy pozwala na wybranie pliku tekstowego z

zarejestrowanymi sygnatami pomiarowymi.

> Wybranie opcji Format pliku tekstowego otwiera okienko, w ktéorym usytala

sie format zapisanych danych:
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Sygnaly w pliku powinny by¢ zapisane w kolumnach. Nalezy ustali¢ w ktorej
kolumnie jest pobudzenie (sygnat x(t)), a w ktorej odpowiedz glosnika
(sygnat y(t)). Wartosci napie¢ we wezytywanych plikach tekstowych wyrazone sg
w krokach kwantyzacji. Aby poprawnie zinterpretowa¢ poziomy sygnatlu
konieczne jest wiec wpisanie napiecia, ktore odpowiada 32768 krokom
kwantyzacji. Na podstawie tej wartosci program przelicza wczytany sygnal na
napiecie w [V] i na takich wlasnie wartosciach prowadzone sg dalsze obliczenia.
> Opcja Operacje na sygnale wejsciowym otwiera okienko, w ktérym mozemy
wybrac¢ rodzaj operacji jakie chcemy wykonac¢ na zebranej odpowiedzi

glosénika przed rozpoczeciem modelowania:

' peratie na sygnale w

Najwazniejszg operacjg jest uwzglednienie opdznienia sygnatu w torze, ktore
trzeba podac¢ dla poprawnej pracy algorytmu tworzgcego model. Opodznienie to
realizowane jest przez przesuniecie odpowiedzi glosnika na osi czasu. Dodatkowo
mozliwe jest (Poczgtek na koniec) przeniesienie wyrzucanych w tej sytuacji,
poczgtkowych probek sygnalu na jego koniec. Operacja ta zalecana jest w
sytuacji gdy rejestrowana jest odpowiedz na pobudzenie cykliczne.

Opcje dodawania szumu oraz zmniejszania rozdzielczoSci kwantyzacji
wykorzystywane byly podczas eksperymentow nad wplywem czynnikow
zewnetrznych opisanych w punkcie 5.4 pracy.

Opcja Usun sktadowq statq pozwala na wyeliminowanie skladowej stalej z
sygnalu. Opcja ta jest przydatna w przypadku niedokladnej kalibracji
przetwornika analogowo-cyfrowego.

> Ostatnia pozycja menu - Zakoncz program konczy dzialanie programu.
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W podmenu Modelowanie zawarte sg wszystkie opcje

odpowiedzialne za proces modelowania:

> Pierwsza, najwazniejsza opcja to ustalenie Parametréw modelowania. Do
tego celu stuzy okienko, ktore ze wzgledu na wielo$¢ opcji zostanie
szczegbotowo omoéwione w czesci B.2.

> Wybranie opcji Start! rozpoczyna oblicznia.

> Opcja Filtrowanie realizuje filtrowanie zatadowanego sygnalu pobudzenia
(opcja Wezytaj plik tekstowy) przez aktualny model. Pozwala to na
wyznaczenie odpowiedzi utworzonego modelu na réznorodne pobudzenia.
Opcja ta wykorzystywana byta szeroko w punktach 5.7.1 1 5.8 pracy.

> Po wybraniu opcji Filtrowanie pliku WAV mozliwe jest przefiltrowanie przez
aktualny model dowolnego pliku dzwiekowego w formacie WAVE. Opcja ta
nie byta wykorzystywana w pracy, zostala wprowadzona w celu auralizacji
modelowanych znieksztalcen. Dzieki niej mozliwe jest zrealizowanie

subiektywnych testow odstuchowych jakosci modeli.

Podmenu Wizualizacja pozwala na przedstawienie na wykresie

przebiegu czasowego sygnatu.

ey

Mozna obserwowac kolejno: sygnal pobudzajgcy, odpowiedz uktadu lub tez btad
modelowania. Opcja ta przydatna jest do szybkiego stwierdzenia czy sygnat z

pliku tekstowego zostal wezytany poprawnie oraz do oceny bledu modelowania.
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Podmenu Zapis wynikéw stluzy do zapisywania wynikéw

modelowania w plikach:

> Opcje Wezytaj model oraz Zapisz model stuza odpowiednio do wezytywania
do programu oraz do zapisywania na dysk modeli NARMAX bedacych
wynikiem przeprowadzonych obliczen. Dzieki temu mozliwe jest pdzniejsze
przeprowadzanie analiz i symulacji bez koniecznosci ponownego tworzenia
modelu.

> Pozostale trzy opcje pozwalajg na zapisanie na dysku w plikach tekstowych
nastepujacych sygnalow: pobudzenia, odpowiedzi glosnika i odpowiedzi
modelu. Dzieki temu, ze sg to zwykle pliki tekstowe mozna importowaé je
do innych programow (np. MathCad, arkusze kalkulacyjne) w celu

dokonania dodatkowych przeksztalcen, obliczen badz tez wykresow.

B.2 Parametry modelowania

Okienko przeznaczone do ustalenia parametréow tworzenia modelu

NARMAX przedstawione jest ponize;j.
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Poszczegdlne kontrolki spelniajg nastepujgce funkcje (podane sg rowniez
oznaczenia stosowane w pracy):

1. Liczba réownan wykorzystywanych do tworzenia modelu - N, jest to
jednoczesnie liczba wierszy macierzy predykcji P.

2. Dhlugosc sygnalu pobudzenia (w probkach) - Ny, uzywana podczas oceny
dokladnosci modelu. Liczba ta okresla takze ile probek zostanie
wykorzystanych podczas filtrowania sygnalu. Oprocz tego wszystkie
sygnaly zapisywane w opcji Zapis wynikéw majg wtasnie tg dtugosé.

3. Dopuszczalna wartos¢ bledu modelu - p okreslajagca moment zakonczenia
tworzenia modelu.

4. Pole wyboru, ktore okresla czy ma byé stosowane kryterium AIC(4)
zakonczenia procesu tworzenia modelu. Proces tworzenia modelu
NARMAX jest konczony gdy spelione jest kryterium z punktu 3 lub 4.

5. Liczba wspoétczynnikéw wyznaczanych w jednym etapie - M; (punkt 4.4
pracy).

6. Rzad nieliniowosci sygnatu x(¢) - [. moze by¢ zmieniany w granicach od 1
do 3.

7. Rzad nieliniowosci sygnatu y(#) - [, moze by¢ zmieniany w granicach od 0
do 3, [, = 0 oznacza brak w modelu wyrazow zaleznych od y(t), w takich
warunkach powstaje model NARMAX, ktory jest szeregiem Volterry.

8. Dhlugos¢ liniowego "ogona" modelu NARMAX. Wartos¢ ta pozwala
zwiekszy¢ dokladnos¢ modelu poprzez dolozenie do niego liniowych
wyrazow wysokiego rzedu. Opcja ta wykorzystywana byta tylko na
poczatkowym etapie eksperymentow. Po opracowaniu algorytmu
tworzenia pelnych modeli NARMAX wysokiego rzedu, nie byla
wykorzystywana.

9. Rzad modelu - n, = n,.

710. Kontrolka pokazujgca na podstawie ustawionych parametréw
modelowania z ilu wspélczynnikow skilada sie model (przed
optymalizacjg). Dzieki niej mozliwe jest szybkie zorientowanie sie ile

wspotczynnikow modelu jest do rozpatrzenia.
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11. Pole wyboru, ktére przelgcza program w tryb testowania na idealnym
modelu matematycznym, wykorzystane to zostalo w punkcie 4.6 pracy.

12. Wylgczenie procesu optymalizacji. Opcja byla wykorzystana w punkcie 5.5.

B.3 Glowne okno programu

Ponizej przedstawione jest gtowne okno programu:

2 1

-+ Modelowanie NARMAR —

: 0.0027582
|v8) 023037

X(2) %(3) %(7) 3.9881E5

) %(6) %(6) 3327565

A

\3 4 8 9/

Funkcje elementow glownego okna programu sg nastepujgce:

1. Wykres, na ktorym mozna zaprezentowal przebieg czasowy sygnatu -
podmenu Wizualizacja.

2. Przyciski pozwalajgce na wydrukowanie wykresu lub tez zapisanie go do
pliku graficznego.

3. Przyciski uruchamiajgce i zatrzymujgce proces modelowania.
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Okienko, w ktorym prezentowane sg informacje 2zwigzane z
modelowaniem: liczba wspoétczynnikow, wartosci [err/;, wyniki filtrowania.

Aktualny  poziom  bledu modelu (1- E[err] ;) wyznaczonych
wspolczynnikow).

Aktualna liczba wybranych wspotczynnikéw modelu.

Blad modelu po filtracji przedstawiony w [%] i [dB] (punkt 4.5 pracy).

Okienko w ktorym wyswietlane sg wartosci wspolczynnikow modelu. Przy
etapowym wyznaczaniu modelu prezentowane sg tutaj wspolczynniki
wyznaczone po kazdym etapie.

Grupa przyciskow stuzacych do zapisu na dysk analizowanych przebiegow.

Realizujg one te same funkcje co opcje podmenu Zapis wynikow.




Instytut Telekomunikacji i Akustyki
Politechniki Wroctawskiej
Raport Nr I-28 /02 / P-002

Modelowanie
znieksztalcen nieliniowych
glosnikow dynamicznych
metodag NARMAX
(suplement)

Piotr Pruchnicki

Praca doktorska

Promotor: dr hab. inz. Andrzej B. Dobrucki, prof. nadzw. PWr

Slowa kluczowe:

glosnik dynamiczny,
metoda NARMAX,
modelowanie,
znieksztalcenia nieliniowe,

Wroctaw 2002



mgr inz. Piotr Pruchnicki

Instytut Telekomunikacji i Akustyki
Politechnika Wroctawska

50-370 Wroctaw

Wyb. S. Wyspianskiego 27

tel. (O prefix 71) 320 30 65

email: misio@zakus.ita.pwr.wroc.pl



mailto:misio@zakus.ita.pwr.wroc.pl

Spis tresci

S.2 Wyznaczanie szeregu Wienera . . . . . . . ... . ..

S.3 Miara podobienstwa jader Wienera glosnika i
modelu NARMAX . ..
S.4 Wyniki obliczen . . . ... ... L.

S.5 Wnioski

Literatura



S.1 Wstep

Podczas analizy wlasciwosci nieliniowych glosnikow dynamicznych
najczesciej  wyznaczanymi  parametrami sg  wspolezynnik  zawartosci
harmonicznych (THD) oraz znieksztalcenia intermodulacyjne (IMD). Mimo tego,
ze wspolczynniki te wykorzystywane sg szeroko w praktyce, nie niosg jednak one
wyczerpujacej 1 jednoznacznej informacji o nieliniowosciach badanego ukladu
[39, 40, 41].

Charakterystyki glosnika dynamicznego, liniowe i nieliniowe, mozna opisac
wykorzystujgc przedstawiony w punkcie 2.3 szereg Volterry lub tez jego
ortogonalng posta¢ nazywang szeregiem Wienera. Prace nad zastosowaniem
tych szeregow do opisu toru elektroakustycznego zapoczatkowali miedzy innymi

A. Gabor [41] oraz J. Zarzycki [39].
W celu okreslenia dokladnosci modelu NARMAX zdecydowano sie

na wyznaczenie szeregu Wienera dla rzeczywistego glosnika oraz dla
utworzonego modelu NARMAX. Oba szeregi porownano nastepnie ze sobg

okreslajgc stopien ich podobienstwa.

S.2 Wyznaczanie szeregu Wienera

Do opisu nieliniowego ukladu inercyjnego podobnie jak szereg
Volterry (2.10) mozna wykorzystac szereg Wienera. Szereg ten dla czasu

dyskretnego opisany jest nastepujgcym réwnaniem [41, 42]:
o0
Y#) = X Gullen,x(®)] (8.1)
n=

gdzie: G, [ky,x(t)] - operator Wienera rzedu n:

Gulkn,x(t)] = i i Rn(Ti, .., ta)x(@t—71) ... 2 —T8) +

71=0 ,=0

Z [ Z Z kn—2u(n)(71, vy Tn=2u)X( —T1) - ... x(l - Tnv—2u-)J

1=0 Tp-2,=0



/8,,,(?1, ..., Tn) - jadro catkowe Wienera rzedu n,
kyouon(T1, ..., Tn-2u) - jadro catkowe Wienera rzedu n-2u
utworzone z jadra rzedu n,
Aby calkowicie scharakteryzowa¢ uklad nieliniowy inercyjny

konieczna jest znajomosc jader calkowych kn(f 1 ...,Tn). Ich wyznaczenie
najwygodniej jest przeprowadzic poprzez wyliczenie odpowiednich funkcji

korelacji wzajemnych [42].

Uktad wprowadzajgcy zmienne opoznienie 7; przy pobudzeniu x(%)
ma odpowiedz x(f-7;) (rys. S.1). Dla tego ukladu mozna zdefiniowac

jednowymiarowy operator op6znienia [42]:

Dilx(H] = x(t—11) (S.2)
x(t) - D [x(t)]
%l’nl.elll'le 1
opoznienie 7,

Rys. S.1. Jednowymiarowy uklad wprowadzajacy zmienne opoznienie

Podobnie definiuje si¢ operator D»/x(1)] opisujacy system przedstawiony na rys.

S.2:
D> [x(l)] =x(t -1 ) - x(t - Tz) (S.3)

Operator Dy/x(t)] nazywa si¢ dwuwymiarowym operatorem opoznienia.



zmienne
opoznienie 7,
x(t) DZ[x(t)]
zmienne
opoznienie z,

Rys. S.2. Dwuwymiarowy uklad wprowadzajgcy zmienne op6znienie

W ten sam sposob defininiowane sg operatory opoznienia wyzszych wymiarow:

/)n[\‘(/)] :.\’(/—- T ) < 'u\‘(’_ tn)

(S.4)

Zdefiniowane operatory opoznienia postuzg do wyznaczenia jgder

Wienera. Wykorzystujgc ceche ortogonalnosci operatorow G,L[kn,x(t)] dla

jadra Wienera pierwszego rzedu mozna wyprowadzi¢ nastepujace zaleznosci [42]:

y(1) - D1 Ix(D] = Gy lky, x()]- Dy [x(0)] =

f ki(o\)x(t =0y )doy - x(t—1,) = Ak (1))

—00

stad: kl(Tl)Z L,y(l)/)l[x(l)]
gdzie: A - energia sygnatu x(1),
“e - operacja usredniania.

Jadro Wienera drugiego rzedu wyznaczane jest z nastepujacej zaleznosci:
te) D

ko (t1,12) = 575 {(0) = Golko, (D]} - D2[x(1)]

Dla jagdra Wienera rzedu n mozna napisac:

n—1

R {ym— > G,,,[k,,,,xm]} D))

m=0)

(S.5)

(S.6)

(S.7)

(S.8)



Podczas wyznaczania jader k, we wzorze (S.8) konieczne jest odejmownie tylko
tych operatorow G,, ktore maja taka samg parzystos¢ co n, tzn. takich ze m-n

jest liczbg parzystas.

S.3 Miara podobienstwa jader Wienera glosnika i modelu
NARMAX
W dalszej czesci pracy do wyznaczania jgder calkowych Wienera

zostal wykorzystany wzor (S.8).

——# glodnik —>yg(t)
x(t)
model
1  NARMAX > (1)

Rys. S.3. Odpowiedz glosnika i modelu NARMAX na pobudzenie sygnalem x(#)

Glosnik rzeczywisty oraz jego model NARMAX pobudzano tym samym szumem
bialym x(z) (rys. S.3). Otrzymano odpowiedzi odpowiednio y,(t) i yw(t). Na
podstawie tych sygnaléw obliczono nastepnie jadra calkowe Wienera rzedow od
1 do 3:

> dla glosnika: kg (71), keo( 11, 1), Res(11,70, T3),

> dla modelu NARMAX: kni(11), kol 11, 72), Rms( 11,70, 73).

W celu porownania uzyskanych jader wprowadzono dwie miary
okreslajace roznice pomiedzy charakterystykami glosnika rzeczywistego i modelu

NARMAX:



> wspolczynnik korelacji jader Wienera kg, i Byn:

N N
Z Z 'll'gn(il-"'in)k;nn(il,"'in)

i1=0 in=0

['N N N N
;Z Z /(;2:’7(,'1..../‘”)_2 Z /{12’"1(,";..1‘”)

Vir=0 i,=0 =0 i,=0

- 100% (S.9)

F =

> wzgledny blad $redniokwadratowy pomiedzy kg, i &, (miara analogiczna do

miary zdefiniowanej wzorem 4.17):

N N ,
Z 20\’gn("l-,'"’.n)“/\’nm(il,"'in))

i1=0 =0
g="—— - 100% (S.10)

N N
D D, Kty ein)

i1=0  i,=0

gdzie: N - dhugosc obliczanych jader Wienera.

Podobienstwo jest tym wigksze im r jest blizsze 100 %, a blad e bliski zeru.

S.4 Wyniki obliczen

Procedurze weryfikacyjnej poddano dwa modele przedstawione w

punkcie 5.8.2:

> model glosnika dynamicznego GDN 20/35/1 pracujacego z mocg 28 W,

> model glosnika dynamicznego GDN 20/40 pracujacego z mocg 20 W.
Dla obu glosnikéw i modeli wyznaczono jadra pierwszego i drugiego rzedu: k;, ks
oraz niektore przekroje jader rzedu trzeciego - k3. Obliczono takze wspotczynnik
korelacji r oraz blad éredniokwadratowy e dla calego jadra ks (a nie tylko jego
przekrojow).

Wartosci ki(1), ko(tn, ), ks(1,,13) wyznaczono w punktach:

7, T, 7= 0.02-N [ms] (glosnik GDN 20/40) i 77, ©, 3 = 0.03356-N [ms] (glo$nik
GDN 20/35/1). N zmienialo sie w granicach N = 0, 1, 2, ... ,500.

Uzyskane wyniki przedstawione sy w tabeli S.1. Natomiast wykresy jader

calkowych Wienera na rysunkach:



>S4 -ki(ry),

>S.5- ko(1;,79),

> S.6 - S.10 - przekroje ky(71, 7o, 73).
Ze wzgledu na symetrie jader catkowych Wienera wzgledem 7, 7, 73, np.
ko(11,75) = ko(1s,171), obliczenia przeprowadzono tylko dla czesci przestrzeni
wyznaczonej przez 1, 7, 73. W ten sposob udalo sie zmniejszyc¢ ilos¢ koniecznych

obliczen.

Tabela S.1 Wyniki porownania wyznaczonych jader Wienera glosnika

rzeczywistego i modelu NARMAX

glosnik GDN 20/35/1 gltosnik GDN 20/40

Jadro
r [%] e [%] r [%] e [%]
k(1) 96.98 5.22 97.85 3.565
ko 11, 12) 95.56 8.8 97.68 3.78

ks( 11, 12,0) 96.59 6.18 97.1 5.52
ks( 11, 12,20) 97.81 4.4 97.51 4.11
ks( 11, 72,100) 93.97 10.48 96.8 5.75
ks(t1, 12, o+ 10) 95.96 7.05 97.6 3.89
ks( 11, 72, 2+50) 95.79 7.38 97.69 3.71
ks( 11, 12, 73) 96.51 6.05 97.85 3.45
SR S
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a)

0 2 4 6 8 10 12 14 16

b)

(ms]

Rys. S.4.Jgdra Wienera pierwszego rzedu R;(7 1) gloénika (linia przerywana) i
modelu NARMAX (linia ciggta): a) glosnik GDN 20/35/1, b)
gtoénik GDN 20/40.
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Rys. S.5. Jadra Wienera drugiego rzedu k2(7 1, 732) glosnika (z lewej) i modelu
NARMAX (z prawej): a) glosnik GDN 20/35/1, b) gloénik

GDN 20/40.




a)

Rys. 8.6.Jadra Wienera trzeciego rzedu ks(7, 7, 73,) przekréj 73 = 0, dla
gloénika (z lewej) i modelu NARMAX (z prawej): a) glosnik GDN
20/35/1, b) gloénik GDN 20/40.
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a)

Rys. S.7. Jadra Wienera trzeciego rzedu Rs(7i, 72, 73,) przekrdj 73 = 20 dla
glosnika (z lewej) i modelu NARMAX (z prawej): a) glosnik GDN
20/35/1, b) glosnik GDN 20/40.
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G e b

2

Rys. S.8. Jadra Wienera trzeciego rzedu ks(7, 2, 73,) przekréj 73 = 100 dla
glosnika (z lewej) i modelu NARMAX (z prawej): a) glosnik GDN
20/35/1, b) glosnik GDN 20/40.
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a)

Rys. S.9. Jadra Wienera trzeciego rzedu ks(7, 7, 73,) przekrdj 73 = 7+20 dla
gloénika (z lewej) i modelu NARMAX (z prawej): a) glosnik GDN
20/35/1, b) glosnik GDN 20/40.
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Rys. 8.10.Jadra Wienera trzeciego rzedu Rs(71, 7, 7,) przekrdj 73 = 7+50 dla
gloénika (z lewej) i modelu NARMAX (z prawej): a) glosnik GDN
20/35/1, b) gtoénik GDN 20/40.
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S.5 Wnioski

Uzyskane wyniki wykazuja bardzo dobrg zgodnosc¢ przebiegow jader

catkowych Wienera glosnika rzeczywistego oraz jego modelu NARMAX.
Dla modelu NARMAX glosnika GDN 20/35/1, ktorego dokladnos¢ na podstawie
kryterium (4.17) okreslono na 15.9 %, uzyskano wspoélczynnik korelacji r w
granicach r = 94 + 97.8 %, a sredniokwadratowy blad wzgledny e = 4.4 +~ 10.6 %.
Natomiast dla glosnika GDN 20/40 (dokladnos¢ na podstawie (4.17) rowna
10.7 %) wuzyskano wspolczynnik korelacji r = 968 + 97.9 %, a
sredniokwadratowy blad wzgledny e = 3.5 + 5.8 %.

Przy tak  dobrej zgodnosci charakterystyk  modelu z
charakterystykami glosnika rzeczywistego nalezy wyjasni¢c stosunkowo duze
rozbieznosci pomiedzy wyznaczonymi w punkcie 5.8.2 wspoélczynnikami
zawartosci harmonicznych THD. Przyczyn rozbieznosci moze byc¢ kilka. Po
pierwsze mierzone znieksztalcenia sg na poziomie pojedynczych procent, sa wiec
porownywalne z bledem wzglednym wyznaczonych jader catkowych. Po drugie
rzad modelu NARMAX zostal ograniczony do trzech, co moze powodowac, ze
harmoniczne pochodzgce od nieliniowosci wyzszego stopnia sg uwzgledniane
tylko w niewielkim stopniu.

Uzyta w pracy, zdefiniowana wzorem (4.17), miara dokladnosci modelu
NARMAX jest bardziej restrykcyjna niz miary oparte na wyznaczonych jgdrach
Wienera.

Przeprowadzona procedura weryfikacyjna wykazala poprawnos¢ i uzytecznosé
modelu NARMAX. Jednoczesnie wieksza roznica w THD i IMD pokazuje, ze jesli
chodzi o znieksztalcenia nieliniowe, parametry te sg czulszymi wskaznikami

dokladnosci modelu niz jadra catkowe.
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