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1. Wprowadzenie

1.3. Wstep

W ostatnich latach nie maleje znaczenie sieci komputerowych dla funkcjonowania niemal
kazdej organizacji. Trudno sobie wyobrazi¢, by panstwo, duze przedsigbiorstwo, bank czy
uczelnia mogly funkcjonowac bez sprawnie dzialajacej infrastruktury telekomunikacyjne;j.
Istotnym elementem infrastruktury telekomunikacyjnej sa sieci komputerowe. Sposob
transferu danych w sieci oraz zasigg terytorialny sieci, stanowia podstawe ich klasyfikacji. Ze
wzgledu na zasigg terytorialny, sieci komputerowe mozemy podzieli¢ na nast¢pujace klasy
[19]:

e rozlegle sieci komputerowe — WAN (Wide Area Network)

e lokalne sieci komputerowe — LAN (Local Area Network),

e miejskie sieci komputerowe — MAN (Metropolitan Area Network).

W pracach [19, 38, 48, 85, 88, 94, 95] przedstawione zostaly zagadnienia zwigzane z
funkcjonowaniem sieci komputerowych. W niniejszej pracy zajmujemy si¢ sieciami

rozlegtymi, ktére definiujemy nastgpujaco:

Rozlegla sie¢ komputerowa to system skladajacy si¢ z weztow i taczacych je linii transmisji
danych obejmujacy swym zasiggiem duzy obszar geograficzny, np.: region, panstwo,
kontynent, a nawet caly $wiat. Dostep do sieci rozleglej uzyskuje si¢ przez dotaczenie

systemow uzytkownika do weztdéw sieci.

Najwazniejsza funkcjq sieci komputerowych jest transfer danych migdzy komputerami lub
terminalami. Ilo$¢ danych przesylanych w sieciach stale rosnie. Papierowe oferty, umowy,
faktury i inne dokumenty powstajace w procesach biznesowych zastgpowane sa przez
elektroniczne odpowiedniki. Dazenie do zwigkszania wydajnosci pracownikow i1 poprawiania
komunikacji wewnatrz organizacji wymusza stosowanie nowych aplikacji jak:
wideokonferencje, komunikatory internetowe, telefonia IP, aplikacje pracy grupowej. Ponadto
wszyscy uczestnicy procesow biznesowych potrzebuja szybkiego i niezawodnego dostgpu do
réznorodnych danych dotyczacych sprzedazy, marketingu, danych inzynierskich lub
finansowych niezaleznie od tego gdzie dane te sa przechowywane fizycznie. Dostepu do
danych wymagaja nie tylko pracownicy i kierownictwo organizacji ale takze dostawcy,
dystrybutorzy, kooperanci i klienci. Aplikacje sieciowe odgrywaja krytyczna role dla
funkcjonowania wielu organizacji. W dobie postepujacej globalizacji 1 ostrej konkurencji
rynkowej, dochodzi do wielu fuzji i przeje¢. Wraz z faczeniem przedsigbiorstw, organizacji,
korporacji powstaje potrzeba laczenia istniejacych infrastruktur telekomunikacyjnych.
Ponadnarodowe korporacje musza zapewni¢ sprawng komunikacje swoim oddziatlom

rozproszonym na calym $wiecie. Budowa infrastruktury telekomunikacyjnej dla globalnych
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organizacji jest olbrzymim wyzwaniem. Zadanie budowy duzych sieci rozlegltych zwykle
musi by¢ zdekomponowane na mniejsze problemy, ktére sg latwiejsze w planowaniu,
realizacji 1 zarzadzaniu. W tym celu czgsto stosowane jest podejscie hierarchiczne. Siec
rozlegla dzielona jest na trzy warstwy [70, 78]: szkieletowa (backbone), dystrybucyjna
(distribution) i dostgpowa (access). Sie¢ szkieletowa jest na szczycie hierarchii, stuzy ona do
przesytania danych pomigdzy sieciami dystrybucyjnymi, te z kolei lacza sieci dostgpowe,
znajdujace si¢ na najnizszym poziomie hierarchii. Sieci kazdej z warstw moga byc¢
projektowane oddzielnie. W kazdej sieci podrzednej wyznaczane sg wezty, ktorych zadaniem
jest obstuga ruchu sieciowego przesylanego pomigdzy wezlami tej sieci a weztami innych
sieci. Wezly te bedziemy nazywaé¢ bramami. Bramy sieci nizszego poziomu sg taczone
podsiecig komunikacyjng sieci wyzszego poziomu. Rozmieszczenie bram w sieci ma wplyw
na przeptywy w sieci oraz na koszt budowy sieci. Dlatego wyznaczenie lokalizacji bram jest
istotnym problemem w projektowaniu sieci hierarchicznych. W niniejszej pracy rozwazamy
sieci hierarchiczne sktadajace si¢ z 2. poziomoéw hierarchii. Wedlug nomenklatury uzywanej
w pracach [70, 78] zajmujemy si¢ warstwa szkieletowa 1 dystrybucyjna, natomiast sieci
dostgpowe reprezentowane sa przez wezly sieci dystrybucyjnej. Rozwazamy zagadnienia
zwigzane z projektowaniem hierarchicznych sieci komputerowych szczegdlny nacisk ktadac
na rozmieszczenie bram w sieciach. Przedstawimy rozwigzania problemoéw jednoczesnego
wyznaczania rozmieszczenia bram w sieciach 1. poziomu hierarchii, przepustowosci kanalow
sieci 2. poziomu oraz przeptywéw w hierarchicznej rozleglej sieci komputerowe;.
Przewidujemy, ze problematyka projektowania hierarchicznych sieci rozleglych bedzie
rozwijala si¢ z powstawaniem kolejnych wielkich organizacji oraz z wdrazaniem sieci nowej

generacji laczacych sieci rozlegle w jeden duzy organizm.

1.4. Analiza literatury

Budowa rozleglej sieci komputerowej jest zlozonym przedsigwzigciem. Projekt sieci
komputerowej musi uwzglednia¢ wiele biznesowych 1 technicznych celow, wsrdéd ktorych sa
wymagania dotyczace dostgpnosci, skalowalnosci, bezpieczenstwa, tatwosci zarzadzania i
oczywiscie kosztow. Zaspokojenie wielu, czgsto sprzecznych, wymagan jest trudnym
zadaniem wymagajacym wielu trudnych wyboréw i kompromiséw. Budowa i projektowanie
rozleglych sieci komputerowych jest przedmiotem wielu prac [9, 11, 12, 22, 32, 39, 48, 63,
67, 85]. Koszt budowy lub rozbudowy sieci obstugujacej setki, tysigce komputerow moze by¢
tak duzy, ze zmniejszenie go o kilka procent moze przynies¢ oszczednosci idace w dziesiatki
tysiecy dolarow miesigcznie [12]. Rozlegla sie¢ komputerowa powinna wige by¢
zaprojektowana w oparciu o precyzyjny plan dzialania, na ktory skladaja si¢ trzy kolejne
etapy [51]:

e wstepnego rozpoznania

e projektowania
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e instalacji 1 wdrazania

W ramach etapu wstgpnego rozpoznania zbierane sa informacje o uzytkowniku,
inwentaryzowane sg jego zasoby informatyczne, okreslane sa jego wymagania, szacuje si¢
natezenia strumieni bitdow przesylanych pomigdzy poszczegdlnymi lokalizacjami,
przygotowywana jest dokumentacja, na podstawie ktérej oceniana jest celowos¢
przedsiewziecia i wykonywany jest projekt sieci. Na etap projektowania skladaja si¢ migdzy
innymi: okreslenie lokalizacji wezldw, wybdr protokolu komunikacyjnego, wyznaczenie
struktury sieci, wybdr platformy sprzgtowej, opracowanie schematu adresacji w sieci.
Niniejsza praca dotyczy zagadnien zwiazanych z projektowaniem struktury sieci. Przez
strukture sieci rozumiemy schemat rozmieszczenia kanalow pomiedzy poszczegdlnymi
wezlami sieci, natomiast przez projektowanie struktury sieci rozumiemy wyznaczanie
struktury sieci, okreslenie przepustowosci kanalow i reguty doboru tras. W niniejszej pracy
reguta doboru tras jest reprezentowana przez przeplyw w sieci.

Mozna wyr6zni¢ cztery podstawowe zadania zwigzane z projektowaniem struktur sieci

rozlegltych [34]:

e wyznaczanie przeplywow w sieci — FA (Flow Assignment). Zadanie to jest
przedmiotem rozwazan nastgpujacych prac [1, 3, 6, 8, 13, 17, 30, 34, 40, 53, 71, 90].
Powszechnie stosowanymi algorytmami wyznaczania przepltywow sa algorytmy FD
(Flow Deviation) [30] oraz EF (Extremal Flows) [13]. Na szczegdlng uwage zastuguje
algorytm FD, ktory jest przejrzysty, tatwy w implementacji i szczeg6lnie efektywny

z obliczeniowego punktu widzenia.

e wyznaczanie przepustowosci kanalow — CA (Capacity Assignment). Sformulowanie

tego zadania mozna znalez¢ w pracy [34],

e jednoczesne wyznaczanie przeptywow i przepustowosci kanalow — CFA (Capacity and
Flow Assignment). Zadanie to jest przedmiotem rozwazan wielu prac [2, 33, 34, 36, 37,
35, 46, 47, 49-52, 65, 77]. W pracach tych mozna znalez¢ zardwno rozwigzania
doktadne jak i przyblizone problemu jednoczesnego wyznaczania przeplywow i

przepustowosci kanatoéw w rozleglej sieci komputerowej z dyskretng funkcja kosztow.

e jednoczesne wyznaczanie przeptywow, przepustowosci kanalow i struktury sieci —
TCFA (Topology, Capacity and Flow Assignment). Rozwigzania tego zadania,
zarowno doktadne jak i przyblizone mozna znalez¢ w nastepujacych pracach [41, 44,
49, 51].

Wymienione zadania rozwigzywane sa przy roznych zatozeniach dotyczacych sieci oraz
dla roznych wskaznikow jakosci. Ich wybor zalezy od wymagan uzytkownika oraz od
zastosowan sieci rozlegltej. Do najwazniejszych wskaznikow jakosci dzialania rozlegtej sieci
komputerowej nalezg [49]:

e Srednie opoznienie pakietu w sieci,
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e koszt budowy sieci,

e przepustowos¢ sieci,

e niezawodno$¢ sieci,

e koszt korzystania z sieci.

Klasyczne metody projektowania sieci rozleglych doskonale nadajq si¢ do projektowania
matych i $rednich sieci [56]. Natomiast w przypadku duzych sieci metody te staja si¢ zbyt
kosztowne z obliczeniowego punktu widzenia, a czasami nawet nie jest mozliwe znalezienie
rozwigzania optymalnego w realnym czasie. W pracy [56] zostala zaproponowana
metodologia projektowania duzych rozlegtych sieci polegajaca na grupowaniu weztow sieci,
w tzw. skupienia (clusters), a nastgpnie wybieraniu sposrdd wezléw kazdego skupienia tzw.
bram (gate, gateway), ktérych zadaniem jest komunikacja pomig¢dzy weztami nalezacymi do
roznych skupien. Metody projektowania oparte na hierarchicznym taczeniu weztow w
skupienia pozwalajg znaczaco ograniczy¢ koszt obliczen poprzez dekompozycj¢ problemu na
mniejsze podproblemy i tym samym zmniejszenie rozmiaru problemu. Zadanie projektowania
hierarchicznej sieci komputerowej mozna podzieli¢ na nast¢pujace podproblemy:

e wybor liczby poziomdw hierarchii oraz liczby skupien na kazdym poziomie hierarchii

e grupowanie weztow w skupienia

e wybor bram w skupieniach

e projektowanie sieci kazdego ze skupien

W pracy [56] zostalo przedstawione rozwigzanie problemu wyboru liczby poziomow
hierarchii oraz liczby skupien na kazdym poziomie, tak aby minimalizowa¢ koszt obliczen.
W literaturze jednak najczgsciej spotyka si¢ sieci hierarchiczne 2. lub 3. poziomowe. [70, 78,
89]. Do grupowania wezléw w skupienia korzysta si¢ z technik heurystycznych
wykorzystujacych pojecie ,.bliskosci” weztdow (nearness). Wskaznik ,bliskosci” weztow
wykorzystywany jest do znajdowania naturalnych zgrupowan wezlow, tj. wezlow
rozmieszczonych fizycznie blisko siebie a takze wezlow, pomigdzy ktdrymi przesylane sg
duze ilosci danych. Przyktady wskaznikéw ,bliskosci” weztdw mozna znalez¢ w pracach [56,
89]. W pracy [69] przedstawiony zostal algorytm do wyznaczania optymalnej liczby skupien
wezlow oraz optymalnego przypisania weztéw do skupien na kolejnych poziomach hierarchii
na podstawie ich polozenia geograficznego. Metody taczenia wezldéw w skupienia majq
zastosowanie takze do projektowania sieci bezprzewodowych [5, 15, 84]. Rozmieszczenie
bram w poszczegdlnych skupieniach jest przedmiotem rozwazan wielu prac. Jednak czgsto w
literaturze, skupienia 1. poziomu hierarchii sa traktowane jako sieci dostgpowe, ktore nie sa
przedmiotem rozwazan niniejszej pracy. W literaturze czgsto rozpatrywany jest problem
lokalizacji weztow komunikacyjnych (koncentratoréw), a nastgpnie przypisania im zbioru
hostow lub terminali. Problem ten odpowiada problemowi concentrator location, ktéry nalezy
do klasycznych problemoéw badan operacyjnych [14, 24, 25, 57, 66, 68]. W artykutach [57,

68] przedstawiony zostal przeglad algorytméw do projektowania sieci dostepowych
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obejmujacy sieci o réznych strukturach, m.in. gwiazda/gwiazda (star/star) 1 gwiazda/drzewo
(star/tree). W sieciach o strukturze gwiazda/gwiazda wystepuje jeden punkt centralny, do
ktorego podtaczone sg koncentratory, do koncentratoréw natomiast podlaczone sa terminale.
Sieci takie ograniczone sa do dwoch poziomoéw hierarchii, nizszy poziom stanowia terminale,
wyzszy koncentratory, do ktoérych sa podlaczone terminale. W sieciach o strukturze
gwiazda/drzewo terminale podiaczone sa do koncentratoréw, te z kolei polaczone sa ze soba
w drzewiasta strukture. W sieciach gwiazda/drzewo koncentratory moga by¢ umieszczone na
réznych poziomach hierarchii oraz moga wystgpowac koncentratory réznego typu, réznigce
si¢ np. przepustowoscia, pojemnoscia, itp.

W pracy [80] zaprezentowany zostal heurystyczny algorytm do budowy 2. poziomowej
sieci hierarchicznej, na ktory sklada si¢ procedura wyboru liczby i wielkosci skupien
(cluster), procedura tworzenia skupien na podstawie geograficznego rozmieszczenia weztow,
procedura wyboru bram na podstawie wazonej odleglosci od centralnego punktu skupienia
(od $rodka ciezkosci) i procedura doboru przepustowosci kanalow sieci 2. poziomu oraz sieci
1. poziomu. Algorytm znajduje rozwigzanie minimalizujace koszt budowy sieci tak, aby
spetnione byly wymagania na przepustowos¢ kanaléw, z uwzglednieniem wymagan
niezawodnosciowych. Podobny algorytm heurystyczny zostal zaprezentowany w pracy [81].
Wezly reprezentujace sieci LAN sg przylaczane do bram, peiniacych role koncentratorow.
Przyjeta zostata struktura sieci drzewo/drzewo, w ktérej bramy o réznych kosztach i
przepustowosciach potaczone sa w hierarchiczng strukture.

Metodologi¢ projektowania hierarchicznych sieci rozlegtych mozna wykorzysta¢ réwniez
do projektowania sieci taczacych istniejace sieci rozlegle. Istniejace sieci rozlegle sa
reprezentowane przez podsieci skupien 1. poziomu. Problem laczenia sieci rozlegtych
sprowadza si¢ do wyznaczenia rozmieszczenia bram oraz struktury sieci nadrzednej taczace;j
bramy. Problem laczenia istniejacych sieci rozleglych jest w literaturze niemal nieobecny.
Mozna za to znalez¢ wiele rozwigzan problemoéw taczenia istniejacych sieci lokalnych [16,
18, 26, 27, 58, 62]. W pracy [26] opisany jest algorytm oparty na relaksacji Lagrange’a do
projektowania polaczen migdzysieciowych tak, aby minimalizowac catkowity koszt budowy
sieci, na ktoéry sktada si¢ koszt mostow oraz koszt taczy, uwzgledniajac ograniczenia na
przepustowos¢ mostow i przy zachowaniu struktury drzewa. Problemu taczenia sieci LAN za
pomoca mostow dotyczy rowniez praca [27], w ktérej przedstawiono rozwigzanie
minimalizujace kryterium kosztowe uwzgledniajace koszt budowy sieci oraz koszt opdznienia
wiadomosci. W pracy [27] przedstawione zostaly rozwigzania przy uzyciu relaksacji
Lagrange’a oraz za pomoca heurystyczne] metody “Taboo search”. W pracy [62]
przedstawiono problem laczenia sieci ATM oraz optymalnego rozmieszczenia
przetacznikow/routerow. Rozwazane sa tam dwa problemy. Problem taczenia weztow w

grupy (peer groups) i wybor lideréw grup w taki sposob, aby minimalizowac¢ koszt polaczenia
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grup oraz problem laczenia grup przelacznikow ATM za pomoca routeréw I[P aby
minimalizowa¢ koszt polaczenia pomiedzy routerami.

W literaturze jest niewiele pozycji na temat laczenia istniejacych sieci rozlegtych. Jest
pozycja [61], w ktorej przedstawiony zostatl algorytm rozmieszczenia bram do faczenia dwoch
istniejgcych rozlegtych sieci komputerowych oparty na relaksacji Lagrange’a. Bramy
reprezentowane sg przez kanaly taczace wezlty roznych sieci, przepustowos¢ wszystkich bram
jest taka sama, koszt ustanowienia bramy jest funkcja odleglosci pomigdzy weztami do
potaczenia. Funkcja kryterialng jest liniowa kombinacja Srednich opdznien pakietow
przesytanych wewnatrz sieci i pomigdzy sieciami. Zaprezentowane zostalty wyniki dzialania
algorytmu lokalizacji bram do taczenia dwoch istniejacych sieci z komutacjg pakietow:
wczesnej wersji sieci ARPANET 1 USA NET. Zaprezentowano wyniki badan dla dwdch
wartosci wspotczynnikéw wagowych w funkcji kryterialnej, réoznych natgzen ruchu wewnatrz
faczonych sieci i kilku wartosci budzetu. W pracy [61] rozwazany jest problem taczenia
dwoch istniejacych sieci rozleglych. Zagadnienia zwigzane z faczeniem istniejacych sieci
rozleglych sa istotne w dobie Internetu i taczenia sieci rozlegltych i telekomunikacyjnych w
jeden duzy system. Powstata zatem luka w literaturze dotyczacej laczenia sieci rozlegltych. Jej
wypelnienie bylo celem niniejszej pracy. ZaproponowaliSmy metod¢ polaczenia wielu
istniejacych sieci rozleglych korzystajac z metodologii projektowania sieci hierarchicznych.
W tym celu sformulowane zostaly zadania jednoczesnego rozmieszczenia bram,
przepustowosci kanatow sieci 2. poziomu oraz przeplywow w hierarchicznej sieci
komputerowej oraz zaproponowano algorytmy dokladne do rozwigzywania rozwazanych
zadan, ktére minimalizujq wybrane wskazniki jakosci dziatania sieci. Rozwazane zadania, jak

dotad nie wystepuja w dostepnej literaturze.

1.5. Pojecia podstawowe

W celu przedstawienia uzywanej w pracy nomenklatury opiszemy podstawowe problemy
i pojecia zwigzane z przeptywami w sieciach komputerowych oraz w hierarchicznych sieciach
komputerowych. Przedstawimy réwniez definicje najczg¢scie] stosowanych wskaznikow

oceny jakosci dzialania sieci rozlegtych.

1.5.1. Podstawowe pojecia z teorii grafow

Graf wiasciwy to uporzadkowana para zbiorow G = (N ,L>: zbioru wierzchotkéw N

izbioru L par réoznych wierzchotkow ze zbioru N . Elementy zbioru L nazywane sa
krawedziami lub lukami. Uporzadkowana para wierzchotkow <x, y>e L nazywana bedzie

tukiem zorientowanym, x poczatkiem tuku, natomiast y koncem tuku. Graf G, w ktéorym

zbior L zawiera wylacznie tuki zorientowane nazywany jest grafem zorientowanym.

Nieuporzadkowana para wierzchotkéw zwana jest tukiem niezorientowanym, za$ graf,
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w ktorym zbiér L zawiera wylacznie tuki niezorientowane nazywany jest grafem
niezorientowanym. Jesli w grafie wystepuja zarowno tuki zorientowane jak 1 niezorientowane
to graf nazywany jest grafem mieszanym. Graf, w ktorym kazdej parze wierzchotkow
przyporzadkowany jest co najwyzej jeden taczacy je tuk, nazywany jest unigrafem. Jezeli
parze wierzchotkow moze by¢ przyporzadkowane wigcej tukéw, to graf nazywany jest
multigrafem.

Sie¢ S to graf wlasciwy G=<N,L> z okreslonymi na jego tukach funkcjami. Sie¢
oznaczana jest nastepujaco: S:<G;hl,---,h_\,>, gdzie h i=l...s sa funkcjami
przyporzadkowujacymi kazdemu tukowi ze zbioru L nieujemna liczbg rzeczywista. Struktura
sieci reprezentowana jest przez graf G. Sie¢, w ktorej graf G jest zorientowany,
niezorientowany lub mieszany nazywana jest odpowiednio siecia zorientowana,

niezorientowang lub mieszana.
Niech x,,x,, ...,x, (a=2) bedzie ciagiem réznych wezlow sieci S, takich ze kazdej

parze weztéow (x,.x,,,) i=1....a—1 przyporzadkowany jest tuk zorientowany (x;,x,,). Ciag
weztow 1 tukow x, ,<xl X5 >, SN, ,<xu4, X, >,xu nazywany jest trasa od wezta x, do wezla
x,. Niech x,,x,, ....x, (a>2) bedzie ciagiem réznych weztéw sieci S, takich ze kazdej
parze weztéow (x,.x,,,) i=1.....a—1 przyporzadkowany jest huk zorientowany (x,.x,,) lub tuk
zorientowany <x,+, ,x,>. Utworzony w ten sposéb ciag weztéw 1 tukow nazywany jest $ciezka

od wezla x, do wezla x,. Luki <x,,x,+,> nazywane sa lukami zgodnymi $ciezki, natomiast

pozostate tuki tej Sciezki nazywane sa tukami niezgodnymi. W sieciach niezorientowanych
pojecia $ciezki 1 trasy pokrywaja sig.

Sie¢ S zdefiniowana powyzej jest matematycznym modelem rozleglej sieci
komputerowej. Wierzchotki grafu G odpowiadaja weztom rozleglej sieci komputerowe;j,
natomiast tuki reprezentuja kanaly transmisyjne sieci rozleglej. Luki zorientowane
odpowiadaja kanatom jednokierunkowym, tuki niezorientowane — kanalom potdupleksowym.
Kanaty dupleksowe, ktore sa rownowazne dwom kanatom jednokierunkowym, przez ktore
dane przesylane sq w przeciwnych kierunkach, reprezentowane sa przez parg tukow
zorientowanych, przeciwnie skierowanych, faczacych t¢ sama pare wierzchotkow.

Aby uwzgledni¢ wlasnosci rzeczywistej rozleglej sieci komputerowej zdefiniowane zostaty
nastepujace funkcje okreslone na tukach grafu G :

e funkcja przepustowosci tukow c: L—>R U0},

e funkcja kosztow dzierzawy tukow d: L—R" {0} .

Przepustowosci kanalow rozleglej sieci komputerowej okreslane sa przez zalecenia ITU-T,
ktére definiujg skonczony zbior dostgpnych przepustowosci. Funkcja przepustowosci tukow
przyporzadkowuje wszystkim lukom sieci przepustowosci takie jak przepustowosci
reprezentowanych przez nie kanaléw sieci rozleglej. Koszty dzierzawy kanalu zaleza od
przepustowosci kanalu oraz od jego dilugosci. Funkcja kosztéw dzierzawy tukow

przyporzadkowuje kazdemu tukowi sieci koszt, ktory odpowiada kosztowi dzierzawy kanatu
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sieci rozleglej. Zaréwno funkcja przepustowosci tukoéw jak 1 funkcja kosztow dzierzawy
tukow sa funkcjami dyskretnymi. Przeglad cennikow firm telekomunikacyjnych oraz
literatury [34] pozwala przyja¢ zalozenie, ze wraz ze wzrostem przepustowosci kanatu, koszt
dzierzawy jednostki przepustowosci kanalu maleje lub pozostaje staty.

Uwzgledniajac wprowadzone funkcje, rozlegla sie¢ komputerowa reprezentuje siec
S = <G;c,d >, w ktorej graf G reprezentuje strukture sieci, czyli rozmieszczenie weztow oraz

kanalow w sieci, za$ funkcje ¢ oraz d reprezentujq parametry kanatow sieci rozlegle;.

1.5.2. Przeptyw wielosktadnikowy
W rozleglych sieciach komputerowych dane przesylane sa w postaci bitéw. Ciag danych

do przestania dzielony jest na porcje zwane pakietami, ktére przesylane sa pojedynczo
od nadawcy do odbiorcy. Zbior pakietdw majacych wspdlne wezet zrodlowy i wezel
docelowy nazywany jest sktadnikiem. W wigkszosci sieci komputerowych, w tym samym
czasie, odbywa si¢ transfer danych pomigdzy wieloma parami weztéw, czyli wiele
sktadnikéw jest przesylanych jednoczesnie. Taki jednoczesny przeptyw wielu skladnikow
nazywa si¢ przeptywem wielosktadnikowym [55]. Przeptyw wieloskladnikowy odpowiada

sredniemu przeplywowi pakietoéw w sieci komputerowej w jednostce czasu.
Przez r!, oznaczymy S$rednie nat¢zenie strumienia pakietow kierowanych od wezla a do

wezta b wyrazone w pakietach/s, natomiast przez 1/u oznaczymy $rednig dtugo$¢ pakietu
[bit/pakiet]. Zatem r, =r/, /u jest srednim nat¢zeniem strumienia kierowanego od wezta a

do wezta b wyrazonym w bitach/s. Macierz R = [ru,,] gdzie n jest liczbg weztow w sieci,

nxn ?

nazywana jest macierzg wprowadzanych z zewnatrz nat¢zen. Jako, ze w sieci nie sa
przesylane pakiety, dla ktorych wezet zrodtowy pokrywa si¢ z wezlem docelowym 7, =0,

a=1,...,n, na przekatnej macierzy R znajduja si¢ elementy zerowe. Wszystkie skladniki w
sieci sa ponumerowane od 1 do ¢g. Ze skladnikiem k zwigzana jest para weztow: wezet
zrodtowy s, 1 wezet docelowy u, . Przez r, oznaczone jest Srednie natezenie sktadnika £, tj.
dla a=s, 1 b=u, zachodzi r, =r, ; r, nazywamy rowniez wartoscia skiadnika & .

Niech S bedzie siecia, ktorej strukture okresla graf G = (N ,L> , ktéry jest zorientowanym
unigrafem wiasciwym. Przeptywem wielosktadnikowym w sieci S realizujacym macierz

wprowadzanych z zewnatrz nat¢zen R jest zespot funkeji:

LR U} k=1,..q,

ktorych wartosci f K (x, y), k=1,...,q przypisane lukom <x, y> € L, okreslane jako przeptyw
sktadnika & w tuku (x, y>, spelniaja nastgpujacy uktad warunkow:

{
f£*(x,y)=0 dlakazdego (x.y)e L. k=1....q (1.1)
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r, dla x=s,

D AEy- D x)=9-r dax=y, (1.2)
pedlz) FeR) 0 w pozostalych przypadkach

dla kazdego xe N, k=1,....q,
gdzie zbiory A(x), B(x) zdefiniowane sa nastepujaco:

Alx)= {y :yeNi(xy)e L} — zbiér weztow sieci, do ktorych prowadza tuki wychodzace
zwezla x,
B(x): {y yEN 1 (y,x> € L} — zbidr weztow sieci, od ktorych prowadza tuki skierowane

do wezta x .

Warunek (1.2) oznacza, ze suma przeptywow skladnika wplywajacego do wezla
posredniego, nie bedacego ani zrodtem ani ujsciem sktadnika, jest rowna sumie przeptywdw
sktadnika wypltywajacego z tego wezta. W przypadku wezta zrodlowego, suma przeptywow
sktadnika wyplywajacego z tego wezla jest rowna wartosci sktadnika, zas w przypadku wezta
docelowego, suma przeplywow skladnika wptywajacego do wezta jest takze rowna wartosci
tego sktadnika.

Niech sumaryczny przeptyw w tuku <x, y> bedzie oznaczany przez f (x, y). Jeshi tuk

<x, y> jest lukiem zorientowanym to:

g

fley)=> r (x.y) (1.3)

k=1

Natomiast jesli tuk (x,y) jest tukiem niezorientowanym to:
q
fy)=Y| 6ey)- 14 (%)) (1.4)
k=1

gdzie f*(x,y) i f*(y.x) sa odpowiednio przeptywami k-tego sktadnika w tukach
skierowanych <x, y> i<y,x> zastgpujacych tuk niezorientowany <x, y>. Warunek (1.4)

wynika z przyjetego w literaturze zalozenia [29], ze przeptyw dowolnego sktadnika w tuku
niezorientowanym odbywa si¢ w jednym kierunku. W celu wyznaczenia przeptywu w sieci
niezorientowanej lub mieszanej, sprowadza si¢ ja do sieci zorientowanej przez zastapienie
wszystkich tukéw niezorientowanych para przeciwnie skierowanych tukow zorientowanych.
Po wyznaczeniu przeptywu w tak skonstruowanej sieci zorientowanej, przeplywy w tukach
niezorientowanych wyznacza si¢ w nastepujacy sposéb: jesli f*(x,y)> f*(y.x). to w tuku
niezorientowanym przeptyw sktadnika k o wartosci f* (x, y)— F i (y,x) jest kierowany z
wezta x do wezta y. W tuku niezorientowanym rézne sktadniki moga by¢ przesylane w
roznych kierunkach, natomiast sumaryczny przeplyw wielosktadnikowy w tuku jest suma
przeptywow wszystkich sktadnikéw, niezaleznie od ich kierunku. W niniejszej pracy
wykorzystywane beda wylacznie tuki niezorientowane, zatem sumaryczny przeptyw w tukach

bedzie wyznaczany za pomoca wyrazenia (1.4).



Rozdzial 1. Wprowadzenie 17

W  zwigzku ze skonczong przepustowosciq kanatow sieci rozleglej, przeptyw

wielosktadnikowy w sieci musi spetnia¢ dodatkowe ograniczenie:

f(x,y)s c(x,y) dla kazdego <x,y> el (1.5)

W celu uproszczenia zapisow w dalszej czgsci pracy, wprowadzone zostajg nastgpujace

oznaczenia zwiazane z przeptywem wielosktadnikowym:

I — wektor sumarycznych przeptywoéw w tukach sieci,
7 — wektor przeptywoéw sktadnika & wtukach sieci,
€ — wektor przepustowosci tukow siect,

~
3,

— zbi6r wektorow f odpowiadajacych przeptywowi wielosktadnikowemu,

3 — zbior wektoréw f e 3, dla ktérych jest spelniona zaleznos¢ (1.5)

wce

1.5.3. Przeptyw w sieci hierarchicznej

W sieciach hierarchicznych wezty sieci sq grupowane w skupienia na 1. poziomie, a te z
kolei sg taczone w skupienia na 2. poziomie hierarchii itd.; najwyzszy poziom w strukturze
hierarchicznej zawiera wszystkie wezly sieci. W skupieniach kazdego poziomu hierarchii
wyszczegolnione sa wezly nazywane bramami. Bramy sa jednoczes$nie wezlami wyzszego
poziomu hierarchii. W skupieniach 1. poziomu sposrod wezlow wyznaczane sq bramy, ktdre
sa jednoczesnie wezlami skupienia 2. poziomu, itd. Podsiecia skupienia k-tego poziomu
nazywana jest sie¢ komunikacyjng taczaca wezly k-tego poziomu, nalezace do tego samego
skupienia na tym poziomie. Na kazdym poziomie hierarchii wystepuje tyle roznych podsieci,
ile jest skupien na tym poziomie. W niniejszej pracy rozpatrywana jest dwupoziomowa siec¢
hierarchiczna. Wezly sieci pogrupowane sa w skupienia 1. poziomu. W sieciach 1. poziomu
wyroznione sq bramy, ktdére jednoczesnie sa wezlami sieci 2. poziomu taczacej wszystkie

sieci 1. poziomu.
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£ N~ SN skupienie 2. poziomu

£ A O— —0 Se ___ skupienia 1. poziomu

; \—"\\\ 7
\ ol .
v O wezly sieci 1. poziomu
\ o .
) @ bramy - wezly sieci 2. poziomu
/ s e é
’ kanaly sieci 1. poziomu

kanaly sieci 2. poziomu

Rys. 1.1. Struktura dwupoziomowej hierarchicznej sieci rozlegtej

Przeptyw pakietoéw miedzy weztami nalezacymi do tego samego skupienia wykorzystuje
tylko trasy tworzone wewnatrz podsieci tego skupienia. Przeplyw pakietéw migdzy weztami
nalezacymi do dwoch réznych skupien 1. poziomu, wchodzacymi w sklad tego samego
skupienia 2. poziomu, bedzie przesylany przez podsie¢ pierwszego skupienia 1. poziomu do
bram w tym skupieniu, dalej przez podsie¢ skupienia 2. poziomu do bram w drugim skupieniu
1. poziomu, a nastgpnie przez podsie¢ drugiego skupienia 1. poziomu do wezla przeznacze-
nia. Na rys. 1.1, na ktorym przedstawiamy przykladowa struktur¢ 2.poziomowej
hierarchicznej sieci rozleglej, oznaczyliSmy literami kilka wybranych weztow sieci.
Przesledzmy przeplyw pakietdéw pomigdzy weztem A a wezlem E. Z wezla A pakiety sa
przesytane kanatami sieci 1. poziomu do bramy B, nastgpnie kanatami sieci 2. poziomu od
bramy B do bramy C lub bramy D, nast¢pnie kanatami docelowej sieci 1. poziomu do wezta
E.

1.5.4. Kryteria oceny jakosci dziatania rozlegtej sieci komputerowe;j

Przeptyw wielosktadnikowy moze by¢ optymalizowany ze wzgledu na rézne kryteria [34,
38, 49]. W przypadku rozlegtych sieci komputerowych do najistotniejszych naleza: $Srednie
opdznienie pakietu oraz koszt budowy sieci. Opdznienie pakietu jest to czas, jaki uptywa
pomiedzy momentem wystania pakietu z wezla zrodlowego a momentem odebrania tego
pakietu w wezle docelowym. Na opdznienie to sklada si¢ kilka czynnikéw, z ktérych
wigkszo$¢ uwarunkowana jest wiasnosciami fizycznymi laczy transmisyjnych lub
parametrami technicznymi sprzg¢tu. Istotnym czynnikiem, odgrywajacym zasadnicza role w

obciazonych sieciach jest czas oczekiwania pakietu na obstuge w buforze wejsciowym wezta
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sieci. Wyrazenie uwzgledniajace wplyw tego czynnika na opdznienie pakietu w sieci zostato

sformutowane przez Kleinrocka w pracy [54]:

! fx.y) .
F== /pakiet
V <x.y>el C(X, y)—f(x,y) [S paxie ] (1 6)

n
gdzie y = Zr(f,, jest natezeniem sumarycznego strumienia pakietow wprowadzanych do
a.b=1

sieci.
Zaleznosé (1.5) okreslajaca $rednie opdZnienie pakietu w sieci zostata podana przez Kleinrocka
przy licznych zatozeniach dotyczacych sieci rozleglej, z ktorych najwazniejsze to [54]:
e wszystkie strumienie w sieci sg stacjonarnymi strumieniami Poissona,
e wszystkie strumienie sg statystycznie niezalezne,
e chwile pojawiania si¢ pakietow sa statystycznie niezalezne od ich dtugosci,
e losowe dlugosci pakietow maja rozklad wyktadniczy,
e czasy obstugi w wezlach sg statystycznie niezalezne,
e wszystkie elementy sieci sa w petni niezawodne,
e kazdy pakiet jest przesytany tylko do jednego wezla przeznaczenia,

e pojemnosci pamigci buforowych w weztach sa nieskonczone.

Liczne zalozenia powoduja, ze wyniki uzyskane przy uzyciu wyrazenia (1.5) odbiegaja od
opdznien w rzeczywistych sieciach [73]. Mimo to zaleznos¢ (1.5) jest powszechnie stosowana
w projektowaniu rozleglych sieci komputerowych i w ich analizie, poniewaz dotychczas nic
lepszego nie udato si¢ stworzy¢ [48].

Koszt budowy sieci rozleglej jest okreslany jako suma kosztéw dzierzawy wszystkich

kanatow w sieci rozleglej:

D= Yd(x.y) (1.7)

<x,y>el

Przedstawione powyzej kryteria pozwalaja oceni¢ jako$¢ dzialania rozleglej sieci
komputerowej. Podczas rozwigzywania problemoéw projektowania struktur rozlegtych sieci
komputerowych, szczegoélnie do wyznaczenia optymalnych przeptywow, czgsto konieczny
jest wybor najlepszej trasy pomigedzy parg weztow. Do oceny jakosci trasy wykorzystywana
jest jej dlugos¢ wedtug metryki [30, 51]. W niniejszej pracy wykorzystywana bedzie metryka
/ (72’) okreslajaca dtugosé trasy 7 zdefiniowana nastgpujaco:

I(z)= > Ix.y) (1.8)

<x,y>er

gdzie:

I(x,y)= (1.9)

gdzie QO jest funkcjq kryterialng.
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1.6. Problematyka pracy

Przedstawimy ogolne sformulowania rozpatrywanych w niniejszej pracy problemdw.

Problemy jednoczesnego wyznaczania rozmieszczenia bram, przepustowosci kanatow sieci 2.

poziomu oraz przeptywu wielosktadnikowego w hierarchicznych sieciach komputerowych

nazwijmy GLCFA (Gateway Location, Capacity and Flow Allocation).

Problem I

Zadanie wyznaczania rozmieszczenia bram, przepustowosci kanalow sieci 2. poziomu

i przeplywow w hierarchicznej sieci rozleglej tak, aby minimalizowa¢ Srednie opé6Znienie

pakietu w sieci przy ograniczeniu na koszt budowy sieci.

W dalszej czgéci pracy problem ten bedzie nazywany krotko: GLCFA ze $rednim

opoznieniem pakietu jako kryterium.

dane:

minimalizowac:

wzgledem:

przy ograniczeniach:

struktura sieci 1. poziomu,

struktura sieci 2. poziomu,

przepustowosci kanatow sieci 1. poziomu,

potencjalne lokalizacje bram w sieciach 1. poziomu,

zbiory dopuszczalnych przepustowosci kanatow sieci 2. poziomiu
1 kosztow ich dzierzawy,

macierz natezen wprowadzanych z zewnatrz,

dopuszczalny koszt budowy sieci;

$rednie op6znienie pakietu w sieci;

rozmieszczenia bram w sieciach 1. poziomu,
przepustowosci kanaléw w sieci 2. poziomu,

przeptywu wielosktadnikowego w sieci hierarchicznej,

przeplyw wielosktadnikowy realizuje macierz wprowadzanych
z zewnatrz natezen,

sumaryczny przeptyw w kazdym z kanaléw nie przekracza jego
przepustowosci,

suma kosztow dzierzawy kanaléw nie moze przekroczy¢

zatozonego budzetu na budowg sieci.
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Problem 11

Zadanie wyznaczania rozmieszczenia bram, przepustowosci kanaléw sieci 2. poziomu
i przeplywéw w hierarchicznej sieci rozleglej tak, aby minimalizowa¢ koszt budowy sieci
przy ograniczeniu na Srednie op6znienie pakietu w sieci

W dalszej czgsci pracy problem ten bedzie nazywany krétko: GLCFA z kosztem budowy

sieci jako kryterium.

dane: e struktura sieci 1. poziomu,

e struktura sieci 2. poziomu,

e przepustowosci kanatow sieci 1. Poziomu,

e potencjalne lokalizacje bram w sieciach 1. poziomu,

e 7zbiory dopuszczalnych przepustowosci kanatéw sieci 2. poziomiu

1 kosztow ich dzierzawy,

e macierz natezen wprowadzanych z zewnatrz,

e maksymalne dopuszczalne srednie opdznienie pakietu w sieci;
minimalizowac: o koszt budowy sieci;
wzgledem:

e rozmieszczenia bram w sieciach 1. poziomu,
e przepustowosci kanaléw w sieci 2. poziomu,

e przeplywu wielosktadnikowego w sieci hierarchicznej;

przy ograniczeniach: przeptyw wielosktadnikowy realizuje macierz wprowadzanych

Z zewnatrz natgzen,

e sumaryczny przeptyw w kazdym z kanaléw nie przekracza jego
przepustowosci,

e drednie opdznienie pakietow w sieci nie moze przekroczy¢
zalozonego maksymalnego dopuszczalnego opdznienia pakietu

W siecl.
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Problem III

Zadanie wyznaczania rozmieszczenia bram, przepustowosci kanaléw sieci 2. poziomu
i przeplywéw w hierarchicznej sieci rozleglej tak, aby minimalizowaé kryterium bedgce
liniowa kombinacja Sredniego opoéznienia pakietu i kosztu budowy sieci przy
ograniczeniu na koszt budowy sieci

W dalszej czgsci pracy problem ten bedzie nazywany krotko: GLCFA z uogélnionym

kryterium kosztowym jako kryterium.

dane: e struktury sieci 1. poziomu,
e struktura sieci 2. poziomu,
e przepustowosci kanatow sieci 1. poziomu,
e potencjalne lokalizacje bram w sieciach 1. poziomu,
e zbiory dopuszczalnych przepustowosci kanatow sieci 2. poziomu
1 kosztow ich dzierzawy,
e macierz nat¢zen wprowadzanych z zewnatrz,
e dopuszczalny koszt budowy sieci;
minimalizowac: . o . i g i . .
e liniowa kombinacj¢ Sredniego opdznienia pakietu w sieci i kosztu
budowy sieci;
wzgledem:

e rozmieszczenia bram w sieciach 1. poziomu,
e przepustowosci kanatéw w sieci 2. Poziomu,

e przeplywu wielosktadnikowego;

pray ograniczeniach: przeptyw wieloskladnikowy realizuje macierz wprowadzanych

z zewnatrz natgzen,

e sumaryczny przeptyw w kazdym z kanaléw nie przekracza jego
przepustowosci,

e suma kosztow dzierzawy kanatow nie przekracza zatozonego

budzetu na budowe sieci.

We wszystkich przedstawionych powyzej problemach nalezy, dla kilku istniejacych
rozleglych sieci komputerowych o ustalonej strukturze i przepustowosciach kanatdw,
zaprojektowac sie¢ nadrzedna taczaca te sieci. W tym celu nalezy wyznaczy¢ rozmieszczenie
bram w istniejacych sieciach (1. poziomu), przepustowosci kanalow sieci 2. poziomu

(zaktadamy, ze liczba bram do umieszczenia w sieciach 1. poziomu oraz struktura sieci
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2. poziomu jest znana) oraz wyznaczy¢ reguly doboru tras reprezentowane przez przeptyw
wielosktadnikowy w sieci. Zadanie to nalezy rozwiaza¢ tak, by minimalizowa¢ wartos$¢
wybranego kryterium. Poszczegdlne problemy rozwazane w pracy réznig si¢ kryterium
optymalizacyjnym oraz przyjetymi ograniczeniami.

Ztozonos¢ obliczeniowa algorytmu definiowana jest jako funkcja gléwnych parametrow
rozwigzywanego problemu. Do okreslenia ztozonos$ci obliczeniowej korzysta si¢ z notacji
. Wielkiego O”. Moéwige, ze algorytm ma zlozonos$¢ obliczeniowa O(n2 rozumiemy, ze
istnieje taka stata @, ze funkcja an’ jest gornym oszacowaniem czasu obliczen bedacego
funkcja n. Algorytm, ktérego zlozono$¢ obliczeniowa jest ograniczona przez wielomian
zmiennej n, tj. algorytm o zlozonosci O(n"), nazywamy algorytmem wielomianowym.
Problemy, ktore mozna rozwigza¢ korzystajac z algorytmoéw wielomianowych tworza klasg P.
Ponadto istnieje klasa problemow, nazywanych NP-zupelnymi, ktére charakteryzuja si¢
dwiema cechami:

e nie jest znany algorytm wielomianowy do ich rozwiazania

e jezeli zostanie poznany algorytm wielomianowy dla dowolnego problemu

NP-zupelnego to bedzie mozna otrzymaé algorytmy wielomianowe dla wszystkich
probleméw NP-zupelnych.

Jak dotad, nie udato si¢ znalez¢ wielomianowego algorytmu do rozwiazywania problemu
NP-zupetlnego ani tez wykazaé, ze taki algorytm nie istnieje [91]. Rozwazania na temat
ztozonosci obliczeniowej oraz wiele dowodéw NP-zupelnosci probleméw mozna znalezé w
pracy [72].

Do klasy probleméw NP-zupelnych nalezy problem wyznaczania przeplywow i
przepustowosci kanatow z dyskretng funkcja kosztu [23, 49]. Mozna zauwazy¢, ze zadanie
GLCFA, kiedy pominiemy wybdr rozmieszczenia bram, sprowadza si¢ do problemu
jednoczesnego wyznaczania przeplywow i przepustowosci kanalow z dyskretng funkcja
kosztu. Problem GLCFA jest wigc problemem ogolniejszym od problemu CFA, ktory nalezy
do klasy probleméw NP-zupelnych, zatem GLCFA réwniez nalezy do klasy probleméw
NP-zupelnych.

Poniewaz rozwazane w pracy problemy sa NP-zupelne, uzasadnione jest stosowanie
metody podziatu i oszacowan (branch and bound), ktorej szerszy opis mozna znalezé w
pracach [7, 31, 45, 60, 87, 93]. Metoda podzialu i oszacowan jest czgsto stosowana do
znajdowania optymalnych rozwigzan probleméw optymalizacji struktury rozlegtych sieci
komputerowych [48, 76]. Rozwiazania dokladne moga stuzy¢ do oceny rozwigzan
przyblizonych uzyskiwanych za pomoca, charakteryzujacych si¢ mniejszym kosztem
obliczen, algorytmow heurystycznych, moga zatem shuzy¢ do weryfikacji przydatnosci
algorytméw heurystycznych do rozwiazywania probleméw bedacych przedmiotem rozwazan
niniejszej pracy. Na podstawie okreslonych w tym rozdziale celow mozemy postawic

nastepujaca tezg rozprawy doktorskiej:
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Istniejq algorytmy dokladne oparte na metodzie podzialu i oszacowan, nadajqce si¢ do
wyznaczania optymalnych rozwiqzan problemow jednoczesnego wyznaczania rozmieszczenia

bram, przepustowosci kanalow i przeplywow w hierarchicznej sieci rozleglej.

W kolejnych rozdzialach rozprawy przedstawimy algorytmy dokladne, nadajace si¢ do
znalezienia optymalnych rozwiazan przedstawionych probleméw optymalizacyjnych.
Zaprezentujemy réwniez wyniki eksperymentow obliczeniowych, przeprowadzonych
z wykorzystaniem opracowanych algorytméw oraz wnioski dotyczace wlasnosci

rozwazanych problemow.
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2. Model hierarchicznej rozlegtej sieci komputerowej

W rozdziale tym zaprezentujemy model hierarchicznej rozleglej sieci komputerowej
skonstruowany w oparciu o teori¢ grafow. Omowimy zwiazek pomigdzy rzeczywisty siecig
komputerowg a jej modelem oraz oznaczenia dotyczace rozmieszczenia bram w sieciach.

Hierarchiczna rozlegta sie¢ komputerowa reprezentowana bedzie przez sie¢ S = <G;c,d>,

gdzie G = <N ,L> jest grafem wilasciwym, N oznacza zbidr weztow, L oznacza zbiodr tukow,

¢ oznacza funkcje przepustowosci tukow ze zbioru L, natomiast d oznacza funkcj¢ kosztow
dzierzawy tukow ze zbioru L. Rozwazana jest dwupoziomowa sie¢ hierarchiczna, na ktora
sklada sie K sieci 1. poziomu oraz jedna sie¢ 2. poziomu, ktdéra faczy sieci 1. poziomu.
Kazda z sieci 1. poziomu jest reprezentowana przez sieé¢ S| = <G1’ ;c,d> , gdzie odpowiednio
G| :<N]',L/,>, I=1...,K. N — zbiér weztéw sieci S|, L, — zbior tukéw sieci S|. Zaden
wezet ani tuk nie moze naleze¢ do dwéch sieci 1. poziomu, wigc zbiory N/ i L [=1,....K sa
roztaczne. Kazdy wezet sieci S, [ =1,...,K odpowiada weztowi sieci komputerowej, liczba

wezlow sieci S| oznaczona jest przez n| :‘N,'l. Przez n oznaczana bedzie liczba wszystkich

k
weztow sieci 1. poziomu: n:Zn{ . Sie¢ komunikacyjna 2. poziomu jest reprezentowana
=1

przez sie¢ S, =<G2;c,d>, gdzie G, = <N2,L2>, N, — zbiér weztdéw sieci 2. poziomu, L, —
zbior tukéw sieci 2. poziomu. Na zbior N, wezlow sieci 2. poziomu skladajg si¢ bramy, czyli
wyrdznione wezly sieci 1. poziomu. Zatem N, C UN L
I=1

Zakladamy, ze wszystkie kanaly w sieci sq kanatami potdupleksowymi, zatem kazdemu
kanalowi sieci komputerowej odpowiada tuk niezorientowany. Struktura sieci 1. poziomu jak
i 2. poziomu sg ustalone. Kazdemu kanalowi 1. poziomu przyporzadkowana jest para weztow
sieci 1. poziomu, natomiast kazdemu kanatowi 2. poziomu przyporzadkowana jest para
weztow 2. poziomu, tj. para bram. Kanalom sieci 2. poziomu, rozmieszczonym pomigdzy
bramami, przypisane zostalty numery od 1 do m, natomiast kanalom sieci 1. poziomu — od
m+1 do p,gdzie p oznacza liczb¢ wszystkich kanalow w sieci rozlegtej. Wszystkie kanaty
sieci 1. Poziomu, w rozwazanej hierarchicznej rozleglej sieci komputerowej, maja ustalone
przepustowosci, natomiast przepustowosci kanaléw sieci 2. poziomu nalezy wyznaczy¢.
Niech ZC' = {cl’ - } i=1,...m oznacza zbi6r przepustowosci dostepnych dla kanatu i
sieci 2. poziomu wyrazonych w bitach/s, gdzie s(i) jest liczba dostepnych przepustowosci dla
i-tego kanatu. Niech zbior ZC' dla kazdego kanatu i bedzie uporzadkowany malejaco, tj.
€ >Cy >0 > Cypyy

Niech wyborowi przepustowosci dla kanatu i odpowiada zmienna x, .

{] jesli dla kanatu i wybrano przepustowos¢ c¢,
X, =

0 W przeciwnym razie.
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s(i)

Zbidr wszystkich zmiennych x, zwiazanych z kanalem 7/ oznaczamy przez X' = U{x,’t }
k=1

Poniewaz kazdemu kanalowi moze zostaé przypisana doktadnie jedna z dostgpnych
przepustowosci, musi by¢ spetniona nastgpujaca zaleznos¢:

s(1)
Yxi=ldla i=l..,m @.1)
k=1

Kanaty sieci 2. poziomu lacza bramy, ktoérych rozmieszczenie nalezy wyznaczy¢. Niech

wyborowi lokalizacji bramy odpowiada przypisanie bramy do wezla sieci 1. poziomu. Zbidr
bram przeznaczonych do umieszczenia w sieci S| oznaczmy przez H'. Niech kazda brama

g ze zbioru H' ma okreslony zbiér potencjalnych lokalizacji, tj. zbiér weztéw, w ktérych
moze by¢ umieszczona. Zbidr ten oznaczymy przez J, . Niech wyborowi lokalizacji bramy g
odpowiada zmienna y¥ .

. {1 jesli brama g zostata umieszczona w wezle a
£ =

W przeciwnym razie

Zbior wszystkich zmiennych y7 zwigzanych z brama g oznaczamy przez Y* = U{y}j’}

ael,
Dla kazdej bramy musi zosta¢ wybrana doktadnie jedna lokalizacja. Zatem kazdej bramie g
musi zosta¢ przyporzadkowany dokfadnie jeden wezet ze zbioru J, . Ograniczenie to mozna
zapisac nastgpujaco:

>yei=1,geH  I=1..K

ael,

(2.2)

W wezle sieci 1. poziomu moze by¢ umieszczona co najwyzej jedna brama. Musi zatem by¢

zachowane nast¢pujace ograniczenie:

D> y¢<l,aeN],1=1..,K

g:aEJX

(2.3)

Niech koszt dzierzawy przepustowosci ¢, dla kanatu i laczacego bramy g, i g,, bedzie
oznaczony przez d, i okreslony nastepujaco:

dy=Y. Y yiyed, 2.4)

GEJHIbEng

W wyrazeniu (2.4) koszt dzierzawy przepustowosci ¢, dla kanatu i zalezy od rozmieszczenia
bram g i g,. Kazdej parze potencjalnych lokalizacji bram <a, b) jest przyporzadkowany
koszt d , ktorego warto$¢ zalezy od odleglosci weztéw a i b . Koszt d, jest rtowny wartosci

d" odpowiadajacej wybranym na lokalizacj¢ bram g i g, wezlom a i b.
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Funkcje przepustowosci i kosztéw dzierzawy kanatow okreslone na zbiorze L sa
zdefiniowane nastgpujaco:

Funkcja przepustowosci c:

s(1)
d=% xic, dla i=1,..,m,
k=1

! 1

¢ =c¢ dla i=m+1,..,p.

Kanaly sieci 1. poziomu i=m+1,..., p maja ustalone przepustowosci. Przepustowosci tych

kanatéw oznaczylismy przez c,,.

Funkcja kosztow dzierzawy d :

s(1)
d’:sz,d,: dla i=1,..,m,
k=1

d =0 dla i=m+1,..., p,

gdzie d, okreslone jest wyrazeniem (2.4).

W rozdziale 1.3.1 zatozyliSmy, ze koszt budowy jednostki przepustowosci kanalu maleje
lub pozostaje staly ze wzrostem przepustowosci tego kanatu. W zwigzku z tym przyjeliSmy
nastepujace zatozenie o funkcjach ¢ oraz d : Dla kazdego z kanalow elementy zbiorow ZC' sa

uporzadkowane wedlug malejacych przepustowosci, zatem dla

1

G o, o (2.5)

dla kazdego rozmieszczenia bram zachodzi

d d dy,
e (2.6)
G G Csi)

Niech )A(,. bedzie pewna permutacjg wszystkich zmiennych x,, k=1,....s(i), i=1.., m,
spelniajacych warunek (2.1) za$ )7, pewna permutacjq wszystkich zmiennych y#,
g=1..H ae J,, I=1,...K spelniajacych warunki (2.2) oraz (2.3). Niech X, ¥, beda

zbiorami tych zmiennych, ktore sa réwne jednosci odpowiednio w zbiorach X, i Y, . Para

zbioréw (X Y, ) w sposob jednoznaczny wyznacza wybdr rozmieszczenia bram w sieciach

r
1. poziomu oraz wybdr przepustowosci kanalow w sieci 2. poziomu. Taka para zbiorow
(X Y ) bedzie nazywana reprezentacja. Przez R, natomiast zostanie oznaczona rodzina

wszystkich takich reprezentacji.
Podsumowujac sformutowany model hierarchicznej sieci rozleglej oraz uwzgledniajac
informacje zawarte w literaturze [49], [56], mozna okresli¢ kolejne zwiazki pomiedzy

modelem sieci S a rzeczywista siecig hierarchiczna:
e kazda reprezentacja (X " 4 ) okresla jednoznacznie pewne rozmieszczenie bram

r

w sieciach 1. poziomu oraz przepustowosci kanatow sieci 2. poziomu.
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przeptyw wieloskladnikowy w sieci S odpowiada przeptywowi pakietow
w hierarchicznej sieci WAN z rozmieszczeniem bram ustalonym przez Y, oraz

przepustowosciami kanatéw sieci 2. poziomu ustalonymi przez X,

przeptyw pakietow migdzy wezlami nalezacymi do tej samej sieci wykorzystuje
tylko trasy tworzone wewnatrz danej sieci.

przeptyw pakietow migdzy weztami nalezacymi do réznych sieci 1. poziomu, jest
przesytany od wezta Zréodlowego do bramy umieszczonej w sieci nadawcy,
nastgpnie siecig 2. poziomu do bramy umieszczonej w sieci odbiorcy, a nast¢pnie tg

siecig przesylany do wezta przeznaczenia.
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3. Problem GLCFA ze sSrednim opo6znieniem pakietu w sieci
jako kryterium

W rozdziale tym zostanie przedstawiony problem wyznaczania rozmieszczenia bram
w sieciach 1. poziomu, przeptywéw oraz przepustowosci kanaléw sieci 2. poziomu, ktore
minimalizuja $rednie opdznienie pakietu w sieci hierarchicznej przy ograniczeniu na koszt
budowy sieci. W kolejnych punktach przedstawione zostang: sformutowanie problemu,
algorytm doktadny oraz algorytm heurystyczny do rozwigzywania rozwazanego problemu

oraz rezultaty eksperymentéw komputerowych ilustrujace wlasnosci rozwazanego problemu.

3.1. Sformutowanie problemu

Niech dane bedzie struktura sieci 1. poziomu, czyli rozmieszczenie weztow 1 kanatow
w tych sieciach oraz przepustowosci kanalow sieci 1. poziomu. Dane beda rowniez zbiory
potencjalnych lokalizacji bram w sieciach 1. poziomu, (tj. ustalone sa zbiory wezlow sieci
1. poziomu, w ktérych moga by¢ umieszczone poszczegoélne bramy), rozmieszezenie kanatow
w sieci 2. poziomu a takze zbiory dostepnych przepustowosci dla tych kanatow. Zakladamy
réwniez, ze znana jest macierz wprowadzanych z zewnatrz natezen, tj. wymagania dotyczace
$rednich przeplywdw pomiedzy weztami tej samej sieci 1. poziomu oraz pomigdzy wezlami
réznych sieci 1. poziomu.

Rozwazane zadanie polega na znalezieniu takiej reprezentacji (X ,.,Y,_)e R, 1 zwigzanego
z nig przeplywu wieloskladnikowego /', dla ktérych wartos$¢ Sredniego opdznienia pakietow
w sieci osiggnie minimum, a koszt dzierzawy tukéw sieci 2. poziomu okreslonych przez
(X Y ) nie przekroczy budzetu B. Warto$¢ S$redniego opoOznienia pakietow w  sieci

r2==0

wyznaczana bedzie nastgpujaco:

o1 f, %
T\X,,Y, )=min— = e 3.
( s ) 1 }/ ;c "f;- /E%:[‘IC _f, (J 1)

dla przeplywu f spelniajacego ograniczenia (1.1 = 1.4).
Zatem zadanie wyznaczania lokalizacji bram, przeplywow, przepustowosci kanatow

i struktury hierarchicznej sieci rozlegtej mozna sformutowac nastepujacej postaci:
min 7(X,.7,) (3.2)

uwzgledniajac, ze
(X..7,)eR, (3.3)

d(X,.Y,)<B (3.4)



Rozdzial 3. Problem GLCFA ze Srednim opozZnieniem pakietu w sieci jako kryterium 30

gdzie B oznacza dopuszczalny koszt budowy sieci 2. poziomu, tj. maksymalny dopuszczalny

miesieczny koszt dzierzawy kanalow tej sieci, oraz

m

d(X,.Y,)=>d".
i=1

jest kosztem dzierzawy kanaloéw sieci 2. poziomu o przepustowosciach ustalonych przez X,

i rozmieszczeniu kanatow, determinowanym przez rozmieszczenie bram, ustalonym przez Y, .

3.2. Opis algorytmu

Niech (X " 4 )e R, bedzie rozwigzaniem poczatkowym takim, ze spelniony jest warunek
(3.4) oraz istnieje przeptyw wielosktadnikowy realizujacy macierz R wprowadzanych
z zewnatrz nat¢zen. Zmienne x, oraz y¥, ktore naleza do rozwiazania poczatkowego, czyli
odpowiednio x, € X, i y¥ €Y, sa nazywane zgodnymi. Natomiast pozostate zmienne x, i
»y¥ nazywane sa przeciwnymi.

Czynno$¢ zastgpowania zmiennej zgodnej zmienna przeciwng przez wykonanie
podstawienia x, =0, x} =1, gdzie x, € X, albo przez podstawienie y; =0, y; =1, gdzie
yg eY,, zostanie nazwana zamianga. Zamienia¢ mozna tylko zmienne x, zwiazane z tym
samym kanatlem i, tj. x,,x; €X' lub zmienne y; zwiazane z jedna brama g,
czyli y%,yf eY*. Jako, ze zbiory X, iY, sa zbiorami tych zmiennych, ktére sa réwne
jednosci, czynnos¢ zamiany mozna potraktowa¢ jako jednoczesne usunigcie z reprezentacji
zmiennej zgodnej i dodanie zmiennej do niej przeciwnej. Czynnos$¢ taka zapisuje sig¢
odpowiednio (X , —(x,: })u (x’,} oraz (Yr - {yf })u (y,’j’ } :

Dziatanie algorytmu polega na generowaniu i sprawdzaniu kolejnych reprezentacji
(X Y ) i odpowiadajacych im sieci S,. Proces ten mozna przedstawi¢ za pomoca drzewa

r

rozwiazan, w ktorym wierzcholki odpowiadaja reprezentacjom (X ,A,Y,‘) natomiast tuki
odpowiadajg parom reprezentacji {(X LYY _\,,Ys)} , takich Zze reprezentacja (X ,Y,) zostala

otrzymana z reprezentacji (X Y ) przez zamiang jednej zmiennej zgodne] na zmienng

przeciwna. Kazdy wierzchotek, poza wierzchotkiem odpowiadajacym reprezentacji (X ™ ),

ma dokladnie jednego poprzednika oraz moze mie¢ wigcej niz jednego nastepnika.

Wierzchotek odpowiadajacy reprezentacji (X gy ) nazywamy korzeniem drzewa rozwiazan.
Nowa reprezentacje (X.Y,) uzyskuje si¢ z reprezentacji (X,.,Y,) przez wybér pewnej

zmiennej zgodnej ze zbioru X, lub ze zbioru Y, oraz zmiennej przeciwnej, na ktéra wybrang

zmienng nalezy zamieni¢. Czynno$¢ ta jest realizowana za pomoca regut podziatu, na ktore
sktadajq si¢ operacja wyboru i operacja regulacji:
e Operacja wyboru jest stosowana do wyboru zmiennych do zamiany, jesli dla
reprezentacji (X ,.,Y,_) jest spetniony warunek ograniczenia kosztu budowy sieci (3.4),



Rozdzial 3. Problem GLCFA ze Srednim opozZnieniem pakietu w sieci jako kryterium 31

e Operacja regulacji jest stosowana w przypadku, gdy ograniczenie (3.4) nie jest

zachowane.

Za pomoca regul podzialu dokonujemy wyboru zmiennych do zamiany na postawie
kryterium lokalnej optymalizacji. Dodatkowo dla kazdej reprezentacji (X ,.,Yr) sprawdzane
jest, czy jest mozliwe wygenerowanie z niej nastgpnika, dla ktorego wartos¢ funkcji
kryterialnej bedzie mniejsza od najmniejszej dotychczas znalezionej wartosci. W tym celu
wyznaczane jest dolne oszacowanie funkcji kryterialnej. Jezeli wartos¢ dolnego oszacowania
jest wigksza od najmniejszej dotad znalezionej wartosci funkcji kryterialnej, to biezaca
reprezentacja (X ,,Y,) jest odrzucana i nastgpuje cofanie si¢ do jej poprzednika.

Kazda reprezentacja moze wystapi¢ w drzewie rozwigzan tylko jeden raz. Aby to
zapewni¢, zmienne biorace udzial w generowaniu kolejnych reprezentacji sa oznaczane.
Zmienna przeciwna dodana do reprezentacji (X o K) w wyniku operacji wyboru lub operacji
regulacji zostaje oznaczona jako ustalona chwilowo. Zmienna oznaczona w ten sposob nie
moze zosta¢ usuni¢eta z zadnej reprezentacji bedacej nastgpnikiem reprezentacji (X .qu)- Jeslhi
reprezentacja (X ,Y,) jest odrzucana i nastepuje cofanie si¢ do reprezentacji (X,.Y,) po
pewnej zmiennej przeciwnej, to zmienna ta jest usuwana z reprezentacji i oznaczana jest jako
ustalona tymczasowo. Zmienna taka nie moze zosta¢ ponownie dodana do reprezentacji
(X ,,,Y,,) ani do zadnej reprezentacji bedacej jej nastgpnikiem. Jesli wszystkie zmienne
przeciwne do pewnej zmiennej zgodnej zostaly ustalone tymczasowo, to zmienna taka nie

moze juz zosta¢ zamieniona i zostaje oznaczona jako ustalona trwale.
Dla kazdej reprezentacji (X ,,,Y,,) zostaje okreslony zbiér zmiennych ustalonych chwilowo

lub trwale F, < (X,.Y,) oraz zbiér zmiennych ustalonych tymczasowo F'. Zmienne
ustalone chwilowo w zbiorze F,, to zmienne przeciwne dodane do reprezentacji (x ,,Y,_) w
drodze od korzenia do wierzchotka, odpowiadajacego reprezentacji (X ,.,Y,,) w drzewie

rozwiazan. Zmienne ustalone trwale w zbiorze F, to zmienne zgodne, dla ktérych wszystkie

zmienne przeciwne do nich wystapily juz w drzewie rozwiazan, tj. zostaly dodane do

reprezentacji w wyniku operacji wyboru lub regulacji i nastgpnie usunigte z niej przez cofanie
sie. Zadna zmienna ze zboru F, nie moze by¢ zamieniona w zadnym nastgpniku reprezentacji
(X ,,Y,). Zmienne ustalone tymczasowo ze zbioru F! to zmienne przeciwne, ktore byly juz
dodane do reprezentacji i usunigte przez cofanie si¢ do reprezentacji nalezacej do drogi od
korzenia drzewa rozwigzan do wierzchotka odpowiadajacego reprezentacji biezacej a
zmienne zgodne to tych zmiennych przeciwnych nie zostaly jeszcze ustalone trwale.
Algorytm konczy dziatanie, gdy nalezy cofna¢ si¢ od korzenia drzewa rozwigzan, tj. od
reprezentacji (X,,7;).

Aby zilustrowac¢ sposéb dziatania przedstawionego algorytmu oraz zasady umieszczania
zmiennych w zbiorach F, oraz F podczas tworzenia drzewa rozwigzan, omowiony zostanie
przyklad rozwigzania problemu rozmieszczenia bram oraz przepustowosci kanatéw dla

prostej sieci.
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Przyklad

Niech zadanie polega na wyznaczeniu rozmieszczenia dwoch bram oraz przepustowosci
kanatu lgczacego te bramy. Niech zbiory weztow, w ktérych mozna umies$ci¢ bramy sa
nastepujace: J, ={1,3,4}, J,={56}, stad ¥'= {y,',y;,yl }, Y= {ysz,y62 }, a kanatowi
mozna przypisaé jedna z przepustowosci ze zbioru ZC'= {cl',c;, &, €, }, stad
X = {xl',x;,x;, X, } Niech rozwiazaniem poczatkowym bedzie (X.Y;)= ({xl },{ Y, y: })

[lustracj¢ rozwiazania poczatkowego oraz interpretacj¢ zbioréw J, dla tego zadania

przedstawia rysunek 3.1.

1
g =l
I =27 & 2__1
/// L ys =
P y x, =1 p \\Jz
, \
" ® " ' ‘
/ | \\

L :
\

1 \ ]
. @ ® |
\ \\ /

\ /

Rys. 3.1. Rozwigzanie poczatkowe dla rozwazanej sieci

Proces tworzenia drzewa rozwigzan przedstawionego na rys. 3.2 zaprezentujemy w postaci
listy kolejnych operacji wykonywanych przez algorytm. Symbolem .+ 0znaczymy operacje
generowania nowej reprezentacji za pomoca regul podziatu. I tak .1 d 2” oznacza, ze
reprezentacja 2:(X 2,Y2) jest nastepnikiem 1:(X an)~ Symbolem ,,T” oznaczymy operacje

cofania. Dla kazdej operacji przedstawiony jest stan po jej wykonaniu w postaci reprezentacji
oraz zbioréw F, i F.
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148 (X, 4)=({x bivt02)) . R={r1, F ={x, 7}
819 (n.p)=(xilnxi). B=lux}.  B={x]
918 (1) == iy 02 ). R={hyi), F ={x.}}
871 .n)=(x bz ). R=Ui}. F={x'}
1110 (Xm,Ym)z({x; },{y,',y(f }) . Fo ={yll’y62 } > Fo ={x1] }
0t n)=0=t). =0l E={]

1 T koniec

Analiza fragmentu przedstawionego przyktadu pozwoli lepiej zrozumie¢ dzialanie
algorytmu. Niech 7" oznacza najmniejsza dotychczas znaleziona wartos¢ funkcji kryterialnej
T . Poczatkowo zbiory zmiennych ustalonych chwilowo i trwale oraz tymczasowo sg puste,
F, =@, F' =@, anajlepszym rozwiazaniem jest 7" =T(X,,Y;). Niech dolne oszacowanie
dla reprezentacji (X 1,Y,) jest mniejsze od T~ i reprezentacja (X l,Y]) spelnia ograniczenia na
budzet (3.4), wigc zmienna do zamiany wybierana jest w wyniku operacji wyboru. Dla
uproszczenia zapisu wierzcholki drzewa rozwiazan beda nazywane wierzchotkami oraz
zostalo zalozone, ze kolejne generowane reprezentacje speiniaja warunek (3.4) i jesli nie
zostalo zaznaczone inaczej, dolne oszacowanie jest mniejsze od aktualnego 7. Podczas
generowania reprezentacji 2, 3 oraz 4, kolejne zmienne przeciwne, na ktére zamieniane sa

zmienne zgodne, odznaczane sg jako ustalone chwilowo, tj. dodawane sa kolejno do zbiorow
F.. W wierzchotku 4 Zadna zmienna nie moze zosta¢ zamieniona, gdyz wszystkie zmienne

Z (X 4,)’4) wystepuja w zbiorze F,. Podczas operacji cofania do wierzchotka 3 zmienna y,

zostaje ustalona tymczasowo, tj. dodana do zbioru F =F3’u{ Ve } Jako, ze wszystkie
zmienne przeciwne do zmiennej y; znajduja si¢ w zbiorze F), zmienna y. zostaje ustalona
trwale w wezle 3, tj. F; =F] u{ y: }, a wszystkie zmienne przeciwne do zmiennej y; sa
usuwane ze zbioru F, ,tj. F| = F} -Y* =& . W wierzchotku 3 znéw zadna zmienna nie moze
zostaé zamieniona, gdyz wszystkie zmienne naleza do F;. Zostaje wykonane cofanie do
wierzcholka 2, zmienna x| zostaje oznaczona jako ustalona tymczasowo w wierzchotku 2,
czyli F; =F, \v {xll } Kolejny nastgpnik reprezentacji (X 2,Yz), reprezentacja (X 5,)’5), moze
zosta¢ wygenerowany wylacznie przez zamiang zmiennej y; . Wynika to stad, ze y e F, ,
zatem zmienna Y} nie moze by¢ zamieniona, natomiast zmienne x; i x} , na ktére mozna by
zamieni¢ zmienna zgodna x) , odpowiadaja mniejszym od biezacej przepustowosciom
kanatu, wigc nie moga by¢ uzyte woperacji wyboru. Z wierzchotka5 nie mozna
wygenerowa¢ nastepnika, gdyz podobnie jak w wierzchotku 2, zmiennej zgodnej x) nie
mozna zamieni¢ na zmienng odpowiadajaca mniejszej przepustowosci kanalu. Zostaje

wykonane cofanie do wierzchotka 2 i dalej do wierzcholka 1. Podczas operacji cofania do
wierzchotka 1 zostaje ustalona tymczasowo zmienna y; , tj. F'=F/ u{ i } Mozna

zauwazy¢, ze zmienna y, nie moze juz zosta¢ wykorzystana do wygenerowania zadnego

nowego wierzcholka. Opis procesu generowania wierzchotkow 6 — 9 zostanie pominigty.
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Podczas operacji ,.8 T 17 zmienna, po ktorej nastgpuje cofanie y, zostaje oznaczona jako
ustalona tymczasowo, tj. F' =F/ u{ Vi } Po tej operacji w zbiorze F' = {x,‘, Vi Vs }
znajduja sie wszystkie zmienne przeciwne do zmiennej y, . Zmienna ta nie moze juz zostaé
zamieniona, wigc zostaje ustalona trwale, tj. F, = F; U { i } a wszystkie zmienne przeciwne
do zmiennej y, sa usuwane ze zbioru F, 4. ' =F -Y'= {x,' } Operacje ..1 ¥ 10” oraz
,10 T 17 sa przeprowadzone w ten sam sposob jak para operacji ,,2 457 oraz .5 T 2”. Po
operacji cofania ,,10 T 1” nie ma juz mozliwosci wygenerowania nowej reprezentacji, gdyz
zmienne y| i y? sa ustalone trwale, natomiast zmienna x, moglaby by¢ zamieniona
jedynie na zmienne odpowiadajace mniejszym przepustowosciom kanatu. Nalezy zatem

wykona¢ cofanie od wierzchotka 1, czyli algorytm konczy dziatanie.

(x,.1)
=0 7
i})‘:l x§=0 y; =0
A=1] n=0 yi=1
vy =1
(X6’Yf>) (st’Y;;) (XIO’YIO)
»n= yi=0
)’l: Ve =
(X7’}/7) (X()a)/;)
¥;=0
Ye =
(X,.Y,)

Rys. 3.2. Drzewo rozwiazan dla rozwazanego przyktadu
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3.3. Dolne oszacowanie

W punkcie tym zostanie zaprezentowany sposob wyznaczenia dolnego oszacowania LB,
wartosci $redniego opoznienia pakietu dla reprezentacji (X,,Y,) i kazdego nastepnika
(X . Y_\_) mozliwego do wygenerowania z reprezentacji (X " )

Dolne oszacowanie mozna uzyska¢ poprzez rozluznienie pewnych ograniczen w problemie
(3.2 = 3.4). Rozluznione zostang ograniczenie (2.1) zwigzane z wyborem przepustowosci
kanaléw ze zbioréw ZC' oraz ograniczenia (2.2) i (2.3) zwiazane z wyborem lokalizacji
bram. Ograniczenie (2.1) rozluzniamy, dopuszczajac by przepustowosci kanatow
przyjmowaly wartosci spoza zbioréw dopuszczalnych przepustowosci ZC'. Przy
uwzglednieniu zatozen (2.5) i (2.6) o funkcjach ¢ i d, dla kazdego kanalu i, dla ktérego zadna
ze zmiennych x, nie zostala ustalona chwilowo lub trwale, tj. X' N F, =, mozna dyskretng
zalezno$¢ kosztu dzierzawy tuku od jego przepustowosci ograniczy¢ od dotu funkcja liniowa.
Zmienne dyskretne ze zbioru X' dotyczace wyboru przepustowosci kanatu i zostajg
zastgpione zmienng X', ktéora moze przyjmowa¢ dowolne wartosci z przedziatu (0,1].
Zmienna X' okresla jaka czg¢$¢ maksymalnej dostepnej przepustowosci zostanie przypisana
kanatowi i. Niech zbior wszystkich zmiennych X' bedzie oznaczony przez XW i okreslony

- )

iX'NF,=0

nastgpujaco:

Ograniczenia (2.2) i (2.3) sa rozluzniane w taki sposob, ze kazda brama g, dla ktorej
zadna ze zmiennych y¥ nie zostala ustalona chwilowo lub trwale, tj. Y* N F, =O, jest

umieszczana jednoczes$nie we wszystkich weztach aeJ,, takich ze y! & F, . Jednoczesne

umieszczenie bramy w kilku wezlach odpowiada zwigkszeniu liczby bram w sieci
1. poziomu. Zwigkszenie ilosci bram w sieci l.poziomu powoduje zmniejszenie ruchu
pakietow w sieci 1. poziomu i tym samym zmniejszenie sredniego opdznienia pakietu w tej
sieci. Od rozmieszczenia bram w sieciach 1. poziomu zalezy rozmieszczenie i diugosé
kanatow sieci 2. poziomu, wigc 1 koszt ich dzierzawy. Aby oszacowa¢ od dotu koszt kanatow
sieci 2. poziomu, nalezy oszacowa¢ od dotu dlugos¢ kazdego kanatlu uwzgledniajac
rozluznione ograniczenia (2.2) 1 (2.3). Dolnym oszacowaniem diugosci kanatu laczacego
bramy g, i g, jest najmniejsza odleglos¢ pomigdzy weztami aeJ, -F'ibeJ 4 -F,
w ktorych bramy moga by¢ rozmieszczone. Rozwigzanie problemu optymalizacyjnego
(3.2 + 3.4) z uwzglednieniem rozluznienia ograniczen (2.1 + 2.3), z uwzglednieniem liniowej
zaleznosci  kosztu od przepustowosci kanaléw, oraz z uwzglednieniem kanatow
o przepustowosciach ustalonych przez zmienne ze zbioru F., jest zatem dolnym

oszacowaniem wartosci (X ,Y,).



Rozdzial 3. Problem GLCFA ze Srednim opdznieniem pakietu w sieci jako kryterium 36

W celu sformutowania i rozwigzania takiego problemu utwérzmy zmodyfikowang siec¢
3’,. =<(_}—,_;E;c7> okreslona w nastepujacy sposéb: G, =<NUNG,LULG> jest unigrafem,

w ktérym:
e NG jest zbiorem sztucznych weztow, takich ze kazdej bramie g, odpowiada sztuczny

wezel n+ g,
e Luki ze zbioru L, lacza sztuczne wezty ze zbioru NG,

e LG jest zbiorem sztucznych tukow takich, ze dla kazdej bramy g, dla ktorej zadna ze
zmiennych y# nie zostala ustalona chwilowo lub trwale, tj. Y' N F, =& dodawane sa
sztuczne kanaly taczace sztuczny wezel reprezentujacy brame ze wszystkimi weztami
bedacymi mozliwymi do wyboru lokalizacjami bramy.

Luki ze zbioru LG sa okreslone nastgpujaco:

o dlaaeJ, jesli y¥ eF, dodawany jest luk niezorientowany (a.n+g)

o dlaaeJ, jesli y; €Y, —F, dodawane sg tuki niezorientowane <b,n + g> dla kazdego
beJ,, takiego ze y; & F, .

Niech zbior zmiennych y#, takich ze w sieci L§,‘ zostat dodany tuk <a,n+ g> , zostanie

oznaczony przez YW .

® itz 2 S,

® yeF, N

O yfer-F / . /1 \\

— // //\\ //,_/_Jl‘\,/’__\__\\
o T L S o v -
-7 O . \ \ﬁ\\ = P / =
LS % /d)\ g\(/Sfo/ l| -
14 S )
e © o &0 e Ly o,
5T T T gt T i
Rys. 3.3 Struktura sieci S’,.
Funkcje ¢ i d zdefiniowane sa nastepujaco:
dlai:x, e Fud: c¢'=c, d =0,
dlai:x'e XW ¢ =c %, d=d,.C=d . c. X,
dlaie LG ¢' =0, d' =0,
gdzie d]. = min (a’,ﬁ / c,’() jest minimalnym kosztem jednostki przepustowosci tuku 7, przy
ik xeX'-F,

czym d; = min d jest minimalnym kosztem luku i, o przepustowosci ¢, , laczacego

abyst yitelW
bramy g, i g,; ¢, = max ¢, jest najwigksza przepustowoscia z dostepnych w zbiorze

xpeX'-F!

ZC', z pominigciem przepustowosci odpowiadajacych zmiennym ustalonym tymczasowo.
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Dla tak skonstruowanej sieci S’, dolne oszacowanie wartosci 7'(X_,Y,) dla dowolnego

nastgpnika S, mozliwego do wygenerowania z sieci S, mozna uzyskal przez rozwigzanie

nastgpujacego problemu optymalizacji przeptywu wielosktadnikowego 1 przepustowosci tukow
wS,:

min
¥

U /i /,
y »;wf’c!;m—f +Z; ¢ - + Z e~ f (3.5)

ie II
I=1

uwzgledniajac ograniczenia (1.1 = 1.4) oraz

| k (3.6)
f, <c¢' dlakazdego i:x, € F, oraz i JI|
=1
f,<cl ¥ dlakazdego i:X' € XW (3.7
D dniaCr® < B, (3:8)
ix'eXW
x' <1 dlakazdego x' € XW (3.9)

gdzie B, =B-d(F,), d(F.)= Y.d".

ix, ek,

Funkcja w zalezno$ci (3.5) nie jest wypukta ze wzgledu na zmienne f oraz X', zatem

znalezienie globalnego minimum dla problemu (3.5 + 3.8), (1.1 + 1.4) jest zadaniem trudnym.
Zamiast znajdowac¢ globalne minimum, mozna funkcj¢ z zaleznosci (3.5) oszacowac od dotu
przez funkcje wypukla. W kolejnych punktach zostang przedstawione dwa rézne sposoby

tego oszacowania, z ktorych wynikaja dwa dolne oszacowania.

3.3.1. Dolne oszacowanie LB,

Problem (3.5 +3.8), (1.1 = 1.4) mozna rozwiaza¢ najpierw wzgledem zmiennych x' dla
kazdego i:x' e XW, przyjmujac ze zmienne [ sa ustalone, a nast¢pnie wzglgdem J s
korzystajac zrozwigzania wzgledem Xx'. Do rozwigzania tego problemu wzgledem
zmiennych X' mozna skorzysta¢ zwarunkéw Kuhna-Tuckera [28], [64] dla zadan
optymalizacyjnych z ograniczeniami nierownosciowymi. Warunki konieczne optymalnosci

Kuhna-Tuckera dla tego problemu przedstawiaja si¢ nastepujaco:

_ S g o 4 g =0 dlakazdego i: ¥ € XW (3.10)
Hew® =1 |

[ D inCran X' = J=0 (3.11)

ix'eXW
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(f el )=O dla kazdego i: X' € XW (3.12)

m ax

Wartosci mnoznikoéw A4, wynikaja z zaleznosci (3.12). Dla A, >0 zachodziloby
f,—=x'c =0, co po wstawieniu do réwnania (3.10) daje lewa strong¢ réwnania (3.10) réwna
—  stad dla kazdego i:x' € XW A, =0. W zaleznosci (3.11) rowniez nalezy rozpatrzy¢

2

dwa przypadki, gdy A=0 lub A>0. Po podstawieniu A=0 do réwnania (3.10) 1
uwzglednieniu 4, =0 roéwnanie (3.10) jest speilnione tylko w przypadku zerowych

przeptywow, tj. przy f, =0 dla kazdego i:x' € XW . Pozostaje zbada¢ przypadek, gdy 4 >0.

Z réwnania (3.10) wyznaczymy X' w zaleznosci od A

_ f
X = |[——————— +f
yad?, (e ) (3.13)

Po podstawieniu zaleznosci (3.13) do rownania (3.11) (z uwzglednieniem A > 0) otrzymamy:

z dmm mﬁ\[ __%+ﬁ]_3r:0 (314)

iF e XW yAd" (

min

stad mozna wyprowadzi¢ zalezno$¢ na A :

(XNt |
- ix'e XW
7| B - Sdicf (3:13)

ix'e XW

A=

Po podstawieniu (3.15) do zaleznosci (3.13) otrzymamy wyrazenie na X':

Jr Jr
B - dem maxf/
f’ f Jx eXw

min Cnm\ Z \ dnllrm (316)

Jx'eXw

Uwzgledniajac powyzsza zaleznos¢ w funkcji (3.5) otrzymujemy nastgpujacy problem

optymalizacyjny:
1 [.ﬂz\w\/ dr,r'l.in /; J f f
i a A Ty Yy (3.17)

i eXW el Js

przy uwzglednieniu ograniczen (1.1 + 1.4), (3.6) oraz ograniczenia

> [, <B, (3.18)

min ma\
ix'eXw

Pierwszy sktadnik sumy (3.17) jest funkcja quasi-wklesta [30], drugi natomiast funkcja
wypukla ze wzgledu na f. Szacujemy wigc od dotu pierwszy sktadnik sumy (3.17) przez
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funkcje wypukta mnozac poszczegoélne skladniki sumy wliczniku przez 4/ f, /c;:ax <1.

Wowczas otrzymujemy nastgpujaca funkcje:

A 1 [1 ?;\'W clmx ] f f
T/ =— + > = + >y

r i
}/ B - zdmm ma‘< ixgel, C /C‘ _./;

K
ix'eXW lEng

(3.19)

Jest ona funkcja wypukla i szacuje od dotu funkcje (3.17) dla kazdego f spelniajacego
ograniczenia (1.1 + 1.4), (3.6), (3.18). Zatem rozwiazanie problemu

— 1 4
LB, =minf, (3.20)

przy uwzglednieniu ograniczen (1.1 + 1.4), (3.6), (3.18) jest dolnym oszacowaniem wartosci
sredniego opodznienia dla sieci S, oraz wszystkich jej nastgpnikow.

3.3.2. Dolne oszacowanie LB,;

Latwo zauwazy¢, ze funkcja (3.5) jest funkcja malejacg ze wzgledu na zmienne x'. Dla

=i _ar

kazdego i:X' € XW zachodzi ¢ —f =X'c —f >0, poniewaz X' przyjmuje wartosci

z przedziatu (0,1] oraz  musi  by¢ speinione ograniczenie  (3.7),  stad
/( ma‘(_f)< f/( el - ;) dla kazdego i:X € XW. Zatem funkcje (3.5) mozna

oszacowaé od dotu przyjmujac X' =1 dla kazdego i:x' € XW . Uzyskana w ten sposdb

funkcja

TP =

1 ; / f
"y ,zwc,,m—f, +Z; ghf %:Ic'_f, (3.21)

jest wypukla i zalezna jedynie od f . Zatem rozwigzanie problemu

e B
LB, = min T, (3.22)

przy uwzglednieniu ograniczen (1.1 = 1.4), (3.6), (3.7) jest dolnym oszacowaniem wartosci
$redniego opoOznienia dla reprezentacji (X,,Y,) oraz wszystkich jej nastepnikow.

3.3.3. Dolne oszacowanie LB,

W poprzednich punktach przedstawilismy dwie propozycje dolnego oszacowania wartosci
T(X,Y,) dla dowolnego nastgpnika (X ,},) mozliwego do wygenerowania z reprezentacji

(X,.Y,). Przeprowadzono szereg badan numerycznych w celu ustalenia, ktore
z przedstawionych dolnych oszacowan jest lepsze. Jako ze obie funkcje szacuja od dotu
funkcje okreslong wyrazeniem (3.4), za lepsze mozna uznac te oszacowanie, ktorego wartos$¢

jest wigksza. Na rysunkach 3.4 oraz 3.5 przedstawiamy przyktadowe wyniki jakie uzyskano
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dla sieci hierarchicznych ztozonych z dwéch sieci 1. poziomu oraz jednej sieci 2. poziomu.
Przeprowadzono badania dla réznych struktur sieci i réznych ograniczen na budzet sieci.
Zostato wygenerowanych wiele reprezentacji (X,,Y ). Dla kazdej z wygenerowanych
reprezentacji porownana zostata warto$¢ obu dolnych oszacowan.

WprowadZzmy zmienna binarng @, ktéra przyjmuje wartos¢ zalezng od wyniku
poréwnania dolnych oszacowan LB, i LB,, przedstawionych w poprzednich punktach
rozdziatu. Zmienna %' okreslona jest nastepujaco:

i {1 LB, >LB,,

f

0 w przeciwnym razie.

Niech Z, oznacza procentowy stosunek liczby przypadkéw, w ktérych LB, > LB, , do

liczby wszystkich poréwnar:
M

5o

E, =-=—100%,
M

gdzie M jest liczba poréwnan dolnych oszacowan. Analogicznie wyznaczamy Z, , ktory jest
procentowym udziatem przypadkéw, w ktérych LB, 2LB, . Rysunki 3.4 oraz 3.5
przedstawiaja przyktadowe wartoSci E, oraz E, uzyskane dla dwdch réznych sieci

hierarchicznych sktadajacych si¢ z dwodch sieci 1. poziomu i jednej sieci 2. poziomu.
Przedstawione zostaly wartosci E, oraz Z, dla r6znych wartosci budzetu B .

o
=
e

/| L

100% |

m— <4 L4

I

{
|
|
|
|
|
|
|
|

80%

|

|
|

60%

| | d ‘G[Bn‘
| ELBr2
40% o

20%

5100 6490 7880 9270 10660 12050 13440 14830 16220 17610 19000

B

00/0

Rys. 3.4 Przyktadowe wyniki poréwnania dolnych oszacowan LB,, 1 LB,,
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100% ¢~

80%

60%

40%

20%

0%

8200

Rys. 3.5 Przyktadowe wyniki por6wnania dolnych oszacowan LB, i1 LB,

11280 14360

| | | |
1 | .

1 | |

| | |

| | |

i | -

| | |

| | |

| | |

17440 20520 23600 26680

29760

32840

35920

39000

OLBr1
ELBr2

Na rys. 3.4 mozna zauwazy¢, ze =, przyjmuje wartoSci z bardzo szerokiego przedziatu, od
=, =15,2% dla budzetu B=12050 po E, =100% dla budzetu B >17000. Natomiast na rys.
3.5 mozna zaobserwowac, ze dla wszystkich wartosci budzetu zachodzi Z, > &, , jednak tylko

dla budzetu B=8200 i B=39000 =, =100% .

Na podstawie przeprowadzonych badan nie mozna jednoznacznie okresli¢, Kktore

z badanych oszacowan lepiej przybliza warto$¢ funkcji kryterialnej. Wystepuja zarGwno takie
reprezentacje, dla ktérych lepiej funkcj¢ kryterialng przybliza wyrazenie LB,, jak i takie, dla

ktérych blizsze oszacowanie uzyskuje si¢ za pomoca wyrazenia LB, . Dlatego tez w dalszej

czeSci rozdzialu wyznaczane beda oba dolne oszacowania LB, oraz LB,, i1 jako dolne

oszacowanie wartosci

T(X,Y ), dla dowolnego nastgpnika (X Y))

wygenerowania z reprezentacji (X,,Y,), bedzie wybierane wigksze z nich:

LB, = max{LB

rl?

LBI‘Z} ‘

mozliwego do

(3.23)
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3.4. Reguly podziatu

Zadaniem regul podziatu jest wybdr pary zmiennych, zgodnej i przeciwnej, do zamiany
w celu wygenerowania nastepnika (X.Y.) reprezentacji (X,.Y,). Na reguly podziatu

sktadaja si¢ operacje wyboru i regulacji. Wybér, ktéra z tych operacji jest wykonywana
zalezy od tego, czy dla reprezentacji (X ,_,Y,) spetniony jest warunek (3.4), tj. czy nie jest
przekroczony budzet przeznaczony na budowe sieci. W przypadku, gdy warunek (3.4) jest

spetniony wykonywana jest operacja wyboru, w przeciwnym wypadku operacja regulacji.

3.4.1. Operacja wyboru

Operacja ta ma na celu wybdr pary zmiennych: zmiennej zgodnej nalezacej do zbioru X,
lub Y, 1zmiennej do niej przeciwnej do zamiany, takich by wygenerowany w ten sposob
zostal nastepnik z mozliwie najmniejsza wartoscia sredniego opdznienia pakietu. Wybor ten
jest dokonywany na podstawie lokalnego kryterium optymalizacji. W przypadku przelaczania
zmiennej X, na zmienna przeciwng x»’/ zmiana Sredniego opoOZnienia jest oceniana
wykorzystujac wlasnos$¢ przedstawiong w [48].

Niech (X Y _)e R, . Jezeli reprezentacje (X o ) otrzymano z reprezentacji (X ,,,Y,,)

przez wykonz;nif; podstawienia X = (X - {x,'( })u {x’, }.‘oraz ¢\ >f,.to

T(X,,Y)<T(X,,Y,)-Ay (3.24)

AII' :l »/;I' _ .f;l'
g o

za$ f, jest sumarycznym przeplywem w kanale i okreslonym przez wektor f wsieci S, .

gdzie

W przypadku zamiany zmiennych y? zmian¢ Sredniego opoznienia mozna oszacowac

korzystajac z nastgpujacego twierdzenia:
Niech I, oznacza zbiér wszystkich tras prowadzacych od wezla e do wezla b;

7, oznacza k-ta tras¢ od wezla e do wezla b oraz )vfh (i jest zmienng dyskretna okreslajacq

. /1 . k
przynaleznos¢ tuku 7 do trasy 7, ,

ko _
Vep =

| Jeslituk 7 nalezy do trasy rt
{0 W przeciwnym razie

Twierdzenie 3.1. Niech (X,.V )e%®,. Jezeli reprezentacje (X,.Y.) otrzymano

ro=yr

z reprezentacji (X Y ) w nastgpujacy sposob: Y, = (Y,, — {yfj })u {yh‘} oraz X =X, to

) o ¢

T(X,.Y)<T(X,.Y,)-6% (3.25)

RS ab
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gdzie

1 f 1, o e .l
. T(X,,Y)——| > —*=+ = jesli f,s¢" dlaiel,
5;/’ - < Y g:: d —f; iel U%L" 1! ¢ - J(I

\ oo w pozostalych przypadkach

L=Ff-f1+> D,

eeN| % ell,,

k

7k _ My (‘ ) _ k
];'h - ea)> mg, = Zmub >
m

eb zken,,

m, = mip(c, —f+ ) daick,

WET,,

fl jest czescia przeplywu w kanale i odpowiadajaca przeplywowi pomiedzy
wezlami sieci S| a wezlami innych sieci 1. poziomu przez bramg¢ umieszczong w wezle a;
fi,a jest przepltywem do oraz od wezta e przez bramg w wezle a,

~

Dowod. Jezeli spelniony jest warunek f, <c¢' dla wszystkich tukéw sieci S|, to przeptyw f

jest przeptywem dopuszczalnym w sieci z przepustowosciami kanalow w sieci 2. poziomu
okreslonymi przez X, 1rozmieszczeniem bram wyznaczonym przez (Y, = {yj; })u {y,f’ } .
Przeplyw 7 zostal skonstruowany w nastepujacy sposob: przeptywy w tukach poza siecia
S| pozostaty niezmienione; przeplywy pomigdzy weztami sieci S| a weztami innych sieci
1. poziomu przechodzace przez bram¢ g, umieszczona w wezle «, przeniesiono z tras

prowadzacych do (z) wezla a na trasy prowadzace do (z) wezta b. Przeplyw zostal
przeniesiony tak, by rezydualne przepustowosci tras pomigdzy weztami sieci S| a wezlem b
zostaly proporcjonalnie wypetnione.

Prawa strona zaleznosci (3.25) jest Srednim opdznieniem pakietu dla dopuszczalnego
przeplywu Z w sieci okreslonej przez (X_,YX), a T (X ‘_,Y_s_) jest minimalng wartoscig

s

$redniego opdznienia pakietu w tej sieci, wige zaleznos$¢ (3.25) jest prawdziwa. Natomiast,

jesli nie jest mozliwe skonstruowanie dopuszczalnego przeptywu f to &5 = i zaleznos¢

(3.25) rowniez jest prawdziwa. |

Niech E, =(X,UY, )—F, bedzie zbiorem takich zmiennych x, oraz y#, ktére moga
zostaé zamienione na zmienne przeciwne. Natomiast przez M, bedzie oznaczony zbior
zmiennych przeciwnych do zmiennych ze zbioru E, takich, ze zamiana na nie moze
zmniejszy¢ warto$¢ $redniego opdznienia pakietu. Zmienne x, € M, odpowiadajg wigkszym

v , o . ;
przepustowosciom tukow od przepustowosci wyznaczonych przez zmienne x, € E,.
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Natomiast zmienne y* € M, to wszystkie zmienne przeciwne do zmiennych nalezacych do
zbioru E,, na ktére mozna dokona¢ zamiany.

Kryteria wyboru pary zmiennych do zamiany (3.24) oraz (3.25) pozwalaja oszacowaé
jedynie zmiang¢ sredniego opodznienia pakietu. Aby uwzgledni¢ zmiang kosztu budowy sieci
wynikajaca z zamiany zmiennych x, badZz y¥ wprowadzone zostalo nast¢pujace kryterium
wyboru  zmiennych do zamiany: «,, (T(X,.Y,)-T(X,.Y.)+(d(X,.Y,)-d(X.Y.)).

Kryterium to jest suma wazong zmiany Sredniego opdznienia pakietu w sieci 1 zmiany kosztu
budowy sieci z waga «,, . Wspdlczynnik «,, przelicza $rednie opdznienie na koszt.

Pierwszy sktadnik sumy reprezentuje zmian¢ kosztu $redniego opdznienia pakietu. Drugi
sktadnik sumy reprezentuje zmiang kosztu budowy sieci. Warto$¢ wspolczynnika «,,,

zostala dobrana w wyniku eksperymentow obliczeniowych w taki sposob, by koszt $redniego

opo6znienia byt znaczaco wigkszy od kosztu budowy sieci. W przypadku zamiany zmiennych
x, zmiana kosztu budowy sieci wyrazona jest nastepujaco:

d(X,.Y,)-d(X,.Y,)=d;, -d,. (3.26)
wiec kryterium wyboru zmiennych x, do zamiany przyjmuje postac:

KI;, =Cow A/;, + (d/: —d, ) (3.27)
Natomiast w przypadku zamiany zmiennych y7 zmiana kosztu budowy sieci to:

d(x,.v,)-d(x.v)= S(d,-d}).

T gt (3.28)
wigc kryterium wyboru zmiennych y# jest nast¢pujace:
5 =apy oy + Yl ~dy)
/:(g,%el"-" (3 29)

gdzie V¥ jest zbiorem wszystkich kanaléw sieci 2. poziomu przyleglych do bramy g,
natomiast e jest weztem, w ktéorym umieszczona jest brama g, .

Do zamiany nalezy wybra¢ te zmienne ze zbioru M,, dla ktérych warto$¢ wyrazenia

(3.27) lub (3.29) jest najwigksza.

3.4.2. Operacja regulacji
Operacja ta ma na celu wybor pary zmiennych: zmiennej zgodnej nalezacej do zbioru X,

lub Y, izmiennej do niej przeciwnej do zamiany, takich by wygenerowany w ten sposob

zostal nastgpnik o mniejszym koszcie budowy 1 mozliwie malej wartosci sSredniego
opdznienia pakietu. Zmniejszenie kosztu budowy sieci mozemy uzyska¢ albo zmniejszajac
przepustowosci kanatéw albo zmieniajac lokalizacje bram w taki sposob, aby mniejsze byly

odlegtosci pomigdzy bramami a co za tym idzie mniejsze dtugosci kanatow sieci 2. poziomu.
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Niech P bedzie zbiorem wszystkich zmiennych przeciwnych do zmiennych ze zbioru E,

takich, ze zamiana na te zmienne moze zmniejszy¢ koszt budowy sieci. Zmienne x, € P,

odpowiadaja mniejszym przepustowosciom kanatow od tych wyznaczonych przez zmienne ze
zbioru E, . Natomiast zmienne y; e P to wszystkie zmienne przeciwne do zmiennych

nalezacych do zbioru E,, na ktére mozna dokonac zamiany.

Oceny zmiennych do zamiany dokonujemy za pomoca kryteriow w postaci sumy wazonej,
podobnie jak w przypadku operacji wyboru. Wartos¢ wspotczynnika «,, zostala, w wyniku

eksperymentoéw obliczeniowych, dobrana w taki sposob, by koszt budowy sieci byl znaczaco
wigkszy od kosztu sredniego opdznienia. W ten sposéb do zamiany wybierane sa zmienne,

ktorych zamiana moze spowodowaé najwigksze zmniejszenie kosztu budowy sieci. Do
wyboru pary zmiennych (yj , yj) do zamiany proponujemy nast¢pujace kryterium:

Shkr _ kr Uj y
§z1b - a()l(’gah + Z(dcu _dub) (’7 30)
i{g.g,)eV* 3.

Przy ocenie zamiany zmiennych x, na x| nalezy uwzgledni¢ przypadek, w ktérym po
zamianie nie jest spetniony warunek ¢ > f, . W takim przypadku mozemy oszacowaé od
r T3 4 . L3 7 r
gory warto$¢ wyrazenia f / (c_/ — [ ) przez wyrazenie c, /g poniewaz f, <c, <cl = za$
¢, —f, 2 ¢, gdzie & oznacza minimalng dopuszczalng roéznice pomigdzy przepltywem w tuku
ajego przepustowoscia. Z uwzglednieniem powyzszego, wartos¢ A mozna wyznaczy¢

postugujac si¢ nastgpujgcym wyrazeniem:

1 ,.f’" - If’" jesli ¢; > f,
7 ck _./;r CA/ _f;r »

By =) P (3.31)
;[;}(_ff—,, = %] w pozostalych przypadkach
Kryterium wyboru pary zmiennych (x,: X ) do zamiany pozostaje:
Ak/ =ply + ( ; _d‘;) (3.32)

Podobnie jak w przypadku operacji wyboru do zamiany nalezy wybraé te zmienne ze
zbioru P, dla ktérych warto$¢ wyrazenia (3.30) lub (3.32) jest najwigksza.
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3.5. Algorytm
Niech (X . ) € R, bedzie reprezentacja poczatkowa taka, ze spetniony jest warunek (3.4)

oraz istnieje przeptyw wielosktadnikowy realizujacy macierz R wprowadzanych z zewnatrz
natezen w sieci S,. Niech F, oznacza zbidr zmiennych ustalonych chwilowo lub trwale, F

zbiér zmiennych ustalonych tymczasowo w r-tej iteracji algorytmu, natomiast d(F,) oznacza

sume kosztow kanatow, ktorych rozmieszczenie i przepustowos¢ okreslone sa przez zmienne
nalezace do zbioru F,. Dla reprezentacji poczatkowej przyjmujemy, ze F, =, F' =0

.
oraz I =o0.

Krok 1.

Krok 2.

Krok 3.

Krok 4.

Krok 5.

Wyznaczanie dolnego oszacowania
Jezeli d(F,)> B, to przej$¢ do kroku 5. W przeciwnym razie wyznaczy¢ LB, .

Jezeli LB, >T", to przejs¢ do kroku 5. W przeciwnym razie przej$¢ do kroku 2.

Wyznaczanie wartosci kryterium

Obliczy¢ T(X,.Y,) oraz d(X,.Y,).

Jezeli d(X,.Y,) < B, to wyznaczy¢ zbidér M, oraz podstawi¢ M, =M,k —F!.
Jezeli T(X,,Y,)<T",topodstawi¢ 7" =T(X,.Y,) oraz (X,.Y.)=(X,.Y)).

ro

Przej$¢ do kroku 3.
Jezeli d(X,.Y,)> B, to wyznaczy¢ zbiér P, oraz podstawi¢ P =P, —F.

r

Przej$¢ do kroku 4.

Operacja wyboru
Jezeli M, =, to przejs¢ do kroku 5. W przeciwnym razie wybra¢ takie zmienne

przeciwne x),y; € M, oraz takie zmienne zgodne x,,y; € E,, dla ktérych wartosci

wyrazen (3.27), (3.29) sa najwigksze. Nastgpnie wygenerowa¢ reprezentacje
(X,.Y)) wnastgpujacy sposob: jesli wartos¢ wyrazenia (3.27) jest wigksza od
wartosci (3.29) to X, =(x, - Julr'} ¥v.=v,, F=Fulx'} F' =F!,

w przeciwnym razie: Y, = (Y, - {yf; })U {y; }, X=X, FE=Fwv {y; }, F =F.

Przej$¢ do kroku 1.

Operacja regulacji
Jezeli P. =, to przejs¢ do kroku 5. W przeciwnym razie wybra¢ takie zmienne

I3

przeciwne x',y; € P,, oraz takie zmienne zgodne x,,y; € E,, dla ktorych wartosci

wyrazen (3.30), (3.32) sa najwigksze. Nastepnie wygenerowaé reprezentacje
(X,.Y,) w nastgpujacy sposob:

Jesli  wartos¢ wyrazenia (3.32) jest wigksza od wartosci (3.30) to:
X, =(x, -t o} v=v, F=Ful} £ =F,

w przeciwnym razie: Y, = (Y,, - {yf })u {y,’f }, X =X,,F=Fu {yf }‘ F'=F'.

Przejs¢ do kroku 1.

Operacja cofania
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Cofna¢ si¢ do poprzednika (X ,.Y,), z ktorego zostata wygenerowana reprezentacja
(X,,Y.). Jezeli reprezentacja (X,,Y,) nie ma poprzednikéw, to zakonczyc¢
obliczenia. Reprezentacja (X.,Y.) zwiazana z aktualna wartoscia 7~ jest
rozwigzaniem optymalnym. W przeciwnym razie uaktualni¢ dane dla (X ,.Y))

w nastgpujacy sposob: Jezeli reprezentacja S, zostala wygenerowana z (X ,.Y,)
poprzez zamiang zmiennej zgodnej na zmienng przeciwng x’, € X,, to wykonac
Fo=Fuv {x’/} Jezeli wszystkie zmienne przeciwne do zmiennej zgodnej x, naleza
do F,, to wykona¢ F,=F, u{x,i} i F,=F —X'. Jezeli sie¢ S, zostala
wygenerowana z sieci §, poprzez zamiang zmiennej zgodnej na zmienng przeciwng
yieY , to wykona¢ F) ; =F /i u{y,‘f } Jezeli wszystkie zmienne przeciwne do
zmiennej zgodnej y¥ naleza do F,, to wykona¢ F, =F, U {y;‘;} oraz F, =F, -Y*.

Przejs¢ do kroku 1.
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3.6. Wyznaczanie reprezentacji poczatkowej

W rozdziale tym przedstawimy algorytm heurystyczny dla wyznaczania reprezentacji
poczatkowej (X le)- Rozwigzanie uzyskane za pomocg tego algorytmu musi naleze¢ do
zbioru rozwigzan dopuszczalnych. Algorytm heurystyczny musi wiec znalezé takie
rozmieszczenie bram oraz ustali¢ takie przepustowosci kanatow sieci 2. poziomu, ze:

e reprezentacja (XI,Y,)e o

e dlasieci S, odpowiadajacej reprezentacji (X ,,Y,) spetnione sa ograniczenia (3.4),

e dlasieci S, istnieje przeptyw wielosktadnikowy realizujacy zadang macierz z zewnatrz

wprowadzanych natezen,

e Srednie opdznienie pakietu w sieci jest mozliwie mate.

Przedstawiony algorytm jest modyfikacja rozwiazania zaproponowanego w pracy [79].
Idea dzialania algorytmu jest nastgpujaca. Bramy sa rozmieszczane poczatkowo w taki
sposob, aby minimalizowac lokalnie Srednie opdznienie pakietu w sieciach 1. poziomu,
nastgpnie tworzona jest sie¢ 2. poziomu. W kolejnych iteracjach algorytmu struktura
utworzonej w ten sposob sieci hierarchicznej jest poprawiana.

W celu wyznaczenia poczatkowej lokalizacji bram tworzymy sie¢ S sktadajaca si¢ z sieci
1. poziomu S|, /=1,.,K oraz dodatkowego wezla reprezentujacego wszystkie bramy,

oznaczonego przez n+1. Dla kazdego wezta be J,, ge H', [=1...K,wktérym moze by¢

umieszczona brama, dodawany jest sztuczny kanal <b,n+1> faczacy potencjalng brame ze

sztucznym wezlem n+1. Przepustowos¢ wszystkich sztucznych kanaléw jest rowna <. Dla
tak skonstruowanej sieci S rozwigzywane jest zadanie wyznaczania przeptywu
wieloskladnikowego korzystajac z metody FD. W kazdej z sieci 1. poziomu na poczatkowe
lokalizacje bram wybierane sa wezty przyleglte do sztucznych kanatow, w ktérych wartosé
przeptywu jest najwigksza. W sieci S;, /=1....,K na lokalizacje bram wybieranych jest ’H"

’ . . rz . ! . . ..
weztow, gdzie JH [‘ oznacza liczno$¢ zbioru H' bram do umieszczenia w sieci S| .

Majac wyznaczone poczatkowe lokalizacje bram mozna przejs¢ do wyznaczenia

reprezentacji poczatkowej dla algorytmu dokladnego. Algorytm korzysta z koncepcji
algorytmu ,,Top Down” przedstawionego w pracy [34]. Tworzona jest sie¢ Sl(')

z rozmieszczeniem bram ustalonym przez zbior Y,(') 1 przepustowosciami kanatow w sieci
2. poziomu ustalonymi na najwigksze dostgpne wartosci. Nastgpnie przepustowosci kanatow
sq zmniejszane tak dlugo, az reprezentacja (X 1("),)’,(")) bedzie spetniata warunek (3.4). Kanat,
ktérego przepustowos¢ jest zmniejszana, jest wybierany przy uzyciu kryterium lokalnej
optymalizacji, analogicznym do wykorzystywanego w operacji regulacji. W przypadku, gdy
dla biezacego rozmieszczenia bram nie jest mozliwe znalezienie dopuszczalnego rozwiazania,
wybierana jest brama, ktorej lokalizacj¢ nalezy zmieni¢ tak, aby zmniejszy¢ koszt budowy
sieci. Dla nowego rozmieszczenia bram powtarzana jest procedura znajdowania

dopuszczalnych przepustowosci kanaléw sieci 2. poziomu.
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Po otrzymaniu reprezentacji, ktéra jest rozwigzaniem dopuszczalnym, sprawdzane jest czy
istnieje w sieci kanal, ktérego przepustowos¢ mozna zwigkszy¢ nie powodujac przekroczenia
zalozonego budzetu. Sposrdd kanatow spelniajacych ten warunek, korzystajac z kryterium
wykorzystywanego w operacji wyboru, wybierany jest kanal, ktérego przepustowos¢ jest

zwiekszana. Jesli nie mozna zwigkszy¢ przepustowosci zadnego z kanalow, to biezaca

wartos¢ $redniego opoOznienia T(X ](r),Yl(")) w sieci Sl(’) jest porownywana z wartoscig

najlepszego dotad znalezionego rozwiazania 7. Je$li biezaca wartos¢ jest mniejsza, to
biezace rozwiazanie jest zapamigtywane jako najlepsze. Nastgpnie wybierana jest brama,
ktorej zmiana lokalizacji moze zmniejszy¢ wartos¢ sredniego opdznienia w sieci lub koszt
budowy sieci. Brama do przeniesienia oraz wezel, do ktérego nalezy brameg przenies¢ sa
wybierane przy uzyciu kryterium wykorzystywanego w operacji wyboru. Dla nowego
rozmieszczenia bram powtarzana jest procedura znajdowania dopuszczalnych przepustowosci
kanalow sieci 2. poziomu. Algorytm konczy pracg, kiedy nowe rozwigzanie jest gorsze od

najlepszego dotychczas znalezionego.

Algorytm WRP1
Niech (X l(’),)’l(")) oznacza poczatkowa reprezentacje Ww r-tej iteracji algorytmu
heurystycznego. Niech Ji,") bedzie zbiorem weztow, do ktorych moze zosta¢ przeniesiona

brama g w r-tej iteracji algorytmu oraz niech Y](]) =@, T =0, r=1.

Krok 0. Wyznaczenie poczqtkowego rozmieszczenia bram
Wyznaczy¢ f wsieci S korzystajac z metody FD. Y](l) =.

Dla kazdej bramy g:
Wybra¢ wezel b e J, taki, ze f(B,m +1)= ax fla.n +1)

ael g~ ‘*'3."55)}1 }
Umiescié brame g wwezle b, tj. ¥ = Yl(l)u{yhg} > JS) =J, -1} .

Podstawi¢ X = LmJ {xl’}

i=1

Krok 1. Sprawdzenie ograniczenia na budzet sieci
Wyznaczy¢ 1(") oraz d(Xl("),I/,(")). Jezeli d(Xl(’),Y,(’))> B, to przejs¢ do kroku 2.

W przeciwnym razie przejs¢ do kroku 3.

Krok 2. Zmniejszanie przepustowosci wybranego kanatu
Wybra¢ taka zmienna xk’,eX](") . ze k<s(i)-1, dla ktorej wartosé A

wyznaczona Z wyrazenia (3.32) jest najwigksza 1 podstawic
Xl(’”) = (X](") = {x]( })u {x;H} oraz r =r+1. Jesli taka zmienna nie istnieje przejs¢ do

kroku 4. Nastepnie przejs¢ do kroku 1.
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Krok 3.

Krok 4.

Krok 5.

Wybor kanatu, ktorego przepustowoéc’ nalezy zwiekszy¢
Jesli min (dk —d, )<B d(X Y( )to

ixpe X0y
Wybra¢ taka zmienng x, € X ,2¢ k>2 oraz d, ,—d, <B- d(XI’),Y ) dla ktorej
wartos¢ ZL],/( wyznaczona z wyrazenia (3.27) jest najwigksza 1 podstawié

X = (X el {x,’( })u {x,:_l} oraz r =r +1. Nastgpnie przejs¢ do kroku 1.
W przeciwnym razie przejs$¢ do kroku 5.

Wybor bramy, ktorej lokalizacje nalezy zmienié
Wybra¢ takg par¢ zmiennych y* e Y](’) 1yi:be J "), dla ktérej wartos¢ (3.28) jest

najwigksza. Nastgpnie wykonac Y,(”l) = (Y,( A {ya })u {yb }, Jr = g _ {b},

& 4

m

x ) = U{xl} oraz r =r+1.

i=1

Przejs$¢ do kroku 1.

Sprawdzenie wartosci kryterium, decyzja o zakonczeniu dzialania algorytmu

Jezeli (X, 1)< 7", 10

Podstawié T*zT(X,("),)’l(")) oraz (X,,Y) (X( ),)’l(")). Nastgpnie wybra¢ parg
zmiennych y% el ") oraz yE beJ , dla ktérej wartos¢ wyrazenia (3.29) jest

najwigksza. Nastepnie podstawi¢ Y,"*) = (Y, )—{ s })u {y,, }, Jg’”) =J" —{b} oraz

4
r=r+l.
Przejs$¢ do kroku 1.
W przeciwnym razie zakonczy¢ dziatanie algorytmu. Sie¢ S, zwigzana z aktualng
wartoscig 7" jest rozwiazaniem przyblizonym spelniajacym ograniczenie (3.4), dla
ktérego istnieje przeptyw realizujqcy zadang macierz z zewnatrz wprowadzanych

natezen natomiast (X prile ) XY, ) jest reprezentacja poczatkowa dla algorytmu

doktadnego.
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3.7. Eksperymenty obliczeniowe
W poprzednich punktach tego rozdziatlu przedstawiony zostal algorytm doktadny do

wyznaczania rozmieszczenia bram, przeptywow 1 przepustowosci kanalow w hierarchicznej
sieci rozleglej minimalizujacy srednie opdznienie pakietow w sieci przy ograniczeniu na koszt
budowy sieci. Model sieci oraz algorytm zostaly zaimplementowane w jezyku C++. Obecnie
zostanie przedstawiona metodyka oraz wyniki przeprowadzonych eksperymentow
obliczeniowych, ktorych celem bylo zbadanie wlasnosci problemu optymalizacji (3.2 ~ 3.4)
sformutowanego w rozdziale 3.1. Przedstawione zostang rowniez wnioski wynikajace z

przeprowadzonych eksperymentoéw obliczeniowych.

3.7.1. Struktury badanych sieci
Badania byly prowadzone dla réznych struktur sieci 2. poziomu laczacych dwie lub trzy
sieci 1. poziomu o zadanych strukturach. Ponizej na rysunkach 3.6 + 3.8 przedstawione

zostaty struktury sieci 1. poziomu oznaczone odpowiednio jako SK-1, SK-2 oraz SK-3.
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Rys. 3.6. Struktura sieci SK-1
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Rys. 3.8. Struktura sieci SK-3

W eksperymentach obliczeniowych rozpatrywane byly dwa warianty struktur sieci
1. poziomu rézniace si¢ sposobem ustalania przepustowosci kanatéw sieci 1. poziomu.
W pierwszym wariancie, w kazdej sieci 1. poziomu wszystkie kanaly miaty przypisang jedna
warto$¢ przepustowosci. Drugi wariant polegal na przypisaniu kanalom w sieciach

1. poziomu réznych przepustowosci ze zbioru {256, 128, 64} [kbit/s].
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Rysunek 3.9. Wybrane struktury sieci 2. poziomu taczacych dwie sieci 1. poziomu
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Liczba bram do umieszczenia w kazdej z sieci 1. poziomu oraz zbior potencjalnych
lokalizacji tych bram zalezy od wybranej struktury sieci hierarchicznej. Na rysunku 3.9
zostaly przedstawione przyktadowe struktury sieci 2. poziomu taczacej dwie sieci 1. poziomu.
Przyjeto oznaczenie sieci hierarchicznej skladajace si¢ z trzech cyfr. Pierwsza oznacza liczbe
sieci 1. poziomu, druga oznacza wariant struktury sieci 2. poziomu, trzecia zas liczbe bram w
sieci S|, np. HSK-214 oznacza hierarchiczna sie¢ komputerowa z dwiema sieciami
1. poziomu, czterema bramami w sieci SK-1 oraz jedng bramg w sieci SK-2. W celu
umozliwienia pordéwnania wielu sieci z réznymi liczbami bram do umieszczenia w sieciach
1. poziomu, zaproponowaliSmy struktury sieci 2. poziomu z jedng wyrdzniong brama

w kazdej z sieci 1. poziomu, do ktorej przytaczane sa pozostate bramy umieszczane w tej sieci

1. poziomu.
HSK-311 HSK-312 HSK-313
SyloLS
Mg
S}
HSK-321 HSK-322 HSK-323

Rys. 3.10. Wybrane struktury sieci 2. poziomu taczacych trzy sieci 1. poziomu

Wybrane struktury sieci 2. poziomu laczacych trzy sieci 1. poziomu zostaly przedstawione
na rys. 3.10. Struktury rozpatrywanych sieci 1. poziomu S, /=1,....3 przedstawiaja rysunki
3.6 +3.8.

Zbiory potencjalnych lokalizacji bram w sieciach 1. poziomu oraz zbiory dostgpnych
przepustowosci kanatow sieci 2. poziomu dla sieci HSK-216 przedstawiono w tabeli 3.1 oraz

wtabeli 3.2. W przypadku sieci HSK-211 do HSK-215 liczba bram wsieci S jest

odpowiednio mniejsza. Zbiory potencjalnych lokalizacji bram w sieciach 1. poziomu dla tych
sieci mozna rowniez wyznaczy¢ z tabeli 3.1. w nastepujacy sposob: Zbiory J, potencjalnych
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lokalizacji bram w sieci S| dla sieci HSK-215 to zbiory J, dla bram g=1,....5 dla sieci
HSK-216. Odpowiednio dla sieci HSK-214 to zbiory J, dla bram g=1,....4, itd.

Analogicznie mozna wyznaczy¢ zbiory dostgpnych przepustowosci kanatow sieci 2. poziomu
dla sieci HSK-211 - HSK-215.

Tabela 3.1. Potencjalne lokalizacje bram w sieciach 1. poziomu dla sieci HSK-216

Sied Numer | Zbior J, potencjalnych lokalizacji
i
bramy bram w sieciach 1. poziomu

1 {1,4,5,8,10, 13, 14, 15, 16, 19}
2 {1,4,13, 15}
3 {3,5,14, 16}

SK-1
4 {8, 10, 18}
5 {1,4,13,15}
6 {3,5, 14, 16}

SK-2 7 {1,4,10,13, 18}

Tabela 3.2. Zbiory dostepnych przepustowosci kanatéw sieci 2. poziomu dla sieci HSK-216

Numer | b ma | Brama | Zbiér ZC' [kbit/s]
kanatu

1 1 2 {512, 256, 128, 64}

2 1 3 [ {512,256, 128, 64}
3 1 4 {512,256, 128, 64}
4 1 5 |{512,256, 128, 64}
5 1 6 | {512,256, 128, 64}
6 1 7 |{1024, 768,512, 384, 256}

W tabeli 3.3 zostaly umieszczone zbiory weztow, w ktorych moga zosta¢ rozmieszczone
poszczegdlne bramy w sieci HSK-236, natomiast w tabeli 3.4 zbiory dostgpnych
przepustowosci kanatow sieci 2. poziomu dla sieci HSK-236. Podobnie jak w przypadku sieci
HSK-216, zbiory potencjalnych lokalizacji bram oraz zbiory dostepnych przepustowosci
kanatow dla siect HSK-231 do HSK-235 mozna wyznaczy¢ korzystajac z tabel 3.3 1 3.4.
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Tabela 3.3. Potencjalne lokalizacje bram w sieciach 1. poziomu dla sieci HSK-236

Sied Numer | Zbiér J, potencjalnych lokalizacji
ie¢
bramy bram w sieciach 1. poziomu
1 {1,4,5,8,10, 13, 14, 15, 16, 19}
2 {1,4,13, 15}
3 {3,5,14,16}
SK-1
4 {8, 10, 18}
5 {1,4,13,15}
6 {3,5,14, 16}
7 1,4,9,10
SK-2 { i
8 {13, 18}

Tabela 3.4. Zbiory dostepnych przepustowosci kanatow sieci 2. poziomu dla sieci HSK-236

Ilj;gfg Brama | Brama | Zbiér ZC" [kbit/s]
1 1 2 {512,256, 128, 64}
2 1 3 {512, 256, 128, 64}
3 1 4 {512,256, 128, 64}
4 1 5 {512, 256, 128, 64}
5 1 6 |{512,256, 128, 64}
6 1 7 {1024, 768, 512, 384, 256}
7 7 8 {512, 256, 128, 64}
8 1 8 {1024, 512, 256, 128, 64}

W zaleznosci od rozmieszczenia bram w sieciach 1. poziomu, zmieniajg si¢ dlugosci
kanalow a koszt dzierzawy kanalow zalezy od ich dilugosci. Dlatego tez koszty dzierzawy
kanalow byly wyznaczane z tabel 3.5 oraz 3.6. Tabele te zostaly opracowane na podstawie

cennika operatora telekomunikacyjnego TPSA.
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Tabela 3.5. Koszty dzierzawy kanatéw

Przepustowos¢ kanatu Koszt dzierzawy kanatu
[kbit/s] [zt/m-c]

64 optata stala + oplata zmienna * diugos¢

128 2 * 0.80 * (optata stala + oplata zmienna * diugosé)
192 3 * 0.75 * (optata stalta + optata zmienna * diugos¢)
256 4 * 0.70 * (optata stala + optata zmienna * diugos¢)
384 6 * 0.65 * (optata stala + optata zmienna * dtugos$¢)
512 8 * 0.60 * (optata stala + optata zmienna * diugos$¢)
768 12 * 0.55 * (optata_stala + oplata zmienna * diugos$é)
1024 16 * 0.50 * (optata stata + optata zmienna * diugosé)

Tabela 3.6. Wartosci sktadowych kosztu dzierzawy kanatu w zaleznos$ci od jego dlugosci

dhugo$¢ kanatlu oplata_stata oplata_zmienna

[km] [zt] [zt/km]
do 3 90 70
3-20 120 50
20-30 400 36
30-50 1150 11
50-100 1400 6
Powyzej 100 1700 3

3.7.2. Definicje

W punkcie tym wprowadzimy definicje wielkosci, ktore pozwola zaprezentowaé wiasnosci
rozwazanego problemu optymalizacji. Niech warto$¢ kryterium, jakim jest $rednie opoZnienie
pakietu w sieci hierarchicznej, uzyskana w wyniku rozwigzania problemu (3.2 +3.4)
oznaczona bedzie przez T”'. Warto$¢ $redniego opdznienia w poszczegdlnych sieciach
1. poziomu S| oznaczona bedzie odpowiednio przez T(SI), T(SZ) oraz T (S3), natomiast
warto$¢ Sredniego opdznienia pakietu w sieci 2. poziomu S, przez T (SN). Dodatkowo
zdefiniowane zostang parametry dotyczace natgzen ruchu pakietdéw w sieci. Niech $rednie
natgzenie strumienia pakietdéw pomiedzy wezlami tej samej sieci 1. poziomu oznaczone

bedzie przez ri, za$ natgzenie strumienia pakietow pomigedzy weztami roznych sieci przez
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ro. W przypadkach, kiedy oba nat¢zenia beda réwne ri=ro, na oznaczenie Sredniego
natezenia strumienia pakietow stosowany bedzie parametr rk .

W celu poréwnania wynikéw badan uzyskanych dla réznych sieci, wprowadzimy pojecie
unormowanego budzetu B oraz unormowanego natgzenia strumienia pakietow przesytanych
pomigdzy weztami roznych sieci 1. poziomu ro.

Niech D™ bedzie maksymalnym kosztem budowy hierarchicznej rozleglej sieci
komputerowej, tj. 0 maksymalnych dostepnych przepustowosciach kanatow sieci 2. poziomu
oraz z bramami rozmieszczonymi w sieciach 1. poziomu w taki sposob, ze dtugosci kanatow
sieci 2. poziomu sa najwigksze. Niech B™ bedzie minimalnym dopuszczalnym budzetem na
budowe sieci takim, ze dla zadanej macierzy R wprowadzanych z zewnatrz natgzen zadanie
(3.2 = 3.4) ma rozwiazanie. Unormowany budzet B rozleglej sieci komputerowej bedzie

okreslony nastepujaco:

B=2"8"  100%.
Dlna\ _ Blnln

Dla wartosci budzetu B=B™" przyjmuje on wartos¢ B =0% , natomiast dla wartosci

budzetu B = D™ warto$¢ unormowanego budzetu B =100%.
Niech ro_ . bedzie maksymalng wartosciq parametru ro, dla ktérego zadanie (3.2 +~ 3.4)

max

dla sieci o okreslonej strukturze ma rozwiazanie przy okreslonym budzecie na budowg sieci.

Niech unormowana wartos¢ parametru 7o ma postac:

— ro
ro =

-100%

ro

max

3.7.3. Badanie zaleznosci 7" od budzetu sieci B

Celem badania bylo wyznaczenie zaleznosci pomigedzy wartoscia Sredniego opoznienia
pakietu w hierarchicznej sieci komputerowej a wartoscia budzetu na budowe tej sieci B.
Przebadano wiele sieci hierarchicznych o réznych strukturach, réznych macierzach R
wprowadzanych z zewnatrz natgzen, roznych przepustowosciach kanaléw w  sieciach
1. poziomu. Dla wszystkich przebadanych sieci zostaly uzyskane podobne wyniki. Na rys.
3.11 przedstawione zostaly wyniki uzyskane dla sieci HSK-223 z dwiema sieciami
1. poziomu, z przepustowosciami kanaléow w sieciach 1. poziomu réwnymi 128 kbit/s,
natomiast na rys. 3.12 wyniki dla sieci HSK-312 z trzema sieciami 1. poziomu,

z przepustowosciami kanatéw w sieciach 1. poziomu ze zbioru {256, 128, 64} [kbit/s].
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Rys. 3.11. Zaleznos¢ wartosci Sredniego op6znienia pakietu w sieci 7" od budzetu B

dla sieci HSK-223
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Rys. 3.12. Zaleznos¢ wartosci Sredniego op6znienia pakietu w sieci 7" od budzetu B

dla sieci HSK-312
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Jak mozna zauwazy¢ na rysunku 3.11 oraz rysunku 3.12, wzrost budzetu na budowe sieci
2. poziomu powoduje spadek sredniego opdznienia pakietu w sieci hierarchicznej. Powyzej
pewnej wartosci budzetu $rednie opdznienie pakietu przestaje male¢ i pozostaje stale.
W przypadku sieci HSK-223 zachodzi to dla B>49000, natomiast w przypadku sieci
HSK-312 dla B >55000. Na t¢ zaleznos¢ nie wpltywa wartos¢ parametru rk . Mozna takze
zauwazy¢, ze rowniez przy matych wartosciach budzetu, jego przyrost nie zawsze powoduje
zmniejszenie funkcji kryterialnej. Wynika to stad, ze rozpatrywany problem optymalizacyjny
jest problemem dyskretnym.

Dla wszystkich przebadanych sieci zauwazono, ze powyzej pewnej wartosci budzetu
wartos¢ sredniego opdznienia w sieci pozostaje stata, badz zmienia si¢ nieznacznie. Pozwala

to na sformutowanie nastgpujacego wniosku:

Whiosek 3.1. Istnieje taki budzet B', ze dla B> B' warto$¢ $redniego opodznienia 7"

pozostaje stata.

Wyznaczenie wartosci B' moze mie¢ duze znaczenie z ekonomicznego punktu widzenia.
Pozwala unikna¢ sytuacji, w ktorej projektowana jest sie¢, ktdrej koszt jest wigkszy od B'
a wartos$¢ funkcji kryterialnej taka sama jak dla sieci o budzecie B = B'. Zwigkszanie budzetu
sieci powyzej wartosci B' nie powoduje zmniejszania wartosci sredniego opdznienia pakietu
w sieci, a wigc nie ma uzasadnienia ekonomicznego. Zauwazono rowniez, ze wartos¢
parametru rk nie wplywa znaczaco na wartos¢ B', wigc warto$¢ B' mozna wyznaczy¢ dla
wybranej wartosci parametru rk i stosowac dla innych wartosci rk .

W dalszej czesci przedstawimy sposob wyznaczenia wartosci B'. W tym celu
wprowadzimy nowe oznaczenia: Niech YB= {BI, By, B_\,} bedzie zbiorem wartosci

budzetu B, natomiast Y7 ={7]”’”,T2”’”,...,T ‘,””’} zbiorem wartosci Sredniego opoOznienia

pakietu w sieci hierarchicznej, uzyskanych w wyniku rozwigzania zadania optymalizacji
(3.2 = 3.4) dla odpowiednich warto$ci budzetu ze zbioru YB. Tak wigc 7, jest wartoscig
sredniego opodznienia pakietu uzyskana w wyniku rozwigzania zadania optymalizacji
(3.2+3.4) dla budzetu B=B,. Niech zbiéor YB bedzie uporzadkowany rosngco. Dla
rosngcych wartosci budzetu B wartos$¢ sredniego opdznienia 77" maleje, wigc najmniejsza
wartoscia ze zbioru Y7, ktéra zostanie oznaczona przez 7%, jest wartos¢ 7.7 =T."" .

Na podstawie analizy wynikow badan dla réznych struktur sieci hierarchicznych z kilkoma
sieciami 1. poziomu oraz jedng siecig 2. poziomu, do przyblizenia zaleznosci $redniego
opdznienia pakietu w sieci hierarchicznej od budzetu B wybralismy funkcj¢ z klasy:

__ul +u3 3.33
B+u2 Bod)

T opt

gdzie ul, u2 1 u3 sq wspotczynnikami rzeczywistymi.
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Wyznaczenie wspotczynnikéw sprowadza si¢ do rozwigzania zadania identyfikacji
polegajacego na wyborze najlepszego modelu z klasy (3.33). Jako kryterium jakosci

identyfikacji zostalo przyjete kryterium kwadratowe:

1 ul ’
¥Y=_ T.”ﬁl — +u3
sg( ' [B,+u2 ]J

gdzie s jest liczba pomiarow, a T,”" jest wartoscig Sredniego opdznienia pakietu uzyskana

w wyniku rozwigzania zadania optymalizacji (3.2 = 3.4) dla budzetu B = B,.

Przedstawiony zostanie przyktad wyznaczenia wartosci wspolczynnikow ul, u2, u3 dla
przedstawionych wczesniej przykladowych sieci HSK-223 oraz HSK-312. Wartosci
wspotczynnikéw ul, u2, u3, minimalizujace kryterium ¥ dla wybranych wartosci rk,

zostaly wyznaczone numerycznie. Wyniki przedstawione zostaty w tabelach 3.7 1 3.8.

Tabela 3.7. Wartosci wspotczynnikéw ul , u2, u3 dla sieci HSK-223

rk ul u2 u3 b
0.1 29.881 -5536 0.02560 3.41E-09
0.2 31.122 -6075 0.02709 4.24E-09
0.3 31.250 -6829 0.02888 7.84E-09
Tabela 3.8. Wartosci wspotczynnikéow ul, u2, u3 dla sieci HSK-312
rk ul u2 u3 ¥
0.1 26.316 -11974 0.03609 1.03E-07
0.2 33.614 -12333 0.04178 2.58E-07
0.3 44.013 -12705 0.05007 6.83E-07

Majac wyznaczone wspotezynniki funkeji (3.33) mozna wyznaczy¢ wartos¢ B’ . Niech B’
bedzie taka wartoscig budzetu B, dla ktérej wzgledna réznica pomigdzy minimalng wartoscia
$redniego opoOznienia 7.7 a wartoscia 7" wyznaczong z (3.33) bedzie rowna pewnej

min

opt

ustalonej wartosci € ,czyli:

Tu/?/ (B!)_ T]:{;ﬂl . (3 34)
opt .

min

Po wstawieniu (3.33) do (3.34) dla B=B" i po pewnych przeksztalceniach otrzymujemy
nastepujace wyrazenie na B’ :

ul
B, :———uz 2
Tup/ (1+g)_u3 (335)

min
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W tabeli 3.9 zostaly umieszczone wartosci B’ uzyskane dla sieci HSK-223 oraz HSK-312
dla £=0,005.

Tabela 3.9. Wartosci B" uzyskane dla sieci HSK-223 oraz HSK-312

Sie¢ HSK-223 Sie¢ HSK-312
rk 5 rk B
0.1 44589 0.1 47222
0.2 44234 0.2 45655
0.3 44948 0.3 44201

Podczas badan zaleznosci $redniego opoznienia w sieci od wielkosci budzetu
obserwowane byly wartosci $redniego opoZnienia w sieciach 1. poziomu oraz w sieci
2. poziomu. Rysunek 3.13 oraz rysunek 3.14 ilustrujg jak zmienia si¢ S$rednie opdznienie
pakietow w sieciach 1. poziomu oraz w sieci 2. poziomu wraz ze zwigkszaniem budzetu sieci.
Mozna zauwazy¢, ze przy malych wartosciach budzetu, jego zmiana wplywa na Srednie
op6znienie pakietu zarowno w sieciach 1. poziomu jak i w sieci 2. poziomu. Dla wartosci
budzetu B>19000 w przypadku sieci HSK-223 oraz B >25000 w przypadku sieci
HSK-312, s$rednie opo6znienia w sieciach 1. poziomu pozostaja na stalym najnizszym
poziomie, zmienia si¢ tylko srednie op6znienie pakietu w sieci 2. poziomu. Z powyzszych

rozwazan wynika nastgpujacy wniosek:

Whiosek 3.2. Istnieje taka warto$¢ budzetu B"<B', ze dla B> B" wartos¢ sredniego
opo6znienia pakietow we wszystkich sieciach 1. poziomu pozostaje stala i jego wartos¢ jest

minimalna.

Na $rednie opdznienie pakietéw w sieciach 1. poziomu maja wplyw rozmieszczenie bram
oraz przeptywy w tych sieciach. Dla budzetu o wartosci B> B" rozmieszczenie bram
w sieciach 1. poziomu jest rozmieszczeniem minimalizujacym $rednie opdznienie w sieci
hierarchicznej ijednoczesnie minimalizujacym $rednie opoOznienie pakietow w sieciach
1. poziomu. Inaczej jest w przypadku budzetu na budowg sieci o wartosci B < B". Wartosci
Sredniego opdznienia pakietu w sieciach 1. poziomu sa w wielu przypadkach wigksze od

wartosci minimalnej. Powyzsze rozwazania prowadza do nastgpujacego wniosku:

Whiosek 3.3. Rozmieszczenie bram minimalizujace $Srednie opdznienie pakietu w sieciach
1. poziomu nie zawsze prowadzi do minimalnej wartosci Sredniego opoznienia pakietow

w sieci hierarchicznej 77"

Powyzszy wniosek uzasadnia jednoczesne wyznaczanie lokalizacji bram, przeptywow,
przepustowosci kanalow 1 struktury hierarchicznej sieci rozlegtej. Wyznaczenie lokalizacji

bram, ktéra minimalizuje Srednie opdznienie pakietow w sieciach 1. poziomu a nastepnie
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wyznaczanie rozmieszczenia i przepustowosci kanatéw sieci 2. poziomu nie musi prowadzi¢

do optymalnego rozwiazania problemu (3.2 + 3.4).

3,0E-02 —
| ——T(s1)
\
—=— T(S2) |
2,5E-02 | — = — - — H
|~ T(SN) |
2,0E-02 ———— - — -
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0,0E+00
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Rys. 3.13. Zalezno$¢ wartosci Sredniego opéZnienia pakietow w sieciach 1. poziomu
oraz w sieci 2. poziomu hierarchicznej sieci HSK-223 od budzetu B
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Rys. 3.14. Zalezno$¢ wartosci Sredniego opdZnienia pakietéw w sieciach 1. poziomu
oraz w sieci 2. poziomu hierarchicznej sieci HSK-312 od budzetu B
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3.7.4. Badanie zaleznosci T od parametréw natezenia ruchu w sieci

Celem badania byto wyznaczenie zaleznoSci pomigdzy wartoScia Sredniego opdZnienia
pakietu w hierarchicznej sieci komputerowej a wartoScig parametrow ri oraz ro, bedacych
wartoSciami sktadnikow przesylanych odpowiednio pomigdzy weztami tej samej sieci
1. poziomu i pomigdzy weztami nalezacymi do réznych sieci 1. poziomu. Przebadano wiele
sieci hierarchicznych o réznych strukturach i r6znych przepustowosciach kanatléw w sieciach
1. poziomu. Dla wszystkich przebadanych sieci rezultaty nie réznity si¢ znaczaco. Na rys.
3.15 przedstawione zostaly wyniki badania wplywu parametru ro na wartoS¢ Sredniego
opd6znienia pakietu uzyskane dla sieci HSK-213 przy ustalonej wartoSci parametru ri =0.1.
Mozna zauwazy¢, ze dla wartoSci parametru ro <0.6 w przypadku budzetu B =8200 oraz
ro<1.1 dla wigkszych wartoSci budzetu, wzrost wartoSci ro powoduje liniowy wzrost
warto$ci Sredniego opdznienia 7% . Dalsze zwigkszanie parametru ro powoduje gwaltowny

opt

wzrost wartosci 7. Dla wartoSci parametru ro =>1.1 w przypadku budzetu B =8200 oraz
dla wartosci parametru ro = 2.2 w przypadku budzetu B >14300, zadanie (3.2 + 3.4) nie ma

rozwiazania.

T opt

2,2E-01 e

2,0E-01 =

1,8E-01

1,6E-01

1,4E-01

1,2E-01

1,0E-01

BUE-Ge | ——B=8200

6,0E-02 - —=—B=14360 |
| —4—B =20520 |
4,0E-02 |
| — B =32840

2,0E-02 .
0,10 0,60 ro 1,10 1,60 2,10

opt

Rys. 3.15. Zalezno$¢ wartosci Sredniego opéZnienia pakietu w sieci HSK-213 T
od parametru ro



Rozdziat 3. Problem GLCFA ze srednim opdZnieniem pakietu w sieci jako kryterium 65
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Rys. 3.16. Zalezno$¢ warto$ci Sredniego opdZnienia pakietéw w sieciach 1. poziomu oraz w sieci
2. poziomu od parametru ro w sieci HSK-213, przy budzecie B =8200

3,0E-01
e :
—=—T(S1)

2,5E-01 = = == == — T(s2) .
——T(SN)

2,0E-01 g

1,56E-01

1,0E-01

5,0E-02

0,0E+00 : :
0,10 0,60 110 FO 1,60 2,10

Rys. 3.17. Zalezno$¢ wartoSci Sredniego op6Znienia pakietow w sieciach 1. poziomu oraz w sieci
2. poziomu od parametru ro w sieci HSK-213, przy budzecie B = 20520

Rysunek 3.16 oraz rysunek 3.17 ilustruja wplyw wartoSci parametru ro na opdznienie
pakietéw w poszczegdlnych sieciach wchodzacych w sktad sieci HSK-213. Mozna zauwazy¢,
ze wzrost wartoSci 7% wynika ze wzrostu wartosci Sredniego op6znienia w jednej z sieci 1.

poziomu lub w sieci 2. poziomu. Rysunek 3.16 przedstawia wykres zmian wartosci Sredniego
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opdznienia w sieciach 1. poziomu oraz w sieci 2. poziomu dla budzetu B =8200. Wartos¢
sredniego opdznienia w sieciach 1. poziomu zmienia si¢ nieznacznie. Jedynie w sieci 2.
poziomu wraz ze wzrostem wartosci parametru ro nastgpuje znaczny Wwzrost wartosci
sredniego opdznienia. Rysunek 3.17 przedstawia wykres zmian wartosci srednich opdznien
dla budzetu B =20520. Mozna na nim zauwazy¢, ze zwigkszanie parametru ro powoduje
jedynie wzrost wartosci sredniego opdznienia w sieci SK-2 7(S2). Z powyzszych rozwazan

wynika nastepujacy wniosek:

Whniosek 3.4. Duzy wzrost wartosci Sredniego opoznienia pakietow w jednej z sieci
(1. poziomu lub 2. poziomu) wchodzacych w sklad sieci hierarchicznej powoduje podobny

wzrost warto$ci Sredniego op6znienia pakietu w sieci hierarchicznej 7.

Analiza wynikow otrzymanych dla sieci HSK-213 oraz dla pozostatych sieci wykazuje, ze
zalezno$¢ wartosci $redniego opo6znienia 7” od parametru ro mozna przyblizy¢ funkcja
z nastepujacej klasy:

T()pl — ul

+u3 27
u2—ro 7 (3:36)

gdzie ul, u2 i u3 sg wspoélczynnikami rzeczywistymi.
Wyznaczenie wspotczynnikow sprowadza si¢ do rozwiazania zadania identyfikacji
polegajacego na wyborze najlepszego modelu z klasy (3.36). Jako kryterium jakosci

identyfikacji zostalo przyjete kryterium kwadratowe:

1< ul 2
LI] _= T()p( _ +u’1
A,Z,:[ ' (u2—r0, JD

gdzie s jest liczba pomiaréw, a 7, jest wartosciag Sredniego opdzZnienia pakietu uzyskanag

w wyniku rozwigzania zadania optymalizacji (3.2 +3.4) przy wartosci sktadnikow
przesylanych pomigdzy weztami réznych sieci 1. poziomu ro =ro,.

Przedstawimy przyklad wyznaczenia wartosci wspolczynnikow ul, u2, u3 dla sieci
HSK-213. Wartosci wspotczynnikow ul, w2, wu3, minimalizujace kryterium YW dla
wybranych wartosci budzetu B, zostaly wyznaczone numerycznie. Wyniki przedstawione
zostaty w tabeli 3.10.

Tabela 3.10. Wartosci wspotczynnikow ul, u2, u3 dla sieci HSK-213

B ul u2 u3 ¥
8200 0,0068 1,08 0,0374 3,16E-05
14360 0,0355 2,22 0,0234 4,38E-05
20520 0,0288 2,26 0,0247 3,04E-05
32840 0,0192 2,22 0,0350 5,76E-05
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Rysunek 3.18 przedstawia wyniki badania wplywu parametru ri na wartoS¢ Sredniego
op6znienia pakietu uzyskane dla sieci HSK-213 przy ustalonej wartosci parametru ro =0.1.
Mozna zauwazy¢, ze wartos¢ budzetu ma znikomy wptyw na zalezno$¢ wartosci 7" od
wartosci parametru ri. Wynika to stad, ze parametr ri odpowiada wartoSci sktadnikéw
przesytanych pomigdzy weztami tej samej sieci 1. poziomu. Warto$¢ parametru ri nie

wptywa wigc na warto$¢ Sredniego opOzZnienia pakietow w sieci 2. poziomu, cO mozna

zaobserwowac na rysunku 3.19.

T opt

1,0E-01
9,0E-02
8,0E-02
7,0E-02
6,0E-02
5,0E-02
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4
3,0E-02 g=——=p = = = — —— —&—B =29000 |

2,0E-02

0,10 0,30 0,50 It 0,70 0,90 1,10

Rys. 3.18. Zalezno$¢ wartosci Sredniego op6znienia pakietu w sieci HSK-212 7

1,2E-01
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— —#— T(S2) |
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A———A——A A A A A A A A ——h A A Ak A A A A —A—h——A—A

0,0E+00

Rys. 3.19. Zalezno$¢ wartosci Sredniego opdznienia pakietow w sieciach 1. poziomu

0,10 0,30 0,50 rt 0,70 0,90 1,10

oraz w sieci 2. poziomu sieci HSK-212 od parametru ri, dla budzetu B =11080
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3.7.5. Badanie zaleznosci 7' od liczby bram w sieci

Celem badania byto wyznaczenie zaleznoSci pomigdzy wartoScig Sredniego opdznienia
pakietu w hierarchicznej sieci komputerowej a liczba bram umieszczonych w jednej z sieci
1. poziomu. Przebadano wiele sieci hierarchicznych o réznych strukturach, réznych
macierzach R wprowadzanych z zewnatrz nat¢zen, réznych przepustowoSciach kanatow
w sieciach 1. poziomu. Dla wszystkich przebadanych sieci zostaty uzyskane podobne wyniki.
Rys. 3.20 przedstawia wyniki uzyskane dla sieci HSK-211 do HSK-216 z dwiema sieciami
1. poziomu i jedna siecig 2. poziomu, z przepustowoSciami kanatéw w sieciach 1. poziomu
réwnymi 128 kbit/s, natomiast rys. 3.21 przedstawia wyniki uzyskane dla sieci HSK-221 do
HSK-226, roéwniez zdwiema sieciami 1.poziomu 1 jedna siecia 2. poziomu,

z przepustowosciami kanaléw w sieciach 1. poziomu réwnymi 128 kbit/s.

Topt
3,5E-02 -
—e—B = 12500
——B =
3,5E-02 . S S = _ B =15000 .
—4— B = 17500
—— B = 20000
3,4E-02 |\ —_— — —
| —%—B=22500 >
—e—B = 25000
3,4E-02 =
3,3E-02 |
3,3E-02 1 v
3,2E-02 | - 2t . L
3,2E-02 — /{
3,1E-02 | —- — e S e =
]
3,1E-02 ]
1 2 3 ‘H ’ 4 5 6

Rys. 3.20. Zalezno§¢ wartosci 7" od liczby bram w sieci SK-1 ‘H "
w sieciach HSK-211 do HSK-216
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T opt
3'25E,02 ettt A A e S
—-B=15000
3,20E-02 | —®-B=17500 |
—— B = 20000
- B = 22500 |

3,15E-02
—%—B =25000

3,10E-02

3,05E-02

3,00E-02

2,95E-02

2,90E-02

2,85E-02

Rys. 3.21. Zalezno§¢ wartosci T%' od liczby bram w sieci SK-1 ‘H ‘]
w sieciach HSK-221 do HSK-226

We wszystkich przebadanych sieciach hierarchicznych mozna zauwazy¢ zmniejszenie

opt

wartosci Sredniego op6Znienia pakietu w sieci 7" przy dodaniu drugiej bramy w sieci SK-1.

Zmniejszenie wartoSci 7" nastgpowato niezaleznie od wartoSci budzetu na budowe sieci.
Dalsze zwigkszanie liczby bram w sieci SK-1: ‘H 1’ dawalo rezultaty zalezne od wartosci

budzetu B . Przy matych wartosciach budzetu, warto$§¢ 7% zmniejszata si¢ tylko nieznacznie
lub nawet rosta, natomiast przy wigkszych wartoSciach budzetu B zwigkszajac liczb¢ bram
w sieci SK-1 )H1| uzyskiwano zmniejszenie wartosci 7" dla ‘H1’ <4.

Whiosek 3.5. Istnieje taka liczba bram do umieszczenia w sieci 1. poziomu, dla ktorej

warto$¢ T osigga minimum.

Whiosek 3.6. Liczba bram w sieci, dla ktérej wartoS¢ T jest najmniejsza, zalezy od

wartosci budzetu B .

Na wykresach umieszczonych na rysunku 3.20 oraz rysunku 3.21 mozna zauwazy¢, ze w

okolicy minimum wartosci 7" nie réznia si¢ znaczaco. Zalezno$¢ wartosci 7" od liczby
bram ‘H1| mozna przyblizy¢ funkcja kwadratowa:
" ZM]QH]‘—MZ)- +u3 (3.37)

gdzie ul, u2 i u3 sa wspdtczynnikami rzeczywistymi.
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Wyznaczenie wspotczynnikow sprowadza si¢ do rozwigzania zadania identyfikacji
polegajacego na wyborze najlepszego modelu z klasy (3.37). Jako kryterium jakosci
identyfikacji zostato przyjete kryterium kwadratowe:

6 2.
= L -y )
i=1
gdzie T jest warto$cig sredniego opoOznienia pakietu uzyskana w wyniku rozwigzania
zadania optymalizacji (3.2 + 3.4) dla liczby bram w sieci SK-1 ‘H " 1.

Przedstawimy przyktad wyznaczenia wartosci wspdlczynnikéw ul, w2, u3 dla sieci

HSK-211 do HSK-216. Wartosci wspoétczynnikow ul, u2, u3, minimalizujace kryterium ¥

dla wybranych wartosci budzetu B, zostaly wyznaczone numerycznie. Wyniki przedstawione

zostaty w tabeli 3.11.

Tabela 3.11. Wartosci wspotezynnikéw ul, u2, u3 dla sieci HSK-211 do HSK-216

B ul u2 u3 W
12500 2,82E-04 3,56 3.24E-02 5,33E-08
15000 2,69E-04 3,95 3,17E-02 1,14E-07
17500 2,83E-04 4,15 3,12E-02 9.18E-08
20000 2,78E-04 4,35 3.09E-02 1,22E-07
22500 2,79E-04 4,46 3,06E-02 1,45E-07
25000 2.87E-04 4,51 3.04E-02 1,53E-07
27500 2,89E-04 4,60 3,02E-02 1,41E-07
30000 2,86E-04 4,69 3,01E-02 1,33E-07
32500 2,86E-04 4,76 3,00E-02 1,27E-07
35000 2,87E-04 4,79 2,99E-02 1,19E-07

Mozna zauwazy¢, ze funkcja (3.37) okreslajaca zalezno$¢ wartosci 7" od liczby bram
‘H ” osiaga minimum dla wartosci }H : ‘ =u2 . Liczba bram w sieci SK-1 ‘H " musi by¢ liczbg
catkowita. Liczbe bram, dla ktérej wartos¢ 7% jest najmniejsza, oznaczymy przez ‘H 11*
i bedziemy okresla¢ jako liczbg catkowita najblizsza wartosci parametru u2 :

‘Hly* :{[u2]+1 jezeli u2—[u2]>0.5

[U2] W przeciwnym razie,
gdzie przez [1,12] oznaczona zostata czgs$¢ catkowita parametru u2 . Rysunek 3.22 przedstawia
wykres zaleznosci wartosci parametru #2 od budzetu B wraz z wyznaczonymi warto$ciami

.
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Rys. 3.22. Zalezno$¢ wartoSci u2 oraz ’H" od warto$ci budzetu B w sieciach HSK-221 do
HSK-226

*

H'| roénie wraz

Mozna tatwo zauwazyc, ze warto$¢ parametru #2 a tym samym wartos¢
ze zwiekszaniem wartoSci budzetu B. Zwigkszanie liczby bram do umieszczenia w sieci
SK-1 prowadzi do zmniejszania si¢ wartosci $redniego opdznienia w tej sieci T(S1).
Jednoczesnie zwieksza sig wartos¢ Sredniego op6znienia pakietéw w sieci 2. poziomu T (SN ).
Ta zalezno$¢ dla sieci HSK-211 do HSK-216 przedstawiaja rysunek 3.23 oraz rysunek 3.24.
, poniewaz dodawanie

Wartos¢ T(Sl) zmniejsza si¢ wraz ze zwigkszaniem wartoSci ‘Hl

kolejnych bram w sieci SK-1 powoduje zmniejszenie przeplywow w kanatach tej sieci.
Wzrost wartosci (SN ) przy zwigkszaniu ’H " wynika stad, ze dodawanie nowych bram
pociaga za soba zwigkszanie liczby kanatéw w sieci 2. poziomu i tym samym wzrost kosztu
budowy sieci. Przy stalej wartoSci budzetu prowadzi to do zmniejszenia przepustowosci

kanatéw sieci 2. poziomu i w wyniku do wzrostu wartoSci Sredniego opéZnienia pakietow w
sieci 2. poziomu T(SN). Z powyzszych rozwazan wynika nast¢pujacy wniosek:

Whiosek 3.7. Zwigkszanie liczby bram w sieci 1. poziomu powoduje zmniejszanie wartosci
Sredniego opOznienia pakietu w tej sieci oraz wzrost wartoSci Sredniego opdznienia pakietu

w sieci 2. poziomu.
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Rys. 3.23. Zalezno$¢ wartosci §redniego op6Znienia pakietu w sieci 1. poziomu T(S1) od ‘H "
w sieciach HSK-221 do HSK-226
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Rys. 3.24. Zaleznos$¢ wartosci Sredniego op6Znienia pakietu w sieci 2. poziomu T(SN )

od |H ‘\ w sieciach HSK-221 do HSK-226
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3.7.6. Badanie wlasnosci obliczeniowych algorytmu doktadnego

Celem badania bylo ustalenie zaleznosci pomigdzy liczba iteracji algorytmu potrzebng do
rozwigzania problemu optymalizacji (3.2 + 3.4) a wartosciami parametrow wystepujacych
w rozwazanym problemie. Badania przeprowadzono dla réznych sieci hierarchicznych z
jedna siecig 2. poziomu 1 kilkoma sieciami 1. poziomu. W celu poroéwnania wynikoéw
uzyskanych dla réznych sieci wykorzystamy pojecia unormowanego budzetu B oraz
unormowanego parametru ro wprowadzonych w punkcie 3.7.2 niniejszego rozdziatu.

Niech Fk(E) bedzie liczba iteracji algorytmu potrzebna do rozwigzania problemu
optymalizacji (3.2 + 3.4) dla k-tej rozleglej sieci komputerowej przy unormowanym budzecie
B =B,. Jako miar¢ efektywnosci rozpatrywanego algorytmu dla okreslonej wartosci

unormowanego budzetu B = B, przyjety zostal stosunek liczby iteracji algorytmu I™* (E) do
sumy iteracji algorytmu dla wszystkich rozpatrywanych wartosci budzetu:

N :L(EL.H)O%,

>r'(s)

gdzie M jest liczbg wartosci unormowanego budzetu, dla ktérych przeprowadzone byly
badania. Niech @, bedzie $rednia wartoscia @ dla wszystkich przebadanych sieci

hierarchicznych:
1 &,
O, =—) @/,
K&

gdzie K jest liczbg badanych hierarchicznych sieci komputerowych. Dla kazdej z badanych

sieci przeprowadzone zostaly eksperymenty obliczeniowe dla jedenastu wartosci
unormowanego budzetu B e{O%,IO%,20%,...,90%,100%}. Wyniki badan zostaly

przedstawione na rysunku 3.25.
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Rys. 3.25. Zaleznos¢ wzglednej liczby iteracji algorytmu doktadnego @ od wartosci
unormowanego budzetu B

0% i e e
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Mozna zauwazy¢, ze @, przyjmuje najwigksze wartosci dla B e [1 0%, 40%]. Dla
B >40% , wraz ze wzrostem wartosci unormowanego budzetu, warto$¢ @, wyraznie maleje.
Algorytm potrzebowal najmniejszej liczby iteracji do rozwigzywania problemu optymalizacji
(3.2+3.4)dla B=0% orazdla B >60% .

Whiosek 3.8. Przedstawiony algorytm jest szczegdlnie efektywny z obliczeniowego punktu
widzenia dla B =0% orazdla B >60% .

Niech TI'* (r_) bedzie liczba iteracji algorytmu potrzebna do rozwigzania problemu

optymalizacji (3.2 + 3.4) dla k-tej rozleglej sieci komputerowej dla unormowanego parametru
o wartosci ro. Przez CDk(a,b) oznaczymy stosunek liczby iteracji algorytmu dla wartosci

unormowanego parametru ro z przedziatu (a,b) do sumy iteracji dla wszystkich wartosci

unormowanego parametru ro e [0%, 100%] :

(o)
ch a,b = rue(a,h) - 100(V
( ) I'*(ro ’
roe[0%,100%)
Niech (D(a,b) bedzie $rednia wartoscia ®* (a,b) dla wszystkich przebadanych sieci

hierarchicznych:
K

(D(a,b):%ZCD"(a,b),

k=1
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gdzie K jest liczba badanych rozleglych sieci komputerowych. Dla kazdego badanego
przedziatu (a,b) zostato przeprowadzonych tyle samo eksperymentéw. Stad wartos¢ CD(a,b)

ilustruje procentowy udzial iteracji algorytmu dla ro z przedziatu (a,b) w iteracjach
algorytmu wykonanych dla wszystkich przebadanych sieci. Wyniki zostaly przedstawione na
rysunku 3.26

()

16%

14%
12% 7 | |
10%
8%
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4%

2%

0% . oo
[0%-10%) [10%-20%) [20%-30%) [30%-40%) [40%-50%) [50%-60%) [60%-70%) [70%-80%)] (80%-90%]  (90%-

100%]
ro

Rys. 3.26. Zaleznos¢ wzglednej liczby iteracji algorytmu doktadnego @ od unormowanego
parametru ro

Mozna zauwazy¢, ze roznice w wartosci @ pomigdzy poszczegdlnymi przedziatami
wartosci unormowanego parametru ro nie przekraczaja 10 punktow procentowych i sa duzo
mniejsze niz w przypadku réznych wartosci unormowanego budzetu. Réznica w wartosci @
dla réznych wartosci unormowanego budzetu B przekracza 20 punktéw procentowych.
Wplyw wartosci sktadnikow przesytanych pomig¢dzy weztami réznych sieci 1. poziomu na
liczbg iteracji algorytmu potrzebnych do rozwigzania problemu optymalizacji (3.2 + 3.4) jest
zatem mniejszy niz wplyw wartosci budzetu. Mozna jednak zauwazyé, ze dla skrajnych
warto$ci unormowanego parametru ro algorytm potrzebuje wyraznie mniej iteracji do

rozwigzania rozwazanego problemu niz w przypadku roe [20%, 70%).

Whniosek 3.9. Przedstawiony algorytm jest szczegolnie efektywny z obliczeniowego punktu

widzenia dla ro < 20% oraz dla ro > 70%.
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3.7.7. Badanie odlegtosci rozwigzan przyblizonych od rozwigzan optymalnych

Celem badania bylo okreslenie odleglosci rozwigzania przyblizonego uzyskiwanego za
pomoca algorytmu heurystycznego WRP1 a rozwigzaniem uzyskanym przez algorytm
doktadny. Algorytm WRP1 przedstawiony zostal w rozdziale 3.6. Wyznaczone zostaly
zaleznosci pomigdzy réznymi parametrami a odlegloscia uzyskiwanych rozwiazan. Badania
przeprowadzono dla réznych sieci hierarchicznych z jedng siecig 2. poziomu i kilkoma
sieciami 1. poziomu. W celu porownania wynikéw uzyskanych dla réznych sieci
wykorzystamy unormowane parametry B oraz ro wprowadzone w punkcie 3.7.2 niniejszego

rozdziatu.

3.7.7.1 Odlegtos¢ rozwigzan przyblizonych od rozwigzan optymalnych

Oznaczmy przez y odleglos¢ rozwiazania przyblizonego od rozwigzania optymalnego.

_ (lepp - Topl )
A= T

opt
gdzie T, jest wartoscig Sredniego opoznienia pakietu w sieci uzyskang w wyniku dziatania
algorytmu heurystycznego WRP1, natomiast 7, , jest wartoscig sredniego opdznienia pakietu

opi
w sieci uzyskana w wyniku rozwiazania problemu (3.2 + 3.4).
Wprowadzmy zmienna binarng n(a,b) , ktéra przyjmuje wartos¢ 1 jezeli odlegtosé
rozwigzania przyblizonego od rozwigzania optymalnego y nalezy do przedziatu (a,b):

q(a,b)z{l 7 €(a.b)

0 w przeciwnym razie.

Przez @(a,b) oznaczymy stosunek liczby rozwigzan przyblizonych, dla ktérych y e (a,b),
do liczby wszystkich badanych rozwigzan.

in"(a,b)

®(a,b)=’=’T-IOO%

gdzie K jest liczbg badanych rozleglych hierarchicznych sieci komputerowych. Na rys. 3.27
zostaly przedstawione wyniki uzyskane za pomoca algorytmu WPR1 dla 986 badanych
hierarchicznych sieci komputerowych. Jezeli rozwigzanie uzyskane za pomocg algorytmu
przyblizonego rozni si¢ od rozwigzania optymalnego o mniej niz 5% mozna przyjac, ze

rozwigzanie przyblizone jest bardzo dobre.
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Rys. 3.27. Wzgledna liczba rozwigzan ® algorytmu WRP1 o wartosci y

Na rysunku 3.27 wida¢ wyraznie, ze dla wigkszosci badanych sieci (ponad 83%)

odleglosci rozwigzan przyblizonych uzyskanych za pomoca algorytmu WPRI1 od rozwigzan
optymalnych mieszcza si¢ w przedziale [O%, 5%), natomiast w przedziale [O%,IO%) miesci

sic ponad 98% rozwigzan. Swiadczy to o tym, ze wyniki uzyskiwane za pomoca

proponowanego algorytmu WPR1 daja bardzo dobre przyblizenie rozwigzania optymalnego.

Whiosek 3.10. Wyniki uzyskane za pomoca zaproponowanego algorytmu heurystycznego

w wiekszosci przypadkéw nie roznig si¢ znacznie od rozwigzan optymalnych. W 98%

przebadanych sieci r6znica nie przekraczata 10%.

Rysunek 3.28 przedstawia wartosci ®@ dla ;(e[O%, 5%]. Mozna zauwazy¢, ze ponad

potowa rozwiazan przyblizonych rézni si¢ od rozwigzan optymalnych o nie wigcej niz 1%.

Poza przedzialem y e [0%, 1%] wartosci ® sa duzo mniejsze.
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Rys. 3.28. Wykres wartosci ® dla y z przedziatu [O%, 5%]

3.7.7.2 Odlegtos¢ rozwigzan przyblizonych od rozwigzan optymalnych w zaleznosci od
unormowanego budzetu na budowe sieci B
Niech srednia odleglos¢ pomigedzy rozwigzaniami uzyskanymi za pomoca algorytmu
heurystycznego a rozwigzaniami optymalnymi dla wszystkich przebadanych sieci przy

okre$lonej warto$ci unormowanych parametréw B oraz ro oznaczona bedzie przez Q:
1 K
Q=227
K5

Na rysunku 3.29 zostala przedstawiona zalezno$¢ Q od unormowanego budzetu B .
Mozna zauwazy¢, ze dla unormowanego budzetu B=0% odlegltos¢ pomiedzy rozwigzaniami
przyblizonym i optymalnymi jest bliska zera, natomiast dla pozostatych wartosci budzetu

odlegtos¢ wynosi okoto 2%.
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Rys. 3.29. Srednia odleglosé rozwiazan przyblizonych uzyskanych za pomoca algorytmu WRP1 od
rozwiazan optymalnych Q w zaleznoéci od unormowanego budzetu B

Na podstawie powyzszych spostrzezen dotyczacych Rys. 3.29 mozna sformutowac

nastgpujacy wniosek:

Whiosek 3.11. Odleglos¢ rozwiazan przyblizonych od rozwiazan optymalnych dla B >10%
nie zalezy od warto$ci unormowanego budzetu B . Dla wszystkich przebadanych wartosci B

$rednia odlegtos¢ rozwigzan przyblizonych od optymalnych Q nie przekracza 2,5%.

3.7.7.3 Odlegtos¢ rozwigzan przyblizonych od rozwigzan optymalnych w zaleznosci od
warto$ci unormowanego parametru ro .

Na rysunku 3.30 przedstawiona zostala zalezno$¢ s$redniej odleglosci pomigdzy
rozwigzaniami uzyskanymi za pomoca algorytmu heurystycznego a rozwigzaniami
optymalnymi € od unormowanego natg¢zenia pakietdw pomig¢dzy weztami roznych sieci
1. poziomu, ktore zostalo oznaczone przez ro . Mozna zauwazy¢, ze wraz ze zwigkszaniem
wartosci unormowanego parametru ro w przedziale [0%, 90%] zwigksza si¢ wartos¢ Q. Dla
warto$ci unormowanego parametru ;56(90%,100%], odpowiadajacym duzemu nat¢zeniu
strumienia pakietow przesylanych pomigdzy weztami réznych sieci 1. poziomu, wartos¢ Q
jest bardzo duza, bliska 100%. Rozwigzania przyblizone, uzyskiwane za pomocg algorytmu
WPRI1, przy bardzo duzym natg¢zeniu pakietow znacznie odbiegaja od rozwiazania

optymalnego.
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Na podstawie powyzszych spostrzezen mozna sformutowac nastgpujace wnioski:

Whiosek 3.12. Odleglo$¢ rozwigzan przyblizonych od rozwiazan optymalnych dla wartosci
parametru 7o € [O%, 90%] nieznacznie rosnie wraz ze zwickszaniem wartosci skladnikéw

przesytanych pomiedzy weztami réznych sieci 1. poziomu. Proponowany algorytm

heurystyczny osiaga najlepsze rezultaty dla ro<70%.

Whniosek 3.13. Przy bardzo duzym natezeniu pakietow przesylanych migdzy wezlami
réznych sieci 1. poziomu, tj. dla roe(90%,100%], rozwigzania przyblizone, uzyskane za
pomoca proponowanego algorytmu heurystycznego, odbiegaja znaczaco od rozwigzan

optymalnych.

€
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90% |

80%

70% -
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100%)

ro

Rys. 3.30. Srednia odleglos¢ rozwiazan przyblizonych uzyskanych za pomoca algorytmu WRP1
od rozwigzan optymalnych Q w zaleznosci od unormowanego parametru ro
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4. Problem GLCFA z kosztem budowy sieci jako kryterium

W rozdziale tym zostanie przedstawiony problem wyznaczania rozmieszczenia bram w
sieciach 1. poziomu, przeplywoéw oraz przepustowosci kanatow sieci 2. poziomu, ktore
minimalizuja koszt budowy sieci przy ograniczeniu na Srednie opdznienie pakietu w sieci
hierarchicznej. W kolejnych punktach przedstawione zostana: sformutowanie problemu,
algorytm dokltadny oraz algorytm heurystyczny do rozwigzywania rozwazanego problemu

oraz rezultaty eksperymentéw komputerowych ilustrujace wlasnosci rozwazanego problemu.

4.1. Sformutowanie problemu

Niech dane beda struktury sieci 1. poziomu, czyli rozmieszczenie weztéw 1 kanatow
w tych sieciach oraz przepustowosci kanaléw sieci 1. poziomu. Dane sq réwniez zbiory
potencjalnych lokalizacji bram w sieciach 1. poziomu, tj. ustalone sg zbiory weztow sieci
1. poziomu, w ktorych mogg by¢ umieszczone poszczegdlne bramy, rozmieszczenie kanatow
w sieci 2. poziomu, a takze zbiory dostgpnych przepustowosci dla tych kanatow. Zakladamy
rowniez, ze znana jest macierz wprowadzanych z zewnatrz natezen, tj. wymagania dotyczace
srednich przeptywow pomigdzy weztami tej samej sieci 1. poziomu oraz pomigdzy weztami
réznych sieci 1. poziomu.

Rozwazane zadanie polega na znalezieniu takiej reprezentacji (X LY, ) € R, 1zwigzanego
z nig przeptywu wieloskladnikowego f realizujacego macierz R wprowadzanych z zewnatrz
natezen, dla ktorych koszt budowy sieci okreslonej przez (X ,.,Y,A) osiggnie minimum,

a wartos¢ sredniego opdznienia pakietow w sieci nie przekroczy zadanej wartosci.

min d(.Y,.,) (4.1)

uwzgledniajac, ze
(X,.1,)e R, (4.2)
X, 2 )= T™ (4.3)

gdzie 7™ oznacza maksymalng dopuszczalng wartos$¢ sredniego opdznienia pakietu w sieci,
natomiast 7(X,.Y,) jest minimalnym $rednim opéznieniem pakietu w sieci okreslonej przez

reprezentacje (X o ) .
Rozpatrywany problem, podobnie jak problem (3.2 +~3.4), nalezy do klasy problemow
NP-zupelnych, co wykazaliSmy w rozdziale 2. Dlatego tez do jego rozwigzania zostanie

skonstruowany algorytm oparty na metodzie podzialu i oszacowan.
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4.2. Opis algorytmu

Do rozwiazania rozwazanego problemu optymalizacji zostal zastosowany algorytm, oparty
na metodzie podzialu 1 oszacowan, opisany w punkcie 3.2. Przypomnijmy, Ze zasada
dziatania tego algorytmu jest nastgpujaca: generowane i sprawdzane sa kolejne reprezentacje
(X ,‘,Y,A) i odpowiadajace im sieci S,. Nowa reprezentacja (X S,Y_‘,) generowana jest
.Y) przez wybor pewnej zmiennej zgodnej ze zbioru X, lub ze zbioru

Y oraz zmiennej przeciwnej, na ktdra wybrana zmienna nalezy zamieni¢. Czynno$¢ ta jest

z reprezentacji (X

realizowana za pomoca regul podziatu, na ktére skladajq si¢ operacja wyboru i operacja
regulacji:

e operacja wyboru jest stosowana do wyboru zmiennych do zamiany, jesli dla

reprezentacji (X ,.,Y,) Srednie opdznienie pakietu w sieci nie przekracza

maksymalnej dopuszczalnej wartosci (4.3),

e operacja regulacji jest stosowana w przypadku, gdy ograniczenie (4.3) nie jest
zachowane.

Za pomocg regul podzialu dokonujemy wyboru zmiennych do zamiany na postawie
kryterium lokalnej optymalizacji. Dla kazdej reprezentacji (X ,‘,Y,l) sprawdzane jest, czy jest
mozliwe wygenerowanie z niej nastgpnika, dla ktérego warto$¢ funkeji kryterialnej (4.1)
bedzie mniejsza od najmniejszej dotychczas znalezionej wartosci. W tym celu wyznaczane
jest dolne oszacowanie funkcji kryterialnej. Jezeli wartos¢ dolnego oszacowania jest wigksza

od najmniejszej dotad znalezionej wartosci funkcji kryterialnej, to biezaca reprezentacja
(X ,_,Y,_) jest odrzucana 1 nastgpuje cofanie si¢ do jej poprzednika. Algorytm konczy dziatanie,

gdy nalezy cofnac si¢ od korzenia drzewa rozwiazan, tj. od reprezentacji (X ki )
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4.3. Dolne oszacowanie

W punkcie tym zostanie zaprezentowany sposob wyznaczenia dolnego oszacowania LB,
kosztu budowy sieci dla reprezentacji (X,.Y,) i kazdego nastepnika (X ,Y,) mozliwego do
wygenerowania z reprezentacji (X LT).

Do wyznaczenia dolnego oszacowania wykorzystana zostanie sie¢ é, skonstruowana
w sposob podany w rozdziale 3.3. W sieci S,, rozluznione zostaly ograniczenia zwigzane

z wyborem przepustowosci kanatow ze zbiorow ZC' oraz z wyborem lokalizacji bram.

Dolne oszacowanie wartosci d(X,,Y,) dla dowolnego nastgpnika (X _\,,Ys) mozliwego do
wygenerowania z reprezentacji (X Y ) mozna uzyska¢ przez rozwigzanie nast¢pujacego

r>>r

problemu optymalizacji przeptywu wielosktadnikowego i przepustowosci tukow w S "

LB, mm[ D X i + Zd’] (4.4)

I iX'eXW ixpel,

Uwzgledniajac ograniczenia (1.1+1.4) oraz

l Z = ”., + Z f Z I\f; < T max (45)
V| isexw X Crnax f ixel, ¢ _‘ ,c _fr
/eU[.,
‘ L (4.6)
f, <c¢' dlakazdego i takiego, ze x, € F, oraz i € UL,
=1
f <cl x' dlakazdego i takiego, ze X' € XW (4.7)
(4.8)

x' <1 dlakazdego x' € XW

W dalszej czesci rozdzialu przedstawione zostang dwa sposoby rozwigzania problemu
(44-+438), (1.1+14). W pierwszym przypadku zostanie wyznaczone rozwigzanie
uwzgledniajace wszystkie ograniczenia. Natomiast w drugim wyznaczone zostanie dolne
oszacowanie kosztu budowy sieci z pominigciem ograniczen dotyczacych przeplywow w

sieci oraz $redniego opdznienia pakietu w sieci.

4.3.1. Dolne oszacowanie LB,3;
Problem (4.4 +4.8) oraz (1.1 +1.4) mozna rozwiaza¢ wzgledem zmiennych X' dla
kazdego i:x' e XW, przyjmujagc ze zmienne J/ sa ustalone, nastepnie wzgledem f

korzystajac zrozwigzania wzgledem zmiennych X'. Do rozwigzania tego problemu

wzgledem zmiennych X' skorzystamy z warunkéw Kuhna-Tuckera [28], [64] dla zadan
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optymalizacyjnych z ograniczeniami nieréwnosciowymi. Warunki konieczne optymalnosci
Kuhna-Tuckera dla rozwazanego problemu przedstawiajg si¢ nastgpujaco:

mwr

el dr +i%+& ¢’ =0 dlakazdego i: X' € XW 4.9)
ylen T - 1,)
l l Z R Z + Z f Tmax :0 (410)
V| izexw X Cma\ ——f;’ ixek, C - i / ﬁ
leUI
(f % r';a\)=0 dla kazdego i:x' € XW (4.11)

Wartosci mnoznikéw A, wynikaja z zaleznosci (4.11). Dla A, >0 zachodzitoby
f,=x'c! =0, co po wstawieniu do réwnania (4.9) prowadzi do sprzecznosci, tzn. —0 =0,

m ax

stad dla kazdego i:X' € XW musi zachodzi¢ A4 =0. W zaleznosci (4.10) rowniez nalezy
rozpatrzy¢ dwa przypadki A=0 lub A>0. Po podstawieniu A=0 do réwnania (4.9)
1 uwzglednieniu, ze A, =0 mozemy stwierdzi¢, ze rownanie (4.9) jest sprzeczne dla kazdego
i:x' € XW . Pozostaje zbada¢ przypadek, gdy 4>0. Z réwnania (4.9) wyznaczymy X' w
zaleznosci od A :

M
" i (4.12)

—i min
X

i

c

max

Po podstawieniu zaleznosci (4.12) do réwnania (4.10) przy uwzglednieniu, ze A>0

otrzymujemy:

> Jafar 3L 3 L @.13)
r ixX'eXW ixpel, I /eUL’ f;

stad mozna wyprowadzi¢ zalezno$¢ na A :
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138

2N,

P i W (4.14)
Y
Tmax _ Z f Z I
}/ ixpek, C I U C f;

Po podstawieniu (4.14) do zalezno$ci (4.12) otrzymujemy wyrazenie na X' :

B - Zdn/]rm m’1\

—i _ f j:x'eXw
X ,‘ 5 (415)
min Cma‘( z \/ mln
JxleXw

Uwzgledniajac powyzsza zaleznos¢ w funkcji (4.4) otrzymujemy nastgpujacy problem

optymalizacyjny:
[ Z\/d.';.-nf;J
m/in i-X' e XW + o f+ D.d (4.16)
L ix'eXW ix ek,
max f I
™ 2 e L
ixpek, 1 U i

przy uwzglednieniu ograniczen (1.1 = 1.4) oraz (4.6).
Pierwszy sktadnik sumy (4.16) jest funkcja quasi-wklgsta podobnie jak w wyrazeniu
(3.16), drugi natomiast funkcja wypukla ze wzgledu na /. Dolne oszacowanie pierwszego

sktadnika sumy (4.16) uzyskamy postepujac analogicznie jak w punkcie 3.3.2, tzn. mnozac
poszczegdlne sktadniki sumy w liczniku przez - f, / ey <l. Wowczas otrzymujemy

d/)
“min_
ix'e \W max

}/T max Z Z I
p f,-

nastepujaca funkcje

+ ddm i+ D.d .

dA —
¥ e XW ixjel, (4.18)

ixpel, /
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Jest to funkcja wypukla, ktéra szacuje od dotu funkcje (4.16) dla kazdego f spetniajacego
ograniczenia (1.1 + 1.4), (4.6). Zatem rozwiazanie problemu

LB, = mfi}nd,’.’1 (4.19)

przy uwzglednieniu ograniczen (1.1 + 1.4), (4.6) jest dolnym oszacowaniem kosztu budowy
sieci S, oraz wszystkich jej nastgpnikow.

4.3.2. Dolne oszacowanie LB,4

Funkcje (4.4) mozna oszacowa¢ od dolu pomijajac ograniczenie (4.5) na S$rednie
op6znienie pakietu oraz ograniczenia (1.1 = 1.4) (4.6) 1 (4.7) na przeptywy w kanatlach sieci
S .. Dolne oszacowanie kosztu budowy sieci uzyskamy przyjmujac jako koszt kanatow, ktorych
przepustowos¢ nie zostata ustalona, koszt odpowiadajacy kanalowi o najmniejszej mozliwej do
wyboru przepustowosci. Wéwczas wyrazenie na dolne oszacowanie kosztu budowy sieci

uzyskamy zastgpujac X'c,, dla kazdego i:x'e€ XW przez c_ = min c,, oznaczajace

max xeX [
najmniejszg przepustowos¢ z dostepnych w zbiorze ZC' z pominigciem przepustowosci
odpowiadajacych zmiennym ustalonym tymczasowo. Uzyskana w ten sposéb funkcja

LB, = >crdr + >d (4.20)

ix'e XW ixp ek,

jest zatem dolnym oszacowaniem kosztu budowy sieci S, oraz wszystkich jej nastepnikdw.

4.3.3. Dolne oszacowanie LB,

W poprzednich punktach przedstawiono dwie propozycje dolnego oszacowania wartosci
d(X_.Y,) dla dowolnego nastgpnika (X .Y,) mozliwego do wygenerowania z reprezentacji

(X,.Y,). Przeprowadzono szereg badan numerycznych w celu ustalenia, ktore
z przedstawionych dolnych oszacowan jest lepsze. Badania przeprowadzono w analogiczny
sposob jak w punkcie 3.3.3. Na podstawie przeprowadzonych badan nie mozna jednoznacznie

okresli¢, ktore z zaproponowanych oszacowan lepiej przybliza warto$¢ funkcji kryterialne;.
Wystepuja przypadki, dla ktorych lepiej funkcje kryterialng przybliza wyrazenie LB,, jak

1 takie, dla ktoérych blizsze oszacowanie uzyskuje si¢ za pomoca wyrazenia LB,, . Dlatego tez
w dalszej czesci rozdziatu do wyznaczania dolnego oszacowania wartosci d(X,Y,) dla
dowolnego nastgpnika (X ,},) mozliwego do wygenerowania zreprezentacji (.X,,Y.) beda
wyznaczane oba dolne oszacowania 1 uzywane wyrazenie:

LB, =max{LB,,.LB,,} . (4.21)
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4.4. Reguly podziatu

Zadaniem regul podzialu jest wybor pary zmiennych, zgodnej i przeciwnej, do zamiany
w celu wygenerowania nastgpnika (X LY, ) reprezentacji (X ,.,Y,,). Na reguly podzialu

sktadaja si¢ operacje wyboru i regulacji. Wybdr operacji, za pomoca ktorej jest wykonywana
zalezy od tego, czy dla reprezentacji (X ,,,Y,,) spelniony jest warunek (4.3), tj. czy Srednie
opdznienie pakietu w sieci nie przekracza dopuszczalnej wartosci. W przypadku, gdy
warunek (4.3) jest spelniony wykonywana jest operacja wyboru, w przeciwnym wypadku
operacja regulacji. Zauwazmy, ze w zadaniu (4.1 +4.3) kryterium z zadania (3.2 ~3.4)
wystepuje w ograniczeniach, a ograniczenie z zadania (3.2+3.4) jest kryterium

optymalizacyjnym w zadaniu (4.1 + 4.3).

4.4.1. Operacja wyboru

Operacja ta ma na celu wybdr pary zmiennych do zamiany: zmiennej zgodnej nalezacej do
zbioru X, lub Y, 1zmiennej do niej przeciwnej, takich by wygenerowany w ten sposob zostat
nastepnik o mozliwie najmniejszym koszcie budowy sieci. Wybdr ten jest dokonywany na
podstawie lokalnego kryterium optymalizacji zaprezentowanego w rozdziale 3.4.2. Do oceny
zmiennych x, korzystamy z wyrazenia (3.32), natomiast do oceny zmiennych y#
z wyrazenia (3.30).

Przypomnijmy sposéb konstrukcji zbioréw E, oraz M, : E, =(X, VY )—F, jest zbiorem
takich zmiennych x, oraz y?, ktére moga zosta¢ zamienione na zmienne przeciwne.
Natomiast przez M, oznaczamy zbiér zmiennych przeciwnych do zmiennych ze zbioru E,
takich, ze zamiana na nie moze zmniejszy¢ koszt budowy sieci. Zmienne x, € M,
odpowiadaja mniejszym przepustowosciom kanaléw od tych wyznaczonych przez zmienne ze
zbioru E,. Natomiast zmienne y% e M, to wszystkie zmienne przeciwne do zmiennych
nalezacych do zbioru E,, na ktére mozna dokona¢ zamiany, dla ktérych wartos¢ wyrazenia

(3.26) jest wigksza od zera. Do zamiany nalezy wybra¢ te zmienne ze zbioru M, , dla ktérych

warto$¢ wyrazenia (3.30) lub (3.32) jest najwigksza.

4.4.2. Operacja reqgulacji

Operacja ta ma na celu wybdr pary zmiennych do zamiany: zmiennej zgodnej nalezacej do
zbioru X, lub Y , izmiennej do niej przeciwnej, takich by wygenerowany w ten sposob
zostal nastepnik o mniejszej wartosci sredniego op6znienia pakietu 1 mozliwie maltym koszcie
budowy sieci. Wybdr ten jest dokonywany na podstawie lokalnego kryterium optymalizacji
zaprezentowanego w rozdziale 3.4.1. Do oceny zmiennych x, korzystamy z wyrazenia

(3.27), natomiast do oceny zmiennych y¥ z wyrazenia (3.29).
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Przypomnijmy, ze przez P, oznaczamy zbior takich zmiennych przeciwnych do
zmiennych ze zbioru E,, ze zamiana na nie moze zmniejszy¢ Srednie opdznienie pakietu w
sieci. Zmienne x, € P, odpowiadaja wigkszym przepustowosciom kanatow od tych
wyznaczonych przez zmienne ze zbioru FE,. Natomiast zmienne y7 e P to wszystkie

zmienne przeciwne do zmiennych nalezacych do zbioru E,, na ktére mozna dokonaé

zamiany. Podobnie jak w przypadku operacji wyboru do zamiany nalezy wybra¢ te zmienne
ze zbioru P, dla ktorych warto$¢ wyrazenia (3.27) lub (3.29) jest najwigksza.



Rozdzial 4. Problem GLCFA z kosztem budowy sieci jako kryterium 89

4.5. Algorytm

Niech (X l,Yl)e R, bedzie reprezentacjq poczatkowq taka, ze istnieje przeplyw
wielosktadnikowy realizujacy macierz R wprowadzanych z zewnatrz nat¢zen w sieci S, taki,
ze spelniony jest warunek (4.3). Niech F, oznacza zbior zmiennych ustalonych chwilowo lub
trwale, F' zbiér zmiennych ustalonych tymczasowo w r-tej iteracji algorytmu, natomiast
d(F,,) oznacza sumg kosztéw tukéw, ktorych rozmieszczenie 1 przepustowosé okreslone sg
przez zmienne nalezace do zbioru F,. Przyjmujemy, ze dla reprezentacji poczatkowej
F=0,F'=0id =o.

Krok 1. Wyznaczanie dolnego oszacowania
Jezeli d(F.)>d", to przejs¢ do kroku 5. W przeciwnym razie wyznaczyé LB, .

Jezeli LB, >d", to przejs¢ do kroku 5. W przeciwnym razie przej$¢ do kroku 2

Krok 2. Wyznaczanie wartosci kryterium
Obliczy¢ T'(X,.Y,).Jezeli T(X,,Y,)<T™, to wyznaczy¢ zbior M, oraz podstawi¢
M, =M, -F'.  Jezli d(X,Y)<d", to podstawi¢c d"=d(X,,Y,)
i (X.,Y.)=(X,,Y). Przejs¢ do kroku 3.
Jezeli T(X,,Y,)>T™, to wyznaczy¢ zbiér P, oraz podstawi¢ P, =P, —F.

Przejs$¢ do kroku 4.

Krok 3. Operacja wyboru
Jezeli M, =, to przejs¢ do kroku 5. W przeciwnym razie wybrac takie zmienne

przeciwne x',y; € M, oraz takie zmienne zgodne x,,ys € E,, dla ktérych wartosci

wyrazen (3.30), (3.32) sa najwigksze. Nastgpnie wygenerowaé reprezentacje
(X,.Y,) wnastgpujacy sposob: jesli wartos¢ wyrazenia (3.32) jest wigksza od
wartosci (3.30) to: X, =(X, ~{x Julx' | ¥, =Y., F=F U} F'=F/,

4

w przeciwnym razie: Y, = (Yr - {yj })u {yf }, X,=X,,F,=F u {y,f }, F!=F'.
Przejs$¢ do kroku 1.

Krok 4. Operacja regulacji
Jezeli P. =0,, to przej$¢ do kroku 5. W przeciwnym razie wybraé¢ takie zmienne

przeciwne x),y; € P,, oraz takie zmienne zgodne x,,y} € E,, dla ktérych wartosci
wyrazen (3.27), (3.29) sa najwigksze. Nastgpnie wygenerowaé reprezentacje
(X,,Y,) wnastgpujacy sposob: jesli wartos¢ wyrazenia (3.27) jest wigksza od
wartosci (3.29) to X, = (X, (i Julx' ) v, =¥, F =F ufe'} F=F",

w przeciwnym razie: Y, = (K - {yj })u {yj }, X =X,,F,=F vy {y,f’ }, F!=F'.
Przejs¢ do kroku 1.
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Krok 5. Operacja cofania
Cofna¢ si¢ do poprzednika (X ,.Y,), z ktorego zostala wygenerowana reprezentacja

(X,.,Y). Jezeli reprezentacja (X,.Y,) nie ma poprzednikéw, to zakonczyé
obliczenia. Reprezentacja (X.,Y.) zwigzana z aktualna wartoscia d  jest
rozwigzaniem optymalnym. W przeciwnym razie uaktualni¢ dane dla (X ,.Y))
w nastgpujacy sposob: Jezeli reprezentacja S, zostala wygenerowana z (X ,.V))
poprzez zamiang zmiennej zgodnej na zmienng przeciwng x'/ e X,, to wykonaé
Fo=Fu {x; } Jezeli wszystkie zmienne przeciwne do zmiennej zgodnej x, naleza
do F,, to wykona¢ F, :Fpu{x,’(} i F,=F —X'. Jezeli sie¢ S, zostala
wygenerowana z sieci S, poprzez zamiang zmiennej zgodnej na zmienng przeciwng
v eY,, to wykonaé F;:Flju{yh" } . Jezeli wszystkie zmienne przeciwne do
zmiennej zgodnej y; nalezado F,,to wykona¢ F, = F, u{yf} oraz F, =F, —Y*.

Przejs$¢ do kroku 1.
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4.6. Wyznaczanie reprezentacji poczatkowej

W rozdziale tym zostanie przedstawiony algorytm heurystyczny do wyznaczania
reprezentacji poczatkowej (X I,Y,). Rozwiazanie uzyskane za pomocg tego algorytmu musi
naleze¢ do zbioru rozwigzan dopuszczalnych. Algorytm heurystyczny musi zatem znalezé

takie rozmieszczenie bram oraz ustali¢ takie przepustowosci kanatow sieci 2. poziomu, ze:

e reprezentacja (X,.Y,)e R, ,

e dlasieci S, istnieje przepltyw wielosktadnikowy realizujacy zadang macierz z zewnatrz

wprowadzanych natgzen,

e Jdrednie opoznienie pakietu w sieci S, odpowiadajacej reprezentacji (X l,Y,) spetnia

ograniczenie (4.3),

e koszt budowy sieci jest mozliwie maty.

Do wyznaczenia reprezentacji poczatkowej zaproponowany zostal algorytm podobny do

algorytmu WRP1 przedstawionego w rozdziale 3.6. Idea dzialania algorytmu jest nastepujaca.
Zbior Y,(') reprezentujacy poczatkowe potozenie bram ustalany jest w taki sposob, aby koszt

kanatow sieci 2. poziomu byl jak najmniejszy. Tworzona jest sie¢ S,(') Z rozmieszczeniem

bram ustalonym przez zbior Yl“) 1 przepustowosciami kanatow w sieci 2. poziomu ustalonymi

na najwigksze dostgpne wartosci. Jesli zbudowana w ten sposob sie¢ nie jest spelnia
ograniczenia (4.3), wybierana jest brama, ktorej lokalizacj¢ nalezy zmieni¢. Wyboru bramy
oraz jej nowe] lokalizacji dokonujemy na podstawie kryterium (3.29). Po kazdej zmianie
lokalizacji bramy nowa wartos$¢ sredniego opoznienia pakietu w sieci porownywana jest z ta
sprzed zmiany lokalizacji bramy. Lokalizacja bramy o wigkszej wartosci $redniego
op6znienia pakietu jest odrzucana i usuwana ze zbioru dostepnych lokalizacji bramy.

Po otrzymaniu reprezentacji, ktora jest rozwiazaniem dopuszczalnym, przepustowosci
kanaléw sgq zmniejszane tak dtugo, jak dtugo reprezentacja (X I(’),Y,(")) spelnia warunek (4.3)
a biezaca wartos¢ kosztu budowy sieci d(X ,("),Y,(") ) jest pordwnywana z wartoscig
najlepszego dotad znalezionego rozwiazania d°. Jesli biezaca warto$¢ jest mniejsza, to
biezace rozwigzanie jest zapamigtywane jako najlepsze. Jesli warunek (4.3) nie jest spetniony
powtarzana jest procedura zmiany lokalizacji bramy. Algorytm konczy prace, kiedy dla
kazdej bramy zbidr wezidw, do ktorych mozna przeniesé lokalizacj¢ bramy, jest pusty lub nie

istnieje zaden kanat, ktérego przepustowos¢ mozna zmniejszy¢.
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Algorytm WRP2
Niech (X 1("),Yl(")) oznacza poczatkowa reprezentacj¢ w r-tej iteracji algorytmu

heurystycznego. Niech Jﬁ,’) bedzie zbiorem wezldw, do ktérych moze zosta¢ przeniesiona

brama g W r-tej iteracji algorytmu. Dla kazdej bramy g: J% = J, . Niech YW=, d" =,

r=1.

Krok 0.

Krok 1.

Krok 2.

Krok 3.

Krok 4.

Krok 5.

g

Wyznaczenie poczqtkowego rozmieszczenia bram

Podstawi¢ Xl(l) = U{xl’}

i=1

Wyznaczy¢ ¥V takie, ze d(Xl(l),Yl(')):mind(Xl(l)’Yr)
va

Sprawdzenie ograniczenia na Srednie opoznienie pakietu w sieci
Wyznaczy¢ L‘(r) oraz T(X]("),YI(’)). Jezeli T(Xl(’),Y,(’))> ™, to przej$¢ do kroku 2.

W przeciwnym razie przejs$¢ do kroku 3.

Wybor bramy, ktorej lokalizacje nalezy zmienic

Wybraé taka par¢ zmiennych % e Yl(") i y§ :beJi,"), dla ktorej wartos¢ (3.30) jest
=@ dla kazdego g, to przejs¢ do

najwigksza. Jezeli taka para nie istnieje, tj. J,

kroku 5.
Podstawié 1 = (1)~ {ys oy } Wyznaczye " oraz T(x", ).
Jezeli T(Xl(r)°Yl(M))>T(Xl(r)’Y](r)) postawi¢ Ji")=JL")—{b} 1 przejs¢ do kroku 1,

w przeciwnym razie podstawi¢ J L’”) == of i,") - {a} oraz r=r+1.
Przejs¢ do kroku 1.

Sprawdzenie wartosci kryterium

Jezeli a’(X](’), }’l("))< d’, to:

Podstawi¢ d” = d(Xl("),Y,(’)) oraz (XI*,YI*)= (x®,x).
Przejs¢ do kroku 4.

Zmniejszanie przepustowosci wybranego kanalu
Wybraé taka zmienna x, € X", ze k <s(i)-1, dla ktorej wartosé A}, Wyznaczona

z wyrazenia (3.32) jest najwigksza 1 postawi¢ X ]("“) = (X 1(") - {x,’( })u {x;+1} oraz
r =r+1. Jezeli taka zmienna nie istnieje przej$¢ do kroku 5.

Przejs$¢ do kroku 1.

Zakonczenie dzialania algorytmu

Zakonczy¢ dzialanie algorytmu. Jezeli d = to zadanie nie ma rozwiazania.
W przeciwnym razie sie¢ S, zwigzana z aktualng wartoscia d" jest rozwigzaniem
przyblizonym, dla ktorego istnieje przeptyw realizujacy zadana macierz z zewnatrz
wprowadzanych natgzen oraz spelniajacym  ograniczenie (4.3) natomiast
(X el ) = (X LY ) jest reprezentacja poczatkowa dla algorytmu doktadnego.
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4.7. Eksperymenty obliczeniowe

W poprzednich punktach tego rozdzialu przedstawione zostaty algorytmy doktadny oraz
heurystyczny do wyznaczania rozmieszczenia bram, przeptywow i przepustowosci kanatow
w hierarchicznej sieci rozleglej minimalizujacy koszt budowy sieci przy ograniczeniu na
srednie opdznienie pakietu wsieci. Algorytmy dokladny 1 heurystyczny zostaty
zaimplementowane w jezyku C++. Przedstawimy wyniki przeprowadzonych eksperymentéw
obliczeniowych, ktorych celem byto zbadanie wtasnosci problemu optymalizacji (4.1 +4.3)
sformutowanego w rozdziale 4.1. Przedstawione zostang réwniez wnioski wynikajace z

przeprowadzonych eksperymentdw obliczeniowych.

4.7.1. Definicje

W punkcie tym wprowadzimy definicje wielkosci, ktore pozwolg zaprezentowaé wlasnosci
rozwazanego problemu optymalizacji. Niech warto$¢ kryterium, jakim jest koszt budowy
sieci, uzyskana w wyniku rozwigzania problemu (4.1 +4.3) oznaczona bedzie przez d”".
Przypomnijmy definicje parametréw dotyczacych natezen ruchu pakietdéw w sieci. Srednie
nat¢zenie strumienia pakietow pomiedzy weziami tej samej sieci 1. poziomu oznaczamy
przez ri, za$ nat¢zenie strumienia pakietow pomigdzy weztami roznych sieci przez ro.
W przypadkach kiedy oba natgzenia sg rowne, tj. 7i =ro, na oznaczenie $redniego natezenia
strumienia pakietoéw stosowany jest parametr rk .

W celu poréwnania wynikow badan uzyskanych dla réznych sieci, wykorzystamy
unormowany parametr ro wprowadzony w rozdziale 3.7.2, wprowadzimy dodatkowo pojecie
unormowanego maksymalnego dopuszczalnego sredniego opdznienia pakietu 7™ . W tym
celu okreslimy zakres wartosci parametru 7™, dla ktérych wyniki uzyskane dla réznych
badanych sieci moga by¢ poréwnywane. Dla kazdej sieci wyznaczymy dolng i gorna granice
przedzialu wartosci, jakie moze przyjmowac parametr 7", oznaczymy je odpowiednio
przez T, 1 T,;* . Niech 7" bedzie najmniejsza wartoscig maksymalnego dopuszczalnego
sredniego opoOznienia pakietu, dla ktorego istnieje rozwigzanie zadania (4.1 = 4.3) dla zadane;j
macierzy R wprowadzanych z zewnatrz nat¢zen. Przez 7, oznaczymy najmniejsza wartosé
maksymalnego dopuszczalnego sredniego opo6znienia pakietu taka, ze dla 7™ >T7,™
rozwigzanie zadania (4.1 + 4.3) jest takie same jak rozwigzanie zadania (4.1 + 4.2).

Unormowane maksymalne $rednie opdznienie pakietu 7™ w rozleglej sieci

komputerowej bedzie okreslone nastgpujaco:
Tinax B Tl“ZlX _77/4”12\4\'

- max max ’ 1 OO%
TH - T/

Parametr 7™ przyjmuje wartos¢ 7™ =0% dla 7" =7,", natomiast dla 7™ =7

warto$¢ unormowanego maksymalnego sredniego opdznienia pakietu w sieci 7™ =100%.
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4.7.2. Badanie zaleznosci kosztu budowy sieci od wartosci T"%*

Celem badania byto wyznaczenie zaleznoSci pomigdzy kosztem budowy sieci a wartoScig
maksymalnego Sredniego opdznienia pakietu w hierarchicznej sieci komputerowej 7.
PrzeprowadziliSmy badania wielu sieci hierarchicznych o réznych strukturach, réznych
macierzach R wprowadzanych z zewnatrz natgzen, réznych przepustowosciach kanatow
w sieciach 1. poziomu. We wszystkich badaniach uzyskaliSmy podobne wyniki. Na rysunku
4.1 przedstawiamy wyniki uzyskane dla sieci HSK-223 z dwiema sieciami 1. poziomu,
z przepustowosciami kanaléw w sieciach 1. poziomu réwnymi 128 kbit/s, natomiast na
rysunku 4.2 wyniki dla sieci HSK-313 z trzema sieciami 1. poziomu, z przepustowosSciami

kanatéw w sieciach 1. poziomu ze zbioru {256, 128, 64} [kbit/s].
Ciopt
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Rys. 4.1. Zalezno$¢ wartosci d " od wartosci 7™ dla sieci HSK-223



Rozdzial 4. Problem GLCFA z kosztem budowy sieci jako kryterium 95
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Rys. 4.2. Zalezno§¢ wartosci d ™' od wartosci T™ dla sieci HSK-313

Jak mozna zauwazy¢ na rys. 4.1 oraz rys. 4.2, zwigkszanie wartosci 7™ prowadzi do
zmniejszenia kosztu budowy sieci d”'. Mozna réwniez zauwazy¢, ze poniZej pewnej
wartosci 7™ zadanie (4.1 = 4.3) nie ma rozwigzania. Warto$¢ ta, oznaczona w poprzednim
punkcie jako 7,™, zalezy od natgzenia strumienia pakietow. Im wigksza jest wartoS¢
parametru rk , tym wigksza jest warto§¢ 7, . Zauwazmy, ze powyzej pewnej wartosci 7™

opt

koszt budowy sieci przestaje male¢ i pozostaje staly. Wartos¢, do jakiej maleje d” wraz ze

zwigkszaniem wartosci 7™, zalezy od struktury sieci i zbioru dostgpnych przepustowosci
opt

kanatéw. Oznaczmy t¢ minimalng wartoS¢ kosztu budowy sieci przez d,. . Mozna zauwazy¢,

ze wartos¢ d' nie jest zalezna od wartosci parametru rk . Powyzsze rozwazania pozwalaja

min

na sformufowanie nastgpujacego wniosku:

Whiosek 4.1. Istnieje taka wartos¢ 7™, ze dla T™ >T ™ wartos¢ kosztu budowy sieci

opt
min *

d™" pozostaje stata i jest rowna d

Na podstawie analizy wynikéw badan dla réznych struktur sieci hierarchicznych z kilkoma
sieciami 1. poziomu oraz jedng siecig 2. poziomu, mozna zaleznoS¢ kosztu budowy sieci
hierarchicznej od maksymalnego Sredniego opdzZnienia pakietu w sieci 7™ przyblizy¢
funkcja z klasy:

dn[)l — M]

=—+u3 4.22
Tmax _M2 ( )

gdzie ul, u2 i u3 sa wspétczynnikami rzeczywistymi.
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Wyznaczenie wspolczynnikéw sprowadza si¢ do rozwigzania zadania identyfikacji
polegajacego na wyborze najlepszego modelu z klasy (4.22). Jako kryterium jakos$ci
identyfikacji przyjeliSmy kryterium kwadratowe:

2
1$ ul
g =Yg = 243
s;( ' (T,"““—u2 JJ

gdzie s jest liczba pomiardw, a d”" jest warto$cia kosztu budowy sieci uzyskang w wyniku
rozwiazania zadania optymalizacji (4.1 + 4.3) przy 7" =7

Przedstawimy przyklad wyznaczenia wartosci wspolczynnikow wul, u2, u3 dla
przedstawionej wczesniej przyktadowej sieci HSK-223. Wartosci wspoétczynnikow ul, u2,
u3, minimalizujace kryterium Y dla wybranych wartosci rk, zostaly wyznaczone

numerycznie. Wyniki umieszczone zostaty w tabeli 4.1.

Tabela 4.1 Wartosci wspotezynnikéw ul, u2, u3 dla sieci HSK-223

rk ul u2 u3 vV

0.1 32,24 0,0254 6340 3,45E+05
0.2 43,82 0,0266 5151 2,60E+05
0.3 36,70 0,0286 6573 9.46E+04

Majac wyznaczone wspélezynniki funkcji (4.22) mozemy wyznaczy¢ wartos¢ 7™ . Niech
T™ bedzie takq wartoscia maksymalnego dopuszczalnego sredniego opdznienia pakietu
wsieci 7™, dla ktérej wzgledna réznicg pomigdzy minimalnym kosztem budowy sieci d"

a wartoscig d”' wyznaczong za pomoca wyrazenia (4.22) bedzie réwna pewnej ustalone;j

wartosci € ,czyli:
dr}pl (T" max )_ d()pl

min

o =¢ (4.23)

min

Po wstawieniu (4.22) do (4.23) dla 7™ =7 j po pewnych przeksztalceniach otrzymujemy

nastepujace wyrazenie na 7 ™ :
~ ul
Tmax — ““2
d® (1+g)—u3 (4.24)

min

W tabeli 4.2 zostaly umieszczone wartosci 7™ uzyskane dla sieci HSK-223 dla & = 0,005 .

Tabela 4.2. Wartosci 7™ uzyskane dla sieci HSK-223

rk Tmax

0.1 00356
i3 0,0367
" 0,0411
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4.7.3. Badanie zaleznosci kosztu budowy sieci od parametru ro

Celem badania byto wyznaczenie zaleznoSci pomigdzy wartoScig parametrOw nat¢zenia
ruchu w sieci a kosztem budowy sieci. Przebadano wiele sieci hierarchicznych o réznych
strukturach, r6znych macierzach R wprowadzanych z zewnatrz natgzen, réznych wartoSciach
maksymalnego dopuszczalnego Sredniego opOznienia pakietu w  sieci, rdéznych
przepustowosciach kanatéw w sieciach 1. poziomu. Wyniki uzyskane dla wszystkich sieci nie
odbiegaly od siebie znaczaco. Szukano zaleznoSci kosztu budowy sieci od réznych
parametrow i zauwazono, ze istnieje taka zaleznoS¢ od parametru rk , a w szczegdlnosci od
parametru ro .

Na rysunku 4.3 przedstawiamy wyniki badania wptywu wartosci parametru ro na koszt

opt

budowy sieci d”" uzyskane dla sieci HSK-223 przy ustalonej wartoSci parametru ri=0.3.
Mozna zauwazyé, ze dla rosnacych wartoSci parametru ro koszt budowy sieci d”
poczatkowo pozostaje staly, natomiast powyzej pewnej wartoSci parametru ro, ktora

oznaczymy przez ro,, zaczyna rosnaé. Zarowno wartos¢ ro, jak i szybkoS¢, z jaka roSnie

koszt budowy sieci dla rosnacych wartosci parametru ro zaleza od wartoSci maksymalnego

Sredniego opdznienia pakietu w sieci 7™ . Mozna zauwazy¢, ze ze wzrostem wartosci 7™
opt

ro$nie warto$¢ ro, i wolniej narasta koszt budowy sieci d”" dla rosnacych wartosci ro .

d(}]}l
45000
P A
40000 — — —
35000 i 2 _— s S ——
30000 == . —
25000 S =
20000 — — ——————
—&— Tmax = 0,030
—#—Tmax = 0,034
15000 —
—&— Tmax = 0,038
| —6—Tmax = 0,042
18000 a1 | —A—Tmax = 0,046 ;
| —®-Tmax=0,050 ‘
5000 ; T e
0,00 0,50 ro 1,00 1,50 2,00

Rys. 4.3. Zalezno$¢ wartosci d” od warto$ci parametru ro dla sieci HSK-223
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Analiza uzyskanych wynikéw dla sieci HSK-223 oraz dla pozostatych sieci wykazala, ze

opt

zalezno$¢ wartosci kosztu budowy sieci d” od parametru ro mozna przyblizy¢ funkcja

wielomianem z nastg¢pujacej klasy:

d” =ul-ro’ +u2-ro* +u3-ro+ud (4.25)

gdzie ul, u2, u3 1 u4 sq wspotczynnikami rzeczywistymi.

Wyznaczenie wspolczynnikow sprowadza si¢ do rozwigzania zadania identyfikacji
polegajacego na wyborze najlepszego modelu z klasy (4.25). Na kryterium jakosci
identyfikacji zostato wybrane kryterium kwadratowe:

¥ :li(d”’” —(ul-(ro,)3 +1,12-(r0,)2 +u3-ro, +u4))2

I
S

dzie s jest liczbg pomiarow, a d” jest wartoscia kosztu budowy sieci uzyskang w wyniku
g J ap i) y wy

rozwigzania zadania optymalizacji (4.1 +~4.3) przy wartosci sktadnikow przesytanych
pomiedzy weztami réznych sieci 1. poziomu ro =ro, .

Przedstawimy przyktad wyznaczenia wartosci wspotczynnikow ul, u2, u3, u4 dla sieci
HSK-223. Wartosci wspotczynnikéw ul, w2, w3, u4 minimalizujace kryterium ¥ dla
wybranych wartosci maksymalnego sredniego opodznienia pakietu w sieci 7™, zostaly

wyznaczone numerycznie. Wyniki przedstawione zostaty w tabeli 4.3.

Tabela 4.3. Wartosci wspdlczynnikow ul, u2, u3, u4 dla sieci HSK-223

o ul u2 u3 ud ¥
0,030 100452 40916 65908 7385 6,54E+05
0,034 37160 -20366 23703 7388 3,57E+06
0,038 13024 -46,41 6495 8675 7,83E+05
0,042 11469 -9869 11034 7673 2,16E+06
0,046 6333 -3541 5308 8517 6,85E+05
0,050 3114 -100,44 3896 8499 1,52E+06

4.7.4. Badanie zaleznosci kosztu budowy sieci od liczby bram w sieci

Celem badania bylo wyznaczenie zaleznosci pomigdzy kosztem budowy hierarchicznej
sieci komputerowej a liczba bram umieszczonych w jednej z sieci 1. poziomu.
PrzeprowadzilisSmy badania wielu sieci hierarchicznych o réznych strukturach, réznych
macierzach R wprowadzanych z zewnatrz nat¢zen, réznych przepustowosciach kanatow w
sieciach 1. poziomu oraz réznych wartosciach maksymalnego $redniego opdznienia pakietu
w sieci hierarchicznej 7™ . We wszystkich przebadanych przypadkach uzyskaliSmy podobne
wyniki. Na rys. 4.4 przedstawiliSmy wyniki uzyskane dla sieci HSK-231 do HSK-236
z dwiema sieciami 1. poziomu i jedng siecig 2. poziomu, z przepustowosciami kanatlow

w sieciach 1. poziomu réwnymi 128 kbit/s. Zadanie optymalizacji (4.1 + 4.3) rozwiazywane
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byto dla wielu wartosci maksymalnego dopuszczalnego Sredniego op6znienia pakietu w sieci
T™ w sieciach hierarchicznych, z rézng liczba bram w jednej z sieci 1. poziomu (w sieci
SK-1). Rysunek 4.4 przedstawia jak zmienia si¢ koszt budowy sieci hierarchicznej

w zaleznoSci od liczby bram umieszczonych w sieci SK-1. Przypomnijmy, ze liczbe bram
, czyli liczno$¢ zbioru H' bram w sieci S,. Mozna

w sieci SK-1 oznaczyli§my przez ‘H'

opt

, koszt budowy sieci d” jest tym wigkszy im

zauwazy¢, ze niezaleznie od wartosci ‘H‘
mniejsza jest wartos¢ 7™ .

c{(yn

30000 — — -

25000 ———

20000 o lﬁ\ﬁ\ﬂ/ﬁ/ﬂ s

15000

—&—Tmax = 0.0290
—A— Tmax = 0.0295
—@— Tmax = 0.0300
—&— Tmax = 0.0310
—#—Tmax = 0.0315
—&— Tmax = 0.0320
~—@— Tmax = 0.0330
—©—Tmax = 0.0350

1 2 3 ‘H“ 4 5 6

10000

5000

Rys. 4.4. Wykres wartosci d " w zaleznosci od IHI‘ w sieciach HSK-231 do HSK-236

Mozna takze zaobserwowac, ze dla wartoSci maksymalnego dopuszczalnego Sredniego
op6znienia pakietu w sieci 7™ >0.033 wartos¢ d”" rosnie liniowo wraz ze wzrostem
wartosci lH". Wraz ze zmniejszaniem wartosci 7™ koszt budowy d”" sieci 0o mniejszej

wartosci 'Hl‘ ro$nie szybciej, niz w przypadku sieci z wigksza wartoScig ’H". Dla

T™ <0.031 zadanie optymalizacji (4.1 +4.3) nie ma rozwigzania w sieci hierarchicznej
z jedng brama w sieci SK-1, tj. dla ‘HII =1. Dla kazdej badanej wartosci 7™ wyznaczyliSmy

, dla ktérej wartoS¢ d”" jest najmniejsza i oznaczyliSmy ja przez 1H'1‘. Na

warto$é \H'

dla réznych wartoSci maksymalnego

rysunku 4.5 przedstawione zostaly wartoSci ‘H’
dopuszczalnego Sredniego opdzZnienia w sieci 7™ . Mozna zauwazy¢, ze im wigksza jest

warto$¢ 7™, tym mniejsza jest wartoS¢ ‘H]‘ , czyli mniej bram nalezy umiesci¢ w sieci
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SK-1 aby uzyska¢ sie¢ o najmniejszym koszcie budowy spelniajaca wymaganie na

maksymalng dopuszczalng wartos¢ Sredniego opéZnienia pakietu w sieci 7™ .

Whiosek 4.2. Wartos¢ ’H" maleje ze wzrostem wartoSci maksymalnego dopuszczalnego

Sredniego op6znienia pakietu w sieci hierarchicznej 7™ .

1
}H

5 =

4 > & & -

3 * .

2 - * o o o =

1 L 2 L o 2 4
0

max
0,0280 0,0290 0,0300 0,0310 T 0,0320 0,0330 0,0340 0,0350

Rys. 4.5. Wartos¢ |[H'| w zaleznosci od T™ w sieciach HSK-231 do HSK-236

4.7.5. Badanie wtasnosci obliczeniowych algorytmu doktadnego

Celem badania bylo ustalenie zaleznosci pomigdzy liczbg iteracji algorytmu potrzebng do
rozwigzania problemu optymalizacji (4.1 +4.3) a wartoSciami parametrow wystepujacych
w rozwazanym problemie. Badania przeprowadzono dla réznych sieci hierarchicznych
z jedng siecig 2. poziomu i kilkoma sieciami 1. poziomu. W celu poréwnania wynikow
uzyskanych dla réznych sieci, wykorzystamy pojecie unormowanego maksymalnego
dopuszczalnego §redniego opéznienia pakietu 7™, wprowadzone w punkcie 4.7.1, oraz
pojecie unormowanego parametru ro wprowadzone w punkcie 3.7.2.

Niech T* (T”m) bedzie liczba iteracji algorytmu potrzebng do rozwigzania problemu
optymalizacji (4.1 +4.3) dla k-tej rozlegtej sieci komputerowej przy unormowanym
maksymalnym dopuszczalnym §rednim opéZznieniu pakietu w sieci o wartosci 7™ . Przez
d)k(a,b) oznaczymy stosunek liczby iteracji algorytmu, dla wartoSci unormowanego
parametru 7™ z przedziatu (a,b), do sumy iteracji dla wszystkich wartosci unormowanego
parametru T ™ € [0%, 100% | :
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Z r* (Tvmax )

(Dk (a,b): 'I_'"“\'e(u,b)

rk (Tmax

)-100% ;
7™ e[0%,100% |

Niech CD(a,b) bedzie $rednia wartoscia ®* (a,b) dla wszystkich przebadanych sieci

hierarchicznych:
K
O(a.b)=1 Y 0" (a,b).
Kia

gdzie K jest liczba badanych hierarchicznych sieci komputerowych. Dla kazdego badanego
przedziatu (a,b) zostalo przeprowadzonych tyle samo eksperymentow. Stad wartos$é (D(a,b)

ilustruje procentowy udzial iteracji algorytmu dla 7™ z przedziatu (a,b) w iteracjach
algorytmu wykonanych dla wszystkich przebadanych sieci. Wyniki zostaty przedstawione na

rys. 4.6.
o
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Rys. 4.6. Zaleznos¢ wzglednej liczby iteracji algorytmu doktadnego @ od unormowanego
maksymalnego dopuszczalnego $redniego opdznienia pakietu 7™

Mozna zauwazy¢, ze @ przyjmuje najwigksze wartosci dla 7™ <20%. Zwickszanie
warto$ci unormowanego parametru 7™ dla 7™ >20% powoduje, ze warto$¢ @ wyraznie
maleje. Algorytm potrzebowal najmniejszej liczby iteracji do rozwigzywania problemu
optymalizacji (4.1 +4.3) dla 7™ >30%.

Whiosek 4.3. Przedstawiony algorytm jest szczegdlnie efektywny z obliczeniowego punktu

widzenia dla 7™ >30%.
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W rozdziale 3.7.6 zostal przedstawiony sposdéb wyznaczenia wskaznika d)(a,b)
ilustrujacego procentowy udziat iteracji algorytmu dla ro z przedziatu (a,b) w iteracjach
algorytmu wykonanych dla wszystkich przebadanych sieci. Na Rys. 4.7 zostaly
przedstawione wyniki badan.

O

20% ¢

18%

16%

14%-

12%

10%-

8% -

6%

4% -

2% -

0% et s
[0%-10%) [10%-20%) [20%-30%) [30%-40%) [40%-50%) [50%-60%) [60%-70%) [70%-80%] (80%-90%]  (90%-

100%]
ro

Rysunek 4.7. Zaleznos$¢ wzglednej liczby iteracji algorytmu doktadnego @

od unormowanego parametru 70

Mozna tlatwo zauwazy¢, ze wartos¢ @ rosnie wraz ze zwigkszaniem wartosci
unormowanego parametru ro. Dla ro>60% wartosci @ nie réoznig si¢ znaczaco
w poszczeg6lnych przedzialach wartosci parametru ro. Mozna zauwazyé, Ze algorytm
potrzebuje najmniej iteracji do rozwigzywania problemu optymalizacji (4.1 +4.3), kiedy
warto$ci  sktadnikow przesylanych pomigdzy wezlami réznych sieci 1. poziomu nie

przekraczajq 30% maksymalnej wartosci.

Whiosek 4.4. Przedstawiony algorytm jest szczegodlnie efektywny z obliczeniowego punktu

widzenia dla 7o <30%.
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4.7.6. Badanie odlegtosci rozwigzan przyblizonych od rozwigzan optymalnych

Celem badania bylo okreslenie odlegtosci rozwiazan przyblizonych uzyskiwanych za
pomocg algorytmu heurystycznego WRP2 a rozwigzaniami uzyskanymi przez algorytm
doktadny. Wyznaczone zostaly zaleznosci pomigdzy réznymi parametrami a odlegloscia
uzyskiwanych rozwiazan. Algorytm WRP2 przedstawiony zostal w rozdziale 4.6. Badania
przeprowadziliSmy dla réznych sieci hierarchicznych z jedna siecia 2. poziomu i kilkoma
sieciami 1. poziomu. W celu pordwnania wynikdw uzyskanych dla réznych sieci

wykorzystamy wprowadzone wcze$niej unormowane parametry 7™ oraz ro .

4.7.6.1. Odlegtos¢ rozwigzan przyblizonych od rozwigzan optymalnych
Odlegto$¢ rozwiazania przyblizonego od rozwiazania optymalnego oznaczamy przez y

1 wyznaczamy nastepujaco:

dapp _dopl
X :TIOO% ’

gdzie d™ jest warto$cig kosztu budowy sieci uzyskana w wyniku dziatania algorytmu
heurystycznego WRP2, natomiast d” jest warto$cia kosztu budowy sieci uzyskana
w wyniku rozwigzania problemu optymalizacji (4.1 + 4.3) za pomoca algorytmu doktadnego.
Do oceny wynikow uzyskanych za pomoca algorytmu heurystycznego WRP2 uzyjemy
wskaznika ©(a,h) wprowadzonego w rozdziale 3.7.7. Przypomnijmy, ze przez O(a,b)

oznaczamy stosunek liczby rozwiazan przyblizonych, dla ktérych spetniony jest warunek
ge(a,b), do liczby wszystkich badanych rozwiazan. Na rys. 4.8 przedstawione zostaly

wyniki uzyskane za pomoca algorytmu WRP2 dla 1088 przebadanych hierarchicznych sieci

komputerowych.
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Rys. 4.8. Wzgledna liczba rozwigzan ® algorytmu WRP2 o wartosci y

Mozna zauwazy¢, ze w ponad potowie badanych przypadkéw rozwigzania uzyskane przez

algorytm WRP2 roznity si¢ od rozwigzan optymalnych mniej niz o 5%. Ponadto warunek, ze
7 <20% spelnia 86% rozwigzan uzyskanych za pomocg algorytmu WRP2. Nie mozna

jednak nie zauwazy¢, ze dla 5,5% rozwiazan zachodzi y >50%. Wystgpowanie rozwiazan

przyblizonych, dla ktorych odleglo$¢ do rozwigzania optymalnego byta tak znaczna mozna
wytlumaczy¢ tym, ze koszt budowy sieci przyjmuje wartosci dyskretne i rozpigtos¢ warto$ci,
jakie moze przyjmowac jest bardzo duza. Przypomnijmy, ze koszt budowy sieci zalezy od
wybranych przepustowosci kanaléw sieci 2. poziomu oraz od liczby bram i ich

rozmieszczenia w sieciach 1. poziomu.

Whiosek 4.5. Rozwigzania uzyskane przez algorytm heurystyczny WRP2 w wigkszosci
zastosowan roznia si¢ co najwyzej o 5% od rozwiazan optymalnych.

4.7.6.2. Odlegtos¢ rozwigzan przyblizonych od rozwigzan optymalnych
w zaleznosci od unormowanego parametru 7™
Wskaznik Q oznaczajacy $rednia odlegtos¢ pomigdzy rozwiazaniami uzyskanymi za
pomoca algorytmu heurystycznego a rozwiazaniami optymalnymi dla wszystkich
przebadanych sieci, przy okreslonej wartoéci unormowanych parametréw 7™ oraz ro,

zdefiniowaliSmy w rozdziale 3.7.7. Wykres wartosci Q w zaleznosci od unormowanego
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maksymalnego $redniego opOznienia pakietu w sieci hierarchicznej T™  zostat

zaprezentowany na rysunku 4.9.
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Rys. 4.9. Srednia odleglo$é rozwiazan przyblizonych uzyskanych za pomoca algorytmu WRP2
od rozwiazan optymalnych Q w zaleznosci od unormowanego parametru 7 ™

Mozna zauwazy¢, ze $rednia odlegto$é Q przyjmuje najmniejsze wartosci dla 7™ <30%
oraz dla 7™ >80%, czyli dla skrajnych warto$ci dopuszczalnego maksymalnego $redniego
opoOznienia pakietu w sieci hierarchicznej. Natomiast wartosci Q byly tym wigksze, im

warto$¢ unormowanego parametru 7 ™ blizsza wartosci 50%.

Whiosek 4.6. Algorytm WRP2 uzyskuje wyniki ro6zniace si¢ od rozwiazan optymalnych
$rednio o nie wiecej niz 10% dla 7™ <30% oraz dla 7™ >80%.

4.7.6.3. Odlegtos¢ rozwigzan przyblizonych od rozwigzan optymalnych
w zaleznosci od wartosci unormowanego parametru ro
Na rysunku 4.10 przedstawione zostaly wartosci $redniej odlegtosci pomiedzy
rozwigzaniami uzyskanymi za pomoca algorytmu heurystycznego a rozwiazaniami
optymalnymi Q w zaleznosci od unormowanego natgzenia pakietow pomiedzy weztami
réznych sieci 1. poziomu ro. Mozna zauwazy¢, ze warto$¢ Sredniej odleglosci rozwiazan
przyblizonych od rozwiazan optymalnych Q jest najmniejsza dla ro <20% oraz dla

r0>80% i nie przekracza 20%, natomiast dla warto§¢ parametru ro z przedzialu
[40%, 60%) warto$ci Q sg najwigksze i przekraczaja 40%.
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Rys. 4.10. Srednia odlegtos¢ rozwiazan przyblizonych uzyskanych za pomoca algorytmu WRP2 od

rozwigzan optymalnych Q w zalezno$ci od unormowanego parametru 70

Whiosek 4.7. Algorytm WRP2 uzyskuje wyniki rézniace si¢ srednio o co najwyzej 20% od
rozwiagzan optymalnych dla ro < 20% oraz dla ro >80%.
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5. Problem GLCFA z uogdlnionym kryterium kosztowym
jako kryterium

W rozdziale tym zostanie przedstawiony problem wyznaczania rozmieszczenia bram
w sieciach 1. poziomu, przeptywéw oraz przepustowosci kanaldéw sieci 2. poziomu, ktore
minimalizuja wazona sumg sredniego opoznienia pakietu w sieci oraz kosztu budowy sieci
przy ograniczeniu na koszt budowy sieci hierarchicznej. W kolejnych punktach przedstawione
zostana: sformutowanie problemu, algorytm dokladny oraz algorytm heurystyczny do
rozwigzywania rozwazanego problemu oraz rezultaty eksperymentéw komputerowych

ilustrujace wlasnosci rozwazanego problemu.

5.1. Uogadlnione kryterium kosztowe

W  poprzednich rozdzialach jako kryterium optymalizacyjne stosowaliSmy S$rednie
opdznienie pakietu w sieci hierarchicznej albo koszt budowy sieci. Gdy jeden z tych
wskaznikow byl kryterium optymalizacyjnym, drugi wystepowal w ograniczeniach. W pracy
[33] zostata zaproponowana funkcja kryterialna bedaca liniowa kombinacja kosztu budowy
sieci oraz $redniego opdznienia pakietu w przyblizonym rozwigzaniu problemu CFA bez
ograniczen. Uogolnione kryterium kosztowe bedace liniowg kombinacjg kosztu budowy sieci
1 $redniego opdznienia pakietu stosowane bylo m.in. w pracy [35] do rozwigzywania
problemu CFA z ograniczeniami na koszt budowy sieci oraz na $rednie op6znienie pakietu.
W niniejszym rozdziale do oceny dzialania sieci skorzystamy zuogoélnionego kryterium

kosztowego, ktére mozemy przedstawi¢ w nastgpujacej postaci:

o(x,.1,)=a-T(X,,1,)+d(X,.7,). (5.1)

W kryterium tym $rednie opdznienie pakietu w sieci hierarchicznej jest przeliczane na koszt
wyrazony W [zl/miesiac] za pomoca wspolczynnika o . Wspolezynnik ten jest ustalany
arbitralnie przez projektanta sieci. Wartos¢ wspotczynnika o stuzy do ustalenia wagi kosztu

opdznienia pakietow w sieci w stosunku do kosztu budowy sieci.
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5.2. Sformutowanie problemu

Niech dana bedzie struktura sieci 1. poziomu, czyli rozmieszczenie weztdw 1 kanatow
w tych sieciach oraz przepustowosci kanaléw sieci 1. poziomu. Dane sa réwniez zbiory
potencjalnych lokalizacji bram w sieciach 1. poziomu, tj. ustalone sg zbiory weztow sieci
1. poziomu, w ktérych moga by¢ umieszczone poszczegdlne bramy, rozmieszczenie kanalow
w sieci 2. poziomu a takze zbiory dostepnych przepustowosci dla tych kanatow. Zakladamy
rébwniez, ze znana jest macierz wprowadzanych z zewnatrz natgzen, tj. wymagania dotyczace
$rednich przeplywow pomigdzy weztami tej samej sieci 1. poziomu oraz pomigdzy weztami
réznych sieci 1. poziomu.

Rozwazane zadanie polega na znalezieniu takiej reprezentacji (X - ) € R, 1zwiazanego
z nig przeptywu wieloskladnikowego / realizujacego macierz R wprowadzanych z zewnatrz
natezen, dla ktorych liniowa kombinacja Sredniego opdznienia pakietu w sieci i kosztu
dzierzawy kanalow sieci okreslonej przez (X ,.,Y,) osiagnie minimum, a koszt budowy sieci

nie przekroczy wartosci zatozonego budzetu B .

in 0. 1,) (5:2)
uwzgledniajac, ze

(X,.Y.)eR, (5.3)

d(X,,,Y,_)SB (5.4)

gdzie B oznacza dopuszczalny koszt budowy sieci 2. poziomu, tj. maksymalny dopuszczalny

miesigczny koszt dzierzawy kanatow tej sieci, oraz

m

d(Xr’Yr):zdl
i=l

jest kosztem dzierzawy kanaldw sieci 2. poziomu o przepustowosciach ustalonych przez X,
1 rozmieszczeniu kanatéw, determinowanym przez rozmieszczenie bram, ustalonym przez Y, .

Jak wykazaliSmy w rozdziale 2., rozpatrywany problem, podobnie jak problemy
rozwazane w poprzednich rozdziatach (3.2 + 3.4) oraz (4.1 + 4.3) nalezy do klasy problemow
NP-zupelnych, dlatego tez do jego rozwiazania roéwniez zostanie skonstruowany algorytm

oparty na metodzie podziatu i oszacowan.
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5.3. Opis algorytmu

Do rozwiazania rozwazanego problemu optymalizacji zostal zastosowany algorytm, oparty
na metodzie podzialu i oszacowan, opisany w punkcie 3.2. Przypomnijmy, Ze zasada

dziatania tego algorytmu jest nast¢pujaca: generowane i sprawdzane sa kolejne reprezentacje
(X Y ) 1 odpowiadajace im sieci S,. Nowa reprezentacja (X S,Y\,) generowana jest

F2r

Y ) przez wybor pewnej zmiennej zgodnej ze zbioru X, lub ze zbioru Y,

z reprezentacji (X 4
oraz zmiennej przeciwnej, na ktdrg wybrang zmienng nalezy zamieni¢. Czynnos¢ ta jest
realizowana za pomoca regut podzialu, na ktére skladajgq si¢ operacja wyboru i operacja
regulacji:
e operacja wyboru jest stosowana do wyboru zmiennych do zamiany, jesli dla
reprezentacji (X Y ) jest spelniony warunek ograniczenia na koszt budowy sieci (5.4),

e operacja regulacji jest stosowana w przypadku, gdy ograniczenie (5.4) nie jest
zachowane.

Za pomoca regul podzialu dokonujemy wyboru zmiennych do zamiany na postawie

kryterium lokalnej optymalizacji. Dla kazdej reprezentacji (X " ) sprawdzane jest, czy jest

mozliwe wygenerowanie z niej nastgpnika, dla ktérego warto$¢ funkcji kryterialnej (5.2)
bedzie mniejsza od najmniejszej dotychczas znalezionej warto$ci. W tym celu wyznaczane
jest dolne oszacowanie funkcji kryterialnej. Jezeli warto$¢ dolnego oszacowania jest wigksza
od najmniejszej dotad znalezionej wartosci funkcji kryterialnej, to biezaca reprezentacja
(X ,_,Y,) jest odrzucana i nastgpuje cofanie si¢ do jej poprzednika. Algorytm konczy dzialanie,

gdy nalezy cofnaé sie od korzenia drzewa rozwiazan, tj. od reprezentacji (X, )

5.4. Dolne oszacowanie

W punkcie tym zaprezentujemy sposob wyznaczenia dolnego oszacowania LB,
Y,) i kazdego nastepnika (X .Y)

r>or

uogélnionego kryterium kosztowego dla reprezentacji (X

mozliwego do wygenerowania z reprezentacji (X Y, )

A

Do wyznaczenia dolnego oszacowania zostanie skonstruowana sie¢ S, w sposob

zaprezentowany wczesniej w rozdziale 3.3. W tak skonstruowanej sieci rozluznione zostajq
ograniczenia zwigzane z wyborem przepustowosci kanatow ze zbiorow Z(C' oraz z wyborem
lokalizacji bram. Dla tak skonstruowanej sieci .S:r, dolne oszacowanie wartosci Q(X,Y,) dla
dowolnego nastepnika (X,,Y,) mozliwego do wygenerowania z reprezentacji (X,,Y,), mozna
uzyskaé  przez  rozwigzanie  nastgpujacego  problemu  optymalizacji  przeptywu
wielosktadnikowego 1 przepustowosci tukow w sieci S’,, :
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Ly Ly L Sra e Td )

. o
min— =i ir
LY y ixexw X Crmax _f; ix;eF, ¢ - f; X ]f’ ixX'e XW i-x;eF,

uwzgledniajac ograniczenia (1.1 = 1.4) oraz

X (5.6)
f, <c' dlakazdego i:x, € F, oraz ie UL’l
I=1
f, <cr x' dlakazdego i:X' € XW (5.7)
D i X' < (5.8)
iiX'eXW
(5.9)

x' <1 dla kazdego x' € XW
gdzie B, =B-d(F,) oraz d(F,)= Y».d".
ixpek,

Poniewaz funkcja w zaleznosci (5.5) nie jest wypukla ze wzgledu na zmienne f oraz ',
znalezienie globalnego minimum dla problemu (5.5 +5.9), (1.1 + 1.4) jest zadaniem trudnym.
Zamiast znajdowac globalne minimum, mozna funkcj¢ z zaleznosci (5.5) oszacowac od dotu
przez funkcje wypukta. W kolejnych punktach zostana przedstawione dwa rézne sposoby
wyznaczenia tego oszacowania, z ktorych wynikaja dwa rézne dolne oszacowania problemu
(5.5+5.9),(1.1+-14).

5.4.1. Dolne oszacowanie LB;s

W problemie (5.5+5.9), (1.1 =1.4) pominiemy ograniczenie (5.8). Spowoduje to
rozszerzenie zbioru rozwigzan dopuszczalnych 1 tym samym rozwigzanie problemu
(55+5.7), (59) oraz (1.1 +=14) bedzie nie wigksze od rozwigzania problemu z
ograniczeniem (5.8). Problem (5.5 +5.7), (5.9) mozna rozwigza¢ wzgledem zmiennych X'
dla kazdego i:X' e XW, przyjmujac ze zmienne f sa ustalone, nastepnie wzglgdem f
korzystajac z rozwigzania wzgledem zmiennych X' uwzgledniajac ograniczenia (1.1 + 1.4).
Do rozwigzania problemu (5.5 +5.7) oraz (5.9) wzgledem zmiennych X' skorzystamy
z warunkow Kuhna-Tuckera [28], [64] dla zadan optymalizacyjnych z ograniczeniami
nierownosciowymi. Warunki konieczne optymalnosci Kuhna-Tuckera dla tego problemu

przedstawiajg si¢ nastgpujaco:

_aflcma\ c” d” —Ac =0 dla kaZdegO i:x'e XW 5.10
(:;1\_I_f) m“ v | m“ ( | )

/”t,(f —Xc, ):O dla kazdego i:x' € XW (5.11)

max
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Wartosci mnoznikow A4, wynikaja z =zaleznosci (5.11). Dla A4, >0 zachodziloby

f,=X'cl =0, co po podstawieniu do réwnania (5.10) daje lewa stron¢ réwnania (5.10)

ma‘(

rowna —oo, stad dla kazdego i:x' € XW mamy A =0. Po uwzglednieniu, ze 4, =0 dla

kazdego i:Xx' € XW zrdwnania (5.10) wyznaczamy X' :

ey,
_fi 7 min (512)

i

c

max

Po podstawieniu zaleznosci (5.12) do réwnania (5.5) otrzymujemy nastgpujacy problem

optymalizacyjny:

min2 LS ar i+ Sdr i+ Yd+Z S ]: + ) ,f' :

Vizexw iX'eXW iixj ek, Y ixpek, C .1 K ,C —fl
leUI

(5.13)

z ograniczeniami (1.1+1.4) oraz (5.6). Pierwszy skladnik sumy (5.13) jest funkcja quasi-
wklesta, pozostale za$ funkcjami wypuklymi ze wzgledu na f. Dolne oszacowanie

pierwszego sktadnika sumy (5.13) uzyskamy postepujac analogicznie jak w punkcie 3.3.1,

tzn. mnozac poszczegoélne skiadniki sumy w liczniku przez . f /cm“ <1. Wowczas

otrzymujemy nastepujaca funkcje

dl/ " .
mf+ Y di St Y d + s . + 2 U} (5.14)

1
V iziexw \ Cmax X' e XW ixpekF, e ixier, € _f; ’U/IC _.f;
€ "
=1

Jest to funkcja wypukla i szacuje od dotu funkcje (5.13) dla kazdego f spelniajacego

ograniczenia (1.1+1.4), (5.6). Zatem rozwigzanie problemu

LB, = m/in 0.

(5.15)

przy uwzglednieniu ograniczen (1.1+1.4), (5.6) jest dolnym oszacowaniem kosztu budowy
sieci S, oraz wszystkich jej nastgpnikow.

5.4.2. Dolne oszacowanie LB

Funkcje (5.5) mozna oszacowa¢ od dotu korzystajac z dolnych oszacowan LB,, oraz
LB,,. Dolnym oszacowaniem S$redniego opo6znienia pakietu w sieci jest wyrazenie (3.21)
natomiast koszt budowy sieci mozna oszacowa¢ od dotu za pomoca wyrazenia (4.19). Laczac

oba dolne oszacowania uzyskujemy nast¢gpujacg funkcje:
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+ Z f; Zcxrlllmdx,r’nn + Zdi 2 (516)

I3 o
I

a

O=—ll ), =t D,
V] izexw Cmax — f/ ixpeF, C - f; . 3 1 iX'e XW ix,el,
/eUIl

Pierwszy sktadnik wyrazenia (5.16) szacuje od dotu sktadnik funkcji kryterialnej zwigzany ze
$rednim opdznieniem pakietu w sieci, natomiast drugi sktadnik wyrazenia (5.16) szacuje od
dotu koszt kanaléw, ktorych przepustowos¢ nie zostala jeszcze ustalona. Zatem rozwigzanie

problemu

LB, = mfn 0 (5.17)

przy uwzglednieniu ograniczen (1.1+1.4), (5.6), (5.7) jest dolnym oszacowaniem
uogolnionego kryterium kosztowego dla sieci S, oraz wszystkich jej nastgpnikow.

5.4.3. Dolne oszacowanie LB,

W poprzednich punktach przedstawiono dwie propozycje dolnego oszacowania wartosci
0(X,.Y,) dla dowolnego nastgpnika (X ,,Y,) mozliwego do wygenerowania z reprezentacji

(X,,Y). Przeprowadzono szereg badan numerycznych w celu ustalenia, Kktore
z przedstawionych dolnych oszacowan jest lepsze. Badania przeprowadzono w analogiczny
sposob jak w punkcie 3.3.3, przypomnijmy wigc oznaczenia uzyte wtedy do przedstawienia
wynikéw poroéwnania.

Wprowadzmy zmienng binarng 9, ktéra przyjmuje warto$é zalezna od wyniku

poréwnania dolnych oszacowan LB, 1 LB,, przedstawionych w poprzednich punktach

rozdziahu. Zmienna $’ okreslona jest nastepujaco:

9 =

)

{l LB.>LB,
W przeciwnym razie.

Niech E; oznacza procentowy stosunek liczby przypadkow, w ktorych LB,. > LB, do

5
liczby wszystkich poréwnan:

29°

5

——-100%,

gdzie M jest liczba poréwnan dolnych oszacowan. Analogicznie wyznaczamy =, , ktory jest
procentowym udzialem przypadkow, w ktorych LB, > LB, .
Na rysunku 5.1 przedstawione zostaly wartosci =; oraz Z, dla sieci HSK-211 dla

a =1000000, natomiast na rysunku 5.2 wyniki poréwnania uzyskane dla tej samej sieci dla
a =5000000 . Przedstawione zostaly wartosci Z; oraz =, dla réznych wartosci budzetu B .
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Rys. 5.1. Poréwnanie dolnych oszacowan LB, i LB, dla sieci HSK-211 w zaleznoSci
od budzetu B dla parametru o =1000000

Na rysunku 5.1 mozna zauwazy¢, ze wartoSci wskaznikow Z, oraz Z, dla wszystkich

warto$ci budzetu B sa zblizone do 50%. Oznacza to, ze wigksze wartoSci dolnego
oszacowania osiggane byly réwnie czesto za pomoca wyrazenia LB jak 1 za pomoca

wyrazenia LB .

-
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OLBrs
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0%

Rys. 5.2. Poréwnanie dolnych oszacowan LB,s 1 LB, dla sieci HSK-211 w zaleznosci
od budzetu B dla parametru o =5000000
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—

Na rysunku. 5.2 mozna zauwazy¢, ze wartos¢ =, maleje ze wzrostem wartosci budzetu B
od E, =51% dla budzetu B=5100 do =, =14,4% dla budzetu B=19100.

Na podstawie przeprowadzonych badan nie mozna jednoznacznie okresli¢, ktore
z zaproponowanych oszacowan lepiej przybliza warto$¢ funkcji kryterialnej. Wystepuja
przypadki, dla ktérych lepiej funkcje kryterialng przybliza wyrazenie LB, . jak i takie, dla
ktorych blizsze oszacowanie uzyskuje si¢ za pomoca wyrazenia LB, . Dlatego tez w dalszej
czgsci rozdzialu wyznaczane bedq oba dolne oszacowania LB, oraz LB, i jako dolne
oszacowanie wartosci Q(X_,Y,), dla dowolnego nastgpnika (X ,Y,) mozliwego do

wygenerowania z reprezentacji (X, ,Y)), bedzie wybierane wigksze z nich:

LB, =max{LB,;,LB,} . (5.18)
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5.5. Reguly podziatu

Zadaniem regut podziatu jest wybdr pary zmiennych, zgodnej i przeciwnej, do zamiany
w celu wygenerowania nastgpnika (X _\,,Y\_) reprezentacji (X ,‘,Y,.). Na reguly podziatu
sktadaja sie operacje wyboru i regulacji. Wybor operacji za pomoca ktorej jest wykonywana
zalezy od tego, czy dla reprezentacji (X ,,,Y,.) spelniony jest warunek (4.3), tj. czy Srednie
opdznienie pakietu w sieci nie przekracza dopuszczalnej wartosci. W przypadku, gdy
warunek (4.3) jest spelniony wykonywana jest operacja wyboru, w przeciwnym wypadku

operacja regulacji.

5.5.1. Operacja wyboru

Operacja ta ma na celu wybor pary zmiennych do zamiany: zmiennej zgodnej nalezacej do
zbioru X, lub Y, i zmiennej do niej przeciwnej, takich by wygenerowany w ten sposob zostat
nastepnik o mozliwie najmniejszej wartosci funkcji kryterialne; Q(X " K) Wyboru

zmiennych do zamiany dokonujemy na podstawie lokalnego kryterium optymalizacji
zaprezentowanego w punkcie 3.4.1. Zatem do oceny zmiennych x, korzystamy z wyrazenia:

Ky =aly +(d; -d) (5.19)

J
gdzie A} oznacza zmiang sredniego opoznienia pakietu 1 jest wyznaczane za pomocg
wyrazenia (3.31), za$ drugi skladnik sumy reprezentuje zmiang¢ kosztu budowy sieci

wynikajaca ze zmiany przepustowosci i-tego kanalu. Natomiast zmienne y? oceniamy

korzystajac z wyrazenia:

SEF gr i ij
5:1!7 - §ab + Z( ea du/))
Hegaeb® (5.20)

gdzie zmiana $redniego opdznienia pakietu reprezentowana jest przez 5% , ktére wyznaczane

jest korzystajac z wyrazenia (3.25), a drugi skladnik sumy reprezentuje zmiang kosztu
budowy sieci spowodowang zmiang lokalizacji bramy g .

Przypomnijmy sposob konstrukeji zbiorow E, oraz M,: E, =(X, UY,)—F, jest zbiorem
takich zmiennych x, oraz y?, ktére moga zosta¢ zamienione na zmienne przeciwne.
Natomiast przez M, oznaczamy zbidr zmiennych przeciwnych do zmiennych ze zbioru E,
takich, ze zamiana na nie moze zmniejszy¢ warto$¢ funkcji kryterialnej. Zmienne x, € M,
odpowiadaja mniejszym przepustowosciom kanatéw od tych wyznaczonych przez zmienne ze
zbioru E,. Natomiast zmienne y; e M,, to wszystkie zmienne przeciwne do zmiennych
nalezacych do zbioru E , na ktére mozna dokona¢ zamiany, dla ktorych wartos¢ wyrazenia

(5.20) jest wigksza od zera.
Do zamiany nalezy wybra¢ te zmienne ze zbioru M, , dla ktoérych wartos¢ wyrazenia

(5.19) lub (5.20) jest najwigksza.
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5.5.2. Operacja regulacji
Operacja ta ma na celu wybor pary zmiennych: zmiennej zgodnej nalezacej do zbioru X,

lub Y, izmiennej do niej przeciwnej do zamiany, takich by wygenerowany w ten sposob

zostal nastepnik o mniejszej wartosci kosztu budowy sieci. Wybor ten jest dokonywany na
podstawie lokalnego kryterium optymalizacji zaprezentowanego w punkcie 3.4.2. Do
zamiany wybierana jest taka para zmiennych, dla ktorej koszt budowy sieci zmniejszy si¢
najbardziej. Do oceny zmiennych x, korzystamy z wyrazenia (3.26), natomiast do oceny
zmiennych y? zwyrazenia (3.28). Przypomnijmy, ze przez P, oznaczamy zbidr takich
zmiennych przeciwnych do zmiennych ze zbioru E,, ze zamiana na nie moze zmniejszy¢
koszt budowy sieci. Zmienne x, € P. odpowiadaja mniejszym przepustowosciom kanatow od
tych wyznaczonych przez zmienne ze zbioru E,. Natomiast zmienne y¥ € P. to wszystkie
zmienne przeciwne do zmiennych nalezacych do zbioru £E,, na ktéore mozna dokonac

zamiany, dla ktorych warto$¢ wyrazenia (3.26) jest wigksza od zera.

Podobnie jak w przypadku operacji wyboru, do zamiany nalezy wybra¢ te zmienne ze
zbioru P, dla ktorych wartos¢ wyrazenia (3.26) lub (3.28) jest najwigksza.
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5.6. Algorytm
Niech (X l,Y,)e R, bedzie reprezentacja poczatkowa taka, ze spelniony jest warunek

(5.3). Niech F, oznacza zbiér zmiennych ustalonych chwilowo lub trwale, F' zbior

zmiennych ustalonych tymczasowo w r-tej iteracji algorytmu, natomiast d (F,) oznacza sume

kosztow tukéw, ktorych rozmieszezenie 1 przepustowos¢ okreslone sa przez zmienne nalezace
do zbioru F.. Przyjmujemy, ze dla reprezentacji poczatkowej F, =3, F' =@ i Q" =0

Krok 1.

Krok 2.

Krok 3.

Krok 4.

Wyznaczanie dolnego oszacowania
Jezeli d(F,)> B, to przejs¢ do kroku 5. W przeciwnym razie wyznaczy¢ LB, .
Jezeli LB, > Q", to przejs¢ do kroku 5. W przeciwnym razie przej$¢ do kroku 2.

Wyznaczanie wartosci kryterium

Obliczy¢ O(X,.Y,) oraz d(X,.Y,).

Jezeli d(X,,Y.)< B, to wyznaczy¢ zbiér M, oraz podstawi¢ M, =M, —F!.

Jezeli QO(X,.Y,)<Q", to podstawi¢c Q°'=0(X,.V.) i (X..L)=(X,.T).
Przejs$¢ do kroku 3.

Jezeli d(X,,Y,)> B, to wyznaczy¢ zbiér P, oraz podstawi¢ P. =P, —F.

Przejs¢ do kroku 4.

Operacja wyboru

Jezeli M, =, to przejs¢ do kroku 5. W przeciwnym razie wybra¢ takie zmienne
przeciwne xj, y§ e M, oraz takie zmienne zgodne x;,y¢ € E, dla ktérych wartosci
wyrazen (5.19), (5.20) sa najwigksze. Nastgpnie wygenerowaé reprezentacje
(X,.Y.) wnastepujacy sposob: jesli wartos¢ wyrazenia (5.19) jest wigksza od
wartodci (5.20) to: X, =(X, ~{xiJole' | ¥.=v,, F=F o'} F' =F/,

w przeciwnym razie: Y, = (Yr - {yf; })u {y,f }, X,=X,,F =F u {y}; }, F'=F'.
Przejs¢ do kroku 1.

Operacja regulacji

Jezeli P. =(,, to przejs¢ do kroku 5. W przeciwnym razie wybraé takie zmienne

b5

przeciwne x),ys € P,, oraz takie zmienne zgodne x,,y: € E,, dla ktérych wartosci

wyrazen (3.26), (3.28) sa najwigksze. Nastgpnie wygenerowaé reprezentacje
(X,.Y,) wnastgpujacy sposob: jesli wartos¢ wyrazenia (3.26) jest wigksza od

wartodci (3.28) to X, = (X, - {x Julx' | ¥, =¥, F,=F, U}, F' =F,
w przeciwnym razie: Y, = (Y,. = {yj })u {y;’ }, X,=X,, F,.=F v {y,f' }, F. =F.
Przejs¢ do kroku 1.
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Krok 5. Operacja cofania
Cofna¢ si¢ do poprzednika (X ,.Y)), z ktorego zostata wygenerowana reprezentacja

(X,.Y). Jezeli reprezentacja (X,,Y,) nie ma poprzednikdw, to zakonczy¢
obliczenia. Reprezentacja (X..,Y.) zwiazana z aktualna wartoscia Q  jest
rozwigzaniem optymalnym. W przeciwnym razie uaktualni¢ dane dla (X ,,Y))

w nastgpujacy sposob: Jezeli reprezentacja S, zostala wygenerowana z (X ,.Y))
poprzez zamiang zmiennej zgodnej na zmienng przeciwng x’/ € X,, to wykonac
F =F U {x’l } Jezeli wszystkie zmienne przeciwne do zmiennej zgodnej x, naleza
do F,, to wykona¢ F,=F, u{x,’;} i F,=F,-X"'. Jezeli sie¢ S, zostala
wygenerowana z sieci S, poprzez zamiang zmiennej zgodnej na zmienng przeciwng
yi €Y,, to wykona¢ F,=F, U {y,f' } Jezeli wszystkie zmienne przeciwne do
zmiennej zgodnej y{ naleza do F,,to wykona¢ F, =F, U {yj;} oraz F, =F, -Y*.

Przej$¢ do kroku 1.
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5.7. Wyznaczanie reprezentacji poczatkowej

W rozdziale tym zostanie przedstawiony algorytm heurystyczny dla wyznaczania
reprezentacji poczatkowej (X le)- Rozwigzanie uzyskane za pomoca tego algorytmu musi
naleze¢ do zbioru rozwiazan dopuszczalnych. Algorytm heurystyczny musi wigc znalez¢ takie

rozmieszczenie bram oraz ustali¢ takie przepustowosci kanatdéw sieci 2. poziomu, ze:

e reprezentacja (X,.Y,)eR,,,

e dla sieci S, istnieje przeplyw wieloskladnikowy realizujacy zadang macierz z zewnatrz

wprowadzanych natezen,

e koszt budowy sieci S, odpowiadajacej reprezentacji (X 1,Yl) spelnia ograniczenie (5.3),

e wartos¢ funkcji kryterialnej (5.1) jest mozliwie mata.

Do wyznaczenia reprezentacji poczatkowej zaproponowany zostal algorytm podobny do

algorytmu przedstawionego w rozdziale 3.6. Idea dziatania algorytmu jest nastgpujaca. Zbior
Y,(” reprezentujacy poczatkowe potozenie bram ustalany jest w taki sposéb, aby koszt

kanatow sieci 2. poziomu byl jak najmniejszy. Tworzona jest sie¢ S,“) Z rozmieszczeniem

bram ustalonym przez zbidr Y,(') 1 przepustowosciami kanalow w sieci 2. poziomu

przyjmujacymi najwigksze dostgpne wartosci. Jesli zbudowana w ten sposdéb sie¢ nie jest
spetnia ograniczenia (5.3), wykonywana jest operacja zmniejszania kosztu budowy sieci:
wybierana jest brama, ktoérej lokalizacj¢ nalezy zmieni¢ lub kanal, ktérego przepustowosc
nalezy zmniejszy¢. Wybdr kanatu lub bramy dokonywany jest na podstawie odpowiednio
wyrazen (3.26) i (3.28). Koszt sieci jest zmniejszany tak dlugo, az zostanie spelnione
ograniczenie na koszt budowy sieci (5.3). Jesli ograniczenie (5.3) jest spetnione, to biezaca
warto$¢  kryterium Q(X l(’),YI(")) jest poréwnywana z wartoscig najlepszego dotad
znalezionego rozwigzania Q" . Nastgpnie w kazdej iteracji algorytmu podejmowana jest proba
poprawienia wartosci funkcji kryterialnej. Wybierany jest kanal, ktérego przepustowosé
nalezy zmieni¢ lub brama, ktoérej lokalizacj¢ nalezy zmieni¢. Wybierany jest kanal, dla
ktorego wartos¢ wyrazenia (5.19) jest najwigksza oraz brama o najwigkszej wartosci
wyrazenia (5.20). Jezeli wigksza jest warto$¢ wyrazenia (5.19) to zmieniana jest
przepustowos¢ wybranego kanatu, w przeciwnym wypadku zmieniana jest lokalizacja

wybranej bramy. Po kazdej zmianie lokalizacji bramy lub przepustowosci kanatu, nowa
warto$¢ funkcji kryterialnej O poréwnywana jest z ta sprzed zmiany lokalizacji bramy.

Lokalizacja bramy lub przepustowos¢ kanatu o wigkszej wartosci funkcji kryterialnej O jest
odrzucana, tj. dodawana jest do zbioru sprawdzonych przepustowosci kanaléw i lokalizacji
bram. Algorytm konczy prace, kiedy dla kazdej bramy, zbior weztéw do ktérych mozna
przenie$¢ lokalizacje bramy jest pusty i nie istnieje zaden kanal, ktérego przepustowosé

mozna zmienic.
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Algorytm WRP3
Niech (X Oy (")) oznacza poczatkowa reprezentacje¢ w r-tej iteracji algorytmu

1 >71

heurystycznego. Wprowadzmy zbior zmiennych, ktdre zostaty juz sprawdzone w poprzednich
iteracjach algorytmu i oznaczmy go przez F ) Niech 0 =w, r=1.

Krok 0.

Krok 1.

Krok 2.

Krok 3.

Krok 4.

Krok 5.

Wyznaczenie poczqtkowych rozmieszczen bram oraz przepustowosci kanatow

Podstawi¢ Xl(]):CJ{ } Wyznaczyé YV takie, ze d(X Y(l))=mind(X1('),Yr)
Ya

i=1

Sprawdzenie ograniczenia na koszt budowy sieci

Wyznaczy¢ j_‘(’) oraz d(Xl("),Yl(’)). Jezeli d(X,("),Y,("))>B, to przejs¢ do kroku 2.
W przeciwnym razie przejs$é do kroku 7.

Sprawdzenie wartos’ci kryterium

Wyznaczy¢ Q( ) A% )) Jezeli Q(X1 ),Y )< QO’, to podstawi¢ Q" = Q(X,(’),Y( )
oraz (X, . )= (Xl(' ,)’]")).

Przejs$¢ do kroku 3.

Poprawianie wartosci funkcji kryterialnej

Wybra¢ taka pare zmiennych x! e X" i X, e X — (F U X ) dla ktoérych wartosé
wyrazenia (5.19) jest najwigksza. Wybra¢ taka par¢ zmiennych y*e Yl )
iy;eY®— (F(") v Y,(’)), dla ktérych wartos¢ wyrazenia (5.20) jest najwigksza.

Jezeli nie mozna znalez¢ takich par zmiennych, tj. dla kazdej bramy g zachodzi
Y® — (F( \J Y ) @ i dla kazdego kanatu i zachodzi X' - (F(") qu("))= g,
to przejs¢ do kroku 8.

Jezeli warto$¢ wyrazenia (5.20) jest wigksza od wartosci wyrazenia (5.19),
podstawié YI r+1) (Yl(’) —{ j})u {y,’;}
W przeciwnym razie podstawi¢ X l("“) = (X l(") - {x,’( })u {x’ }

J

Ocena nowego rozwiqzania

Wyznaczyé f ) oraz Q( () 7 ("”)).

Jezeli Q( (r+1) .5 '*'))< Q( ol )) przej$¢ do kroku 5.

W przeciwnym razie przej$¢ do kroku 6.

Zapamietanie biezqcego rozwiqzania

Jezeli XV = X(") podstawi¢ F*) = F) {yf }, r=r+l.
Jezeli ¥"*) = ¥ podstawi¢ F*) =Fy {x,’( }, r=r+l.

Przejs¢ do kroku 1.
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Krok 6.

Krok 7.

Krok 8.

Porzucenie biezqcego rozwiqzania

Jezeli X,("”) = X,(") podstawi¢ F") = )y {y,f’}

Jezeli YV = ¥ podstawi¢ F") = F" U {x; }

Przejs¢ do kroku 3.

Zmniejszenie kosztu budowy sieci

Wybra¢ taka par¢ zmiennych x, € X l(") i x‘; e X' — (F ox l(") ) dla ktorej wartos¢
wyrazenia (3.26) jest najwigksza. Wybra¢ taka par¢ zmiennych y*e Y,(")
iy;elV®— (F "y Y,(’)), dla ktorej warto$¢ wyrazenia (3.28) jest najwigksza.

Jezeli nie mozna znalez¢ takich par zmiennych, tj. dla kazdej bramy g zachodzi
v¢ —(FYUY")=@ i dla kazdego kanatu i zachodzi X' —(F" U X!)=@ lub
obie wartosci (3.26) 1 (3.28) sa mniejsze od zera to przejs¢ do kroku 8.

Jezeli warto$¢ wyrazenia (3.28) jest wigksza od wartosci wyrazenia (3.26)
podstawié 1) = (1)~ {ys oz |

W przeciwnym razie podstawi¢ X" = (X o {x,’( })u {x’,}
Przejs¢ do kroku 1.

Zakonczenie dzialania algorytmu

Zakonczyé dzialanie algorytmu. Jezeli Q" = to zadanie nie ma rozwiazania.
W przeciwnym razie sie¢ S. zwiazana z aktualng wartoscia Q" jest rozwiazaniem
przyblizonym, dla ktorego istnieje przeplyw realizujacy zadang macierz z zewnatrz
wprowadzanych natezen oraz spelniajacym ograniczenie (5.3), natomiast
(X i201 ) = (X LY ) jest reprezentacja poczatkowa dla algorytmu doktadnego.
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5.8. Eksperymenty obliczeniowe

W poprzednich punktach tego rozdzialu przedstawiony zostal algorytm doktadny do
wyznaczania rozmieszczenia bram, przeplywow i przepustowosci kanatow w hierarchicznej
sieci rozlegtej minimalizujacy liniowa kombinacj¢ $redniego opodznienia pakietu w sieci i
kosztu budowy sieci przy ograniczeniu na Srednie opdznienie pakietu w sieci. Algorytmy
doktadny 1 heurystyczny zostaly zaimplementowane w jezyku C++. Przedstawimy wyniki
przeprowadzonych eksperymentéw obliczeniowych, ktoérych celem byto zbadanie wiasnosci
problemu optymalizacji (5.2+5.4) sformutlowanego w rozdziale 5.1. Przedstawione zostana

réwniez wnioski wynikajace z przeprowadzonych eksperymentdw obliczeniowych.

5.8.1. Definicje

W punkcie tym zdefiniujemy wielkosci, ktore pozwolg zaprezentowa¢ wlasnosci
rozwazanego problemu optymalizacji. Niech warto$¢ funkcji kryterialnej uzyskana w wyniku
rozwigzania problemu (5.2 +5.4) oznaczona bedzie przez Q”', przez T bedziemy
oznacza¢ warto$¢ Sredniego opdznienia pakietu w sieci uzyskang w wyniku rozwigzania
problemu optymalizacyjnego (5.2 + 5.4), natomiast d” bedzie kosztem budowy rozleglej
siei uzyskanym w wyniku rozwigzania problemu (5.2 = 5.4), tzn. w wyniku rozwigzania
problemu (5.2+5.4) dla zadanej wartosci « uzyskujemy nastgpujace wyrazenie:
O" =a-T" +d™ . Wspbdlczynnik « ma istotny wplyw na wyniki rozwiazania problemu
optymalizacji jak rowniez na przebieg optymalizacji. W celu poréwnania wynikéw badan
uzyskanych dla réznych sieci wprowadzimy unormowany wspétczynnik «, ktorego wartosci
nie beda zalezaly od analizowanych sieci rozleglych. Unormowany wspotczynnik o
okreslony bedzie nastgpujaco:

P

gdzie 7™ jest minimalnym $rednim opdznieniem pakietu w rozleglej sieci komputerowe;,

uzyskanym w wyniku rozwigzania problemu optymalizacji (3.2 + 3.3) bez ograniczenia na
koszt budowy sieci, natomiast D™ maksymalnym kosztem budowy hierarchicznej rozleglej
sieci komputerowej tj. sieci o maksymalnych dostgpnych przepustowosciach kanatow w sieci
2. poziomu oraz z bramami rozmieszczonymi w sieciach 1. poziomu w taki sposob, ze
dhugosci kanatéw sieci 2. poziomu sg najwigksze.

Przypomnijmy definicje parametréw dotyczacych natezen ruchu pakietow w sieci. Srednie
natgzenie strumienia pakietoéw pomigdzy weztami tej samej sieci 1. poziomu oznaczamy
przez ri, za$ natgzenie strumienia pakietéw pomigdzy weztami roznych sieci przez ro. W
przypadkach kiedy oba natezenia sa réwne, tj. ri =ro, na oznaczenie Sredniego natezenia

strumienia pakietow stosowany jest parametr rk .
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5.8.2. Badanie zaleznosci 7" od wartosci wspoétczynnika o

Celem badania bylo wyznaczenie zaleznosci pomigdzy Srednim opdZnieniem pakietu
w sieci hierarchicznej a wartosScig wspdiczynnika ¢ . PrzeprowadziliSmy badania dla wielu
sieci hierarchicznych o réznych strukturach, réznych macierzach R wprowadzanych
z zewnatrz natezen, réznych przepustowosciach kanatéw w sieciach 1. poziomu. Rezultaty
uzyskane we wszystkich przeprowadzonych badaniach nie r6znity si¢ znaczaco. Na
rysunkach 5.3 i 5.4 przedstawiamy wyniki uzyskane dla sieci HSK-222 z dwiema sieciami

1. poziomu, z przepustowosciami kanaléw w sieciach 1. poziomu réwnymi 128 kbit/s.

T()]lt
0,04 - S
0,038 — - . —
‘ —o— B = 8000
—#-B =11500
0,036 — - —4—B=18500 |
L —8—- B = 29000
0,034 — = i — u 1
|
|
|
|
i
|
0,032 — — - = == - -~ - 1
& \1\: +
i
]
|
0,03 |

0,0E+00 2,0E+06 4,0E+06 6,0E+06 8,0E+06 1,0E+07 1,2E+07 1,4E+07 1,6E+07 1,8E+07 2,0E+07
(04

Rys. 5.3. Wykres wartosci 7" w zaleznosci od wartosci parametru & dla sieci HSK-222

Mozna zauwazy¢, ze zalezno$¢ T”" od wartosci parametru ¢ jest funkcjg nierosnaca. Dla

budzetu o wartoSci B =18500 zalezno$¢ wartosci 77" od « jest funkcja malejaca dla
ae(O, 5000000) a dla a>=5000000 przyjmuje stala wartoS¢, natomiast dla budzetu

B=29000 T” maleje wraz ze wzrostem o dla ae (0,15000000) i jest stala dla

o > 15000000 . Dla kazdej wartoSci budzetu B istnieje taka wartoS¢ parametru & powyzej
ktérej warto$§¢ T przestaje maleé i pozostaje stata. Oznaczmy t¢ warto$¢ przez o . Mozna
zauwazyé, ze warto$¢ @ jest tym wieksza im wigksza jest warto$¢ budzetu B. Powyzsze

obserwacje prowadza do nastgpujacego wniosku:

Whiosek 5.1. Istnieje taka warto§¢ @, ze dla kazdego o > wartosé Sredniego op6znienia
pakietéw w sieci T”' pozostaje stafa lub nieznacznie maleje. Warto§¢ o  rosnie ze

zwigkszaniem wartoSci budzetu B .
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W dalszej czesci rozdziatu przedstawimy sposob wyznaczenia wartosci . W tym celu
wprowadzimy nastgpujace oznaczenia. Niech YA = {al, Wy 124 a.‘.} bedzie zbiorem wartosci

wspolczynnika o, natomiast Y7 =07, T, ...,T™" zbiorem wartosci $redniego
1 2 A

opoznienia pakietu w sieci hierarchicznej, uzyskanych w wyniku rozwigzania zadania
optymalizacji (5.2 + 5.4) dla odpowiednich warto$ci wspolczynnika o ze zbioru YA4. Tak
zatem 7, jest wartoscig $redniego opoOznienia pakietu uzyskang w wyniku rozwigzania
zadania optymalizacji (5.2 + 5.4) dla & = ;. Niech zbior Y4 bedzie uporzadkowany rosnaco.
Dla rosnacych wartosci wspolczynnika o wartos$¢ sredniego opdznienia pakietu 77" maleje,
zatem najmniejsza wartoscig ze zbioru Y7 , ktora zostanie oznaczona przez 7,7, jest warto$é
Tow =T

Na podstawie analizy wynikow badan dla roznych struktur sieci hierarchicznych z kilkoma
sieciami 1. poziomu oraz jedng siecig 2. poziomu, do przyblizenia zaleznosci Sredniego
opo6znienia pakietu w sieci hierarchicznej od wartosci wspolczynnika @ wybralismy funkcje

z klasy:
ul

T = +u3 (5.21)

& —u2

gdzie ul, u2 i u3 sq wspotczynnikami rzeczywistymi.
Wyznaczenie wartosci wspotczynnikow ul, u2 1 u3 sprowadza si¢ do rozwigzania
zadania identyfikacji polegajacego na wyborze najlepszego modelu z klasy (5.21). Jako

kryterium jakos$ci identyfikacji zostato przyjete kryterium kwadratowe:

1 ¢ ul ’
W= Tupl _ +u3
s ;E ' (0{, —u2 D

dzie s jest liczba pomiardéw, a 77" jest wartoscig Sredniego opdznienia pakietu w sieci
g

1

uzyskang w wyniku rozwigzania zadania optymalizacji (5.2 + 5.4) dla a = «, .

Przedstawimy teraz przyklad wyznaczenia wartosci wspotczynnikow ul, u2, u3 dla
przedstawionej weczesniej sieci HSK-222. Wartosci  wspotczynnikow  ul, w2, u3,
minimalizujace kryterium ‘¥, dla wybranych wartosci $redniego opdznienia pakietu 7,

zostaly wyznaczone numerycznie. Wyniki przedstawiliSmy zostaty w tabeli 5.1.

Tabela 5.1. Warto$ci wspotczynnikow ul, u2, u3 dla sieci HSK-222

B ul u2 u3 W
11500 2646.12 -315161 3.35E-02 1.11E-06
18500 6909.07 -648092 3.08E-02 9.62E-07
29000 8140.15 -741457 3.04E-02 9.20E-07

Majac wyznaczone wspétczynniki funkcji (5.21) mozna wyznaczy¢ wartos¢ «'. Niech o'

bedzie taka wartoscia parametru «, dla ktorej wzgledna réznica pomigdzy minimalng
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warto$cig Sredniego opdznienia T.7' a wartoscia T

min

wyznaczong z (5.21) bedzie rowna

pewnej ustalonej wartosci €, czyli:

a1 _
T =& (5 22)

min

Po wstawieniu (5.21) do (5.22) dla @ =¢’, i po przeksztalceniach, otrzymujemy nastepujace
wyrazenie na ' :
y ul

T (o) 3

min

—u2 (5.23)

W tabeli 5.2 zostaty umieszczone warto$ci @ uzyskane dla sieci HSK-222 dla £ =0,005.

Tabela 5.2. Wartosci @ uzyskane dla sieci HSK-222

B o
11500 3957711
18500 7839608
29000 14665824

Uzyskane wyniki potwierdzaja wystepowanie zaleznosci wartosci @ od wartosci budzetu
na budowe hierarchicznej sieci rozleglej B. Potwierdzone zostato takze spostrzezenie, ze

warto$¢ @ rosnie ze zwiekszaniem budzetu na budowe sieci B .

T()[Jt
. 0,04
= = - = = i i = I
0,088 +——\- =
| =500000
. —A—0=1000000
0036 | - —4-a=10000000 |
|
| —®— 0 =50000000
L —— -
0034 {
0082 { —
0,03 ‘ ; :
5000 10000 15000 20000 25000 30000 35000 40000

B

Rys. 5.4. Wykres wartosci T w zaleznosci od wartosci budzetu B dla sieci HSK-222
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opt

Na rysunku 5.4 przedstawiona zostata zaleznoS¢ wartoSci 7" od wartosSci budzetu dla
kilku wartosci wspdtczynnika a. Mozna zauwazy¢, ze dla a=500000 wartos¢ 7" nie
zalezy od wartosSci budzetu. Udzial kosztu Sredniego opdznienia pakietu jest tak maty
w funkcji kryterialnej (5.1), ze zadanie optymalizacyjne (5.2 +5.4) sprowadza si¢ do
minimalizacji kosztu budowy sieci bez ograniczenia na maksymalng dopuszczalng wartoS¢
Sredniego opdznienia pakietu w sieci. Wraz ze zwigkszaniem wartoSci wspotczynnika o
zalezno$¢ Sredniego opdznienia pakietu w sieci uzyskanego w wyniku rozwiazania zadania
optymalizacyjnego (5.2 +5.4) zbliza si¢ do zaleznoSci rozwiazania problemu (3.2 +3.4) od

warto$ci budzetu przedstawionej w rozdziale 3.7.3.

Whiosek 5.2. Warto$¢ wspéiczynnika o wplywa znaczaco na zaleznoS¢ wartoSci Sredniego
op6znienia pakietéw w sieci 77" od budzetu na budowe rozlegtej sieci hierarchicznej B. Dla

matych warto$ci wspétezynnika o warto§é 77" nie zalezy od wartosci B.

5.8.3. Badanie zaleznosci d°”' od wartosci wspétczynnika o

Celem badania bylo wyznaczenie zaleznos$ci pomigedzy kosztem budowy sieci a wartoscia
wspotczynnika « w funkcji kryterialnej (5.1). Przebadano wiele sieci hierarchicznych
o réznych strukturach, ré6znych macierzach R wprowadzanych z zewnatrz natezen, réznych
przepustowosciach kanatéw w sieciach 1. poziomu. We wszystkich badaniach uzyskaliSmy
podobne wyniki. Na rysunku 5.5 przedstawiamy wyniki uzyskane dla sieci HSK-222
sktadajacej si¢ z dwoch sieci 1. poziomu i jednej sieci 2. poziomu, z przepustowosciami

kanatow w sieciach 1. poziomu réwnymi 128 kbit/s.
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Rys. 5.5. Wykres wartosci d " w zaleznosci od wartoSci parametru « dla sieci HSK-222
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opt

Mozna zauwazyé, ze zalezno$¢ d™" od wartosci parametru « jest funkcja niemalejaca.

opt

Dla budzetu o wartosci B =18500 zaleznos$¢ wartosci d” od « jest funkcja rosnacg dla
ace (0, SOOOOOO) a dla a>5000000 przyjmuje stala warto$¢, natomiast dla budzetu

B=29000 d”" rosnie wraz ze wzrostem ¢ dla ae (0,15000000) i jest stala dla

o > 15000000 . Dla kazdej warto$ci budzetu B istnieje taka wartoS¢ parametru ¢ powyzej

opt

ktérej warto§¢ d™' przestaje rosnac i pozostaje stata. Oznaczmy t¢ warto$¢ przez &’ . Mozna
zauwazyé, ze warto§¢ «” jest tym wigksza im wigksza jest warto$¢ budzetu B. Nietrudno

. s s 7 ” 7’ . . .
zauwazyc, ze wartoS¢ & = & . Te obserwacje prowadza do nast¢pujacego wniosku:

()]7’

Whiosek 5.3. Istnieje taka warto§¢ «”, ze dla kazdego @ >a” koszt budowy sieci d

przyjmuje warto$¢ bliska wartosci zadanego budzetu B. Warto$¢ &” jest réwna wartosci o .

5.8.4. Badanie zaleznosci funkcji Q od parametru ro

Celem badania bylo wyznaczenie =zaleznoSci pomiedzy wartoScia parametru ro
a wartoScig funkcji kryterialnej Q. Przebadano wiele sieci hierarchicznych o réznych
strukturach, réznych macierzach R wprowadzanych z zewnatrz natgzen, roznych wartosciach
maksymalnego dopuszczalnego Sredniego opOznienia pakietu w  sieci, réznych
przepustowosciach kanatéw w sieciach 1. poziomu. Wyniki uzyskane dla wszystkich sieci nie

odbiegaly znaczaco od siebie. Szukano zaleznoSci wartoSci funkcji kryterialnej Q od réznych

parametréw i zauwazono, ze istnieje taka zalezno$¢ od parametru ro . Rysunki 5.6, 5.7 oraz
5.8 przedstawiaja zaleznoS¢ wartoSci O od parametru ro dla sieci HSK-222, dla réznych

wartoSci parametru o .

Q
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20000 t+————————
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10000 —— e —_———
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Rys. 5.6. Zaleznos$ci wartoSci Q od wartoSci ro dla a=100000 w sieci HSK-222
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Rys. 5.7. Zaleznosci wartosci Q od wartosci ro dla o =1000000 w sieci HSK-222
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Rys. 5.8. Zaleznosci wartosci Q od wartosci ro dla o2 =10000000 w sieci HSK-222



Rozdzial 5. Problem GLCFA z uogdlnionym kryterium kosztowym jako kryterium 129

Na rys. 5.6 warto$¢ Q rosnie liniowo wraz ze zwigkszaniem wartosci parametru ro
a wykresy odpowiadajace réznym wartosciom budzetu praktycznie pokrywaja si¢. Na rys. 5.7
mozna zauwazy¢, ze dla budzetu B=11000 wartosci funkcji @ rosnie szybciej niz

w przypadku wigkszych wartosci budzetu. Natomiast na rysunku 5.8 przedstawiajacym
zalezno$¢ wartoSci QO od parametru ro dla o =10000000, wartos¢ funkcji O rosnie

zdecydowanie najwolniej dla najwigkszej wartosci budzetu, tj. dla B =39000. Im mniejsza
warto$¢ budzetu, tym szybciej rosnie wartos¢ funkcji kryterialnej] O ze wzrostem wartosci
parametru ro. Na podstawie powyzszych rozwazan oraz obserwacji rysunkéw 5.6 + 5.8

mozna sformutowaé nastgpujacy wniosek:

Whiosek 5.4. Dla matych wartosci wspolczynnika « warto$¢ budzetu B nie wplywa na
zalezno$¢ wartosci O od wartosci parametru ro. Zwigkszajac wartos¢ wspolezynnika «

zwigksza si¢ wptyw budzetu na wartos¢ Q.

5.8.5. Badanie zaleznosci funkcji Q od liczby bram w sieci

Celem badania bylo wyznaczenie zaleznosci pomigdzy liczba bram umieszczonych w
jednej z sieci 1. poziomu a wartoscig funkcji kryterialnej (5.1). Przebadano wiele sieci
hierarchicznych o réznych strukturach, réznych macierzach R wprowadzanych z zewnatrz
natezen, réznych przepustowosciach kanatow w sieciach 1. poziomu, réznych wartosciach
budzetu B oraz rdéznych wartosciach parametru o. We wszystkich przebadanych
przypadkach uzyskane zostaly podobne wyniki. Na rysunku 5.6 przedstawiliSmy wyniki
uzyskane dla sieci HSK-211 do HSK-215 z dwiema sieciami 1. poziomu 1 jedng siecig 2.
poziomu, z przepustowosciami kanaléw w sieciach 1. poziomu réwnymi 128 kbit/s. Zadanie
optymalizacji (5.2 + 5.4) rozwigzywane bylo dla wielu wartosci budzetu B oraz r6znych
wartosci parametru «, z r6zng liczbg bram w jednej z sieci 1. poziomu (w sieci SK-1, ktorej
struktura zostala przedstawiona na rys. 3.6. Na rysunku 5.9 przedstawiamy jak zmienia si¢
wartos$¢ funkcji kryterialnej O w zaleznosci od liczby bram umieszczonych w sieci SK-1 dla
a =1000000 . Na rysunku 5.10 przedstawiamy ta sama zaleznos¢ dla & =3000000 , natomiast
na rys. 5.11 oraz dla a=10000000. Przypomnijmy, ze liczb¢ bram wsieci SK-I
oznaczyliSmy przez ‘H li . Mozna zauwazy¢, ze na rysunku 5.9 wartos¢ funkcji kryterialnej Q

ros$nie liniowo ze wzrostem liczby bram w sieci ‘H 1’ 1 ze wartosci Q nie zalezg od wartosci
budzetu. Najmniejszg wartos¢ funkcja kryterialna Q przyjmuje zatem dla ‘H " =1 niezaleznie

od wartosci budzetu B. Od wartosci budzetu B nie zalezg takze wartosci funkcji kryterialnej
QO dla a=3000000, ktére przedstawione zostaly na rysunku 5.10. Mozna zauwazy¢, ze

charakter zaleznosci Q od liczby bram w sieci ‘H " dla @ =1000000 oraz dla & =3000000
przypomina zalezno$ci rozwiazania problemu optymalizacji (4.1 +4.3) d”" od wartosci ‘H "

przedstawione w punkcie 4.7.4.



Rozdziat 5. Problem GLCFA z uogélnionym kryterium kosztowym jako kryterium

130

43000 — -
|
41000 {—— - -
39000 { -
‘—0—8:15000‘
m-B-20000
\
| 8B =25000
37000 {——— R -
35000
1 2 3 4 5

Rys. 5.9. Wykres wartosci Q w zalezno$ci od ’Hl‘ w sieciach HSK-211 do HSK-215 dla

a =1000000
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Rys. 5.10. Wykres wartosci Q' w zaleznosci od |H'| w sieciach HSK-211 do HSK-215 dla

a =3000000
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Q
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Rys. 5.11. Wykres wartosci O w zaleznoSci od ‘le w sieciach HSK-211 do HSK-215 dla
o =10000000

Zaleznosci wartoSci funkcji kryterialnej Q od liczby bram w sieci ’H]l dla o =10000000

przedstawiona na rysunku 5.12 ma zupelnie inny charakter. Mozna zauwazy¢, ze wartoS¢
budzetu B ma wplyw na warto$§¢ funkcji kryterialnej (. Mozna takze zauwazyc

podobienstwo zaleznoSci Q od liczby bram w sieci ‘Hli do zaleznoSci rozwiazania problemu

optymalizacji (3.2 + 3.4) T od wartosci 'H'

, ktéra zostata przedstawiona w punkcie 3.7.5.

Whiosek 5.5. Wartosci wspétczynnika @ ma duzy wptyw na zaleznos¢ wartosci QO od liczby

bram w sieci ‘H" )

H]

. Na rys. 5.12

Dla kazdej badanej wartoSci wspdéiczynnika & wyznaczyliSmy wartos¢ , dla ktorej

wartos$¢ funkcji kryterialnej Q jest najmniejsza i oznaczyliSmy ja przez ‘Hl

przedstawiliSmy zaleznoS¢ wartoSci ‘H" od wartoSci wspoétczynnika o dla budzetu

*

Hl

B =25000 . Mozna tatwo zauwazy¢, ze wartosS¢ roSnie wraz ze zwigkszaniem wartosci

wspdtczynnika ¢ . Podobna zalezno$¢ wystepowata dla innych wartosci budzetu
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Rys. 5.12. Wartos¢ ‘Hl w zaleznos$ci od o dla B =25000 w sieciach HSK-211 do HSK-215

Whiosek 5.6. Liczba bram w sieci 1. poziomu, dla ktérej wartosci funkcji kryterialne; Q jest

najmniejsza ‘H1’ ro$nie wraz ze wzrostem wartosci wspotczynnika ¢ .

5.8.6. Badanie wiasnosci obliczeniowych algorytmu dokfadnego

Celem badania byto ustalenie zaleznoSci pomigdzy liczbg iteracji algorytmu potrzebng do
rozwiagzania problemu optymalizacji (5.2 +5.4) a wartoSciami parametrow wystepujacych
w rozwazanym problemie. Badania przeprowadzono dla réznych sieci hierarchicznych
z jedng siecig 2. poziomu i kilkoma sieciami 1. poziomu. W celu poréwnania wynikow
uzyskanych dla réznych sieci wykorzystamy pojecie unormowanego budzetu B oraz pojecie
unormowanego parametru ro wprowadzone w punkcie 3.7.2 oraz pojgcie unormowanego
parametru @ wprowadzone w punkcie 5.8.1.

Niech I“k(ﬁ) bedzie liczbg iteracji algorytmu potrzebng do rozwigzania problemu
optymalizacji (5.2 + 5.4) dla k-tej rozlegtej sieci komputerowej przy unormowanym budzecie
o wartosci B . Przez ®*(a,h) oznaczymy stosunek liczby iteracji algorytmu dla wartosci
unormowanego parametru Bz przedziatu (a,b) do sumy iteracji dla wszystkich wartosci
unormowanego parametru B € [0%, 100%|:

>.r'(B)
@k(cz,b):%-loo%,

Be[0%.100% |
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Niech CD(a,b) bedzie srednia wartoscia @ (a,b) dla wszystkich przebadanych sieci

hierarchicznych:
K
O(a,b)= Y 0" (a.b).
K5

gdzie K jest liczba badanych hierarchicznych sieci komputerowych. Dla kazdego badanego
przedziatu (a,b) zostalo przeprowadzonych tyle samo eksperymentéw. Stad wartos¢ d)(a,b)

ilustruje procentowy udzial iteracji algorytmu dla B z przedziatlu (a,b) w iteracjach
algorytmu wykonanych dla wszystkich przebadanych sieci. Wyniki badan przeprowadzonych
dla algorytmu dokladnego do rozwiazania problemu optymalizacji (5.2 +35.4) zostaly

przedstawione na rys. 5.13.

O
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[0%-10%) [10%-20%) [20%-30%) [30%-40%) [40%-50%) [50%-60%) [60%-70%) [70%-80%] (80%-90%)] (90%-100%]

B

0%

Rys. 5.13. Zalezno$¢ wzglednej liczby iteracji algorytmu doktadnego @ od wartosci B

Mozna zauwazy¢, ze @ przyjmuje najwicksze wartosci dla B e [20%, 60%) natomiast
najmniejsze dla B <10% oraz dla B >70%. Zwigkszanie wartosci unormowanego budzetu
B dla B=>40% powoduje, ze warto$¢ @ wyraznie maleje. Algorytm potrzebowal
najmniejszej liczby iteracji do rozwiazywania problemu optymalizacji (5.2+5.4) dla
B <10% orazdla B >70%.

Whiosek 5.7. Przedstawiony algorytm dokltadny jest szczegdlnie efektywny z obliczeniowego
punktu widzenia dla B <10% oraz dla B >70%.
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Przez ®* (c, d) oznaczymy stosunek liczby iteracji algorytmu dla wartosci unormowanego
parametru & z przedziatu (c,d) do sumy iteracji dla wszystkich wartosci unormowanego
parametru & € [0, 100] dla k-tej rozleglej sieci komputerowej. Wartosé ®* (c,d ) wyznaczamy
nastgpujaco:

Sr@)
O (c,d) =2l .100%
( ) z T+ (5) 0
@el0,100]

Niech d)(c,d) bedzie $rednia wartoscia CD"(c,d) dla wszystkich przebadanych sieci

hierarchicznych:
K
O(c,d)= lz @ (c.d),
K k=1

gdzie K jest liczba badanych hierarchicznych sieci komputerowych. Wartos¢ CD(c,d)
ilustruje procentowy udziat iteracji algorytmu & z przedziatu (c, d ) w iteracjach algorytmu
wykonanych dla wszystkich przebadanych sieci. Na rysunku 5.11 przedstawiona zostala
zalezno$¢ @ od unormowanego parametru & .

Na rysunku 5.14 mozna zauwazy¢, ze dla & <40 wraz ze wzrostem wartosci & rosnie

warto$¢ @ . Nastepnie wartos¢ @ gwaltownie spada i dla & > 60 wartosci @ sa bliskie 1%.

Whiosek 5.8. Przedstawiony algorytm doktadny jest szczegdlnie efektywny z obliczeniowego

punktu widzenia dla & >50% .
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Rys. 5.14. Zaleznos$¢ wzglednej liczby iteracji algorytmu doktadnego @ od parametru &
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W dalszej czesci przedstawimy zalezno$¢ @ od obu parametréw B oraz @ lacznie.
Niech Fk(E,CT) bedzie liczba iteracji potrzebng do rozwiazania problemu optymalizacji
(5.2+5.4) dla okreslonych wartosci unormowanych parametréow B oraz @ dla k-te]
rozleglej sieci komputerowej. Przez (D"(a,b,c,d) oznaczymy stosunek liczby iteracji
algorytmu dla wartosci unormowanego parametru B z przedzialu (a,b) 1 unormowanego
parametru @ z przedziatu (c,d) do sumy iteracji dla wszystkich wartosci unormowanych
parametrow, tj. EE[O%,IOO%] oraz @ € [0,100]. Wartos¢ ®*(a,b,c,d) wyznaczamy

nastgpujaco:
S 14(B.@)
k _ Be(ab)ae(c,d) .
@ (a,b,c,d)= ST (5.7) 100%

Be[0,100%|.@e[0,100]

Niech (D(a,b,c,d) bedzie srednig wartoscig @ (a,b,c,d) dla wszystkich przebadanych
sieci hierarchicznych:

K
®(a,b,c.d)= %Z@k(a,b,c,d),

k=1
gdzie K jest liczba badanych hierarchicznych sieci komputerowych. Wartos¢ d)(a,b,c,d)
ilustruje procentowy udzial iteracji algorytmu dla B z przedziatu (a,b) oraz & z przedziatu
(c,d) w iteracjach algorytmu wykonanych dla wszystkich przebadanych sieci. Na rys. 5.15
przedstawiona zostala zalezno$¢ @ od parametréw B oraz @ . Kolorem zielonym zostaly
zaznaczone na wykresie obszary, w ktorych badany algorytm dokladny potrzebowal
najmniejszej liczby iteracji do rozwigzania problemu optymalizacji (5.2 +5.4), czyli byl
najbardziej efektywny z obliczeniowego punku widzenia. Natomiast kolorem czerwonym
zostaly oznaczone te obszary, dla ktorych liczba iteracji potrzebna do rozwiazania problemu

optymalizacji (5.2 = 5.4) byla najwigksza.
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Rys. 5.15. Zalezno$¢ wzglednej liczby iteracji algorytmu doktadnego @ od unormowanego budzetu
B i unormowanego parametru &

Najwigksze wartosci wzglednej liczby iteracji algorytmu doktadnego @ otrzymaliSmy dla
@< (20,40] i Be(30%,50%). Pokrywa si¢ to z wynikami uzyskanymi podczas badania
zaleznosci @ od parametréw @ i B, kazdego z osobna. Mozna takze zauwazy¢, ze dla
@ =50 wartosci ® nie przekraczaja 1% i nie zaleza od wartosci unormowanego budzetu B .
Natomiast dla mniejszych wartosci parametru @ wzgledna liczba iteracji algorytmu
doktadnego ® <1% dla unormowanego budzetu B <10% oraz B >80%.

Whiosek 5.9. Przedstawiony algorytm doktadny jest szczegdlnie efektywny z obliczeniowego
punktu widzenia dla @ >60% niezaleznie od wartosci B oraz dla B <10% oraz B >80%
gdy @ <60.

5.8.7. Badanie odlegtosci rozwigzan przyblizonych od rozwigzan optymalnych

Celem badania bylo okreslenie odleglosci rozwigzan przyblizonych uzyskiwanych za
pomocg algorytmu heurystycznego WRP3, przedstawionego w rozdziale 5.7, a rozwiazaniami
uzyskanymi przez algorytm dokiadny. Wyznaczone zostaly zaleznoSci pomigedzy réznymi
parametrami a odlegloscig uzyskiwanych rozwiazan. Algorytm WRP3 przedstawiony zostat

w rozdziale 5.6. Badania przeprowadzono dla réznych sieci hierarchicznych z jedng siecia
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2. poziomu i kilkoma sieciami 1. poziomu. W celu poréwnania wynikoéw uzyskanych dla
réznych sieci wykorzystane zostana wprowadzone w punkcie 2.8.2 pojecie unormowanego

budzetu B oraz pojecie unormowanego parametru &@ wprowadzone w punkcie 5.8.1.

5.8.7.1. Odlegto$¢ rozwigzan przyblizonych od rozwigzan optymalnych

Odlegtos¢ rozwigzania przyblizonego od rozwigzania optymalnego oznaczamy przez y

1 wyznaczamy nastgpujaco:
app __ opt
070 soom,

gdzie O jest wartoscig funkcji kryterialnej (5.1) uzyskana w wyniku dziatania algorytmu

Z:

heurystycznego WRP3, natomiast Q7" jest wartoscig funkcji kryterialnej (5.1) uzyskang
ysty y

w wyniku rozwigzania problemu optymalizacji (5.2 + 5.4) za pomoca algorytmu doktadnego.

Do oceny wynikow uzyskanych za pomoca algorytmu heurystycznego WRP3 uzyjemy
wskaznika @(a,b) wprowadzonego w rozdziale 2.8.7. Przypomnijmy, ze przez @(a,b)

oznaczamy stosunek liczby rozwigzan przyblizonych, dla ktorych spelniony jest warunek
;(e(a,b), do liczby wszystkich badanych rozwigzan. Na rys. 5.16 przedstawione zostaty

wyniki uzyskane za pomoca algorytmu WRP3 dla 1987 przebadanych hierarchicznych sieci
komputerowych.
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Rys. 5.16. Zalezno$¢ wzglednej liczby rozwiazan ® algorytmu WRP3 od wartosci y

Mozna zauwazy¢, ze w niemal 70% badanych przypadkéw rozwigzania uzyskane przez

algorytm WRP3 roznity si¢ od rozwigzan optymalnych mniej niz o 2%. Ponadto dla 96%



Rozdzial 5. Problem GLCFA z uogélnionym kryterium kosztowym jako kryterium 138

rozwiazan uzyskanych za pomoca algorytmu WRP3 zachodzi y <10%. Swiadczy to o tym,

ze wyniki uzyskiwane za pomoca proponowanego algorytmu WPR3 daja bardzo dobre

przyblizenie rozwigzania optymalnego.

Whiosek 5.10. Wyniki uzyskane za pomoca zaproponowanego algorytmu heurystycznego
w wigkszosdci przypadkéw nie réznig si¢ znacznie od rozwigzan optymalnych. W 96%
przebadanych sieci roznica migdzy rozwigzaniami przyblizonymi a rozwigzaniami

optymalnymi nie przekraczata 10%.

5.8.7.2. Odlegtos¢ rozwigzan przyblizonych od rozwigzan optymalnych
w zalezno$ci od unormowanego budzetu na budowe sieci B .

Wskaznik Q oznacza $rednig odleglo$¢ pomigdzy rozwigzaniami uzyskanymi za pomoca
algorytmu heurystycznego a rozwigzaniami optymalnymi dla wszystkich przebadanych sieci,
przy okreslonej wartosci unormowanych parametréw B oraz @ . Przypomnijmy jego

definicje:
1 K
Q=— "
K 27
Na rysunku 5.17 przedstawiony zostal wykres wartosci Q2 w zaleznosci od unormowanego

budzetu na budowe sieci hierarchicznej B .
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Rys. 5.17. Srednia odlegtosé¢ rozwiazan przyblizonych uzyskanych za pomoca algorytmu WRP2 od
rozwigzan optymalnych €2 w zaleznos$ci od unormowanego budzetu B
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Mozna zauwazyé, ze $rednia odleglos¢ Q przyjmuje najmniejsze wartosci dla B <10%
oraz dla B >80%, czyli dla budzetéw o wartosciach bliskich wartosci minimalnej oraz
bliskich wartosci maksymalnej budzetu na budowe sieci. Najwigksze wartosci Q
uzyskalismy dla B e [l 0%, 40%), ale trzeba zaznaczy¢ ze nawet w tym przedziale wartosSci

Q nie przekraczaly 3.5%.

Whiosek 5.11. Algorytm WRP3 uzyskuje wyniki rézniace si¢ od rozwiazan optymalnych
érednio o nie wiecej niz 1% dla warto$ci unormowanego budzetu B <10% oraz dla
B >80%.

5.8.7.3. Odlegtos¢ rozwigzan przyblizonych od rozwigzan optymalnych
w zaleznosci od warto$ci unormowanego parametru @

Na rysunku 5.18 przedstawione zostaly wartosci $redniej odlegltosci pomigdzy
rozwigzaniami uzyskanymi za pomocg algorytmu heurystycznego a rozwigzaniami
optymalnymi Q w zaleznosci od unormowanego parametru & . Mozna zauwazy¢, ze wartosc¢
$redniej odleglosci rozwigzan przyblizonych od rozwigzan optymalnych Q jest najmniejsza
dla @ <5 orazdla @ >60.Dla @ [0, 40) ze wzrostem warto$ci parametru @ ro$nie wartos¢
Q, by dla ae(30,40] osiagna¢ warto$¢ bliska 4%. Dla @ e (40,60] $rednia odleglos¢
miedzy rozwigzaniami przyblizonymi a rozwigzaniami optymalnymi € przyjmuje wartosci

nie przekraczajace 3%, natomiast dla & > 60 wartosci Q sa bliskie zeru.

Whiosek 5.12. Algorytm WRP3 uzyskuje wyniki réznigce si¢ Srednio o co najwyzej 1% od

rozwigzan optymalnych dla & <5 orazdla & >60.
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Rys. 5.18. Srednia odlegto$¢ rozwiazan przyblizonych uzyskanych za pomoca algorytmu WRP3
od rozwiazan optymalnych €2 w zaleznosci od unormowanego parametru &

5.8.7.4. Odlegto$¢ rozwigzan przyblizonych od rozwigzan optymalnych

w zaleznosci od parametru B oraz od parametru o

Rysunek 5.19 przedstawia wartosci Sredniej odleglosci pomigdzy rozwigzaniami
uzyskanymi za pomocg algorytmu heurystycznego a rozwiazaniami dokladnymi Q
w zaleznos$ci od dwdch unormowanych parametréw: unormowanego budzetu na budowg sieci
B oraz unormowanego parametru & . Kolorem zielonym zostaly zaznaczone na wykresie
obszary, w ktérych odleglosci pomigdzy rozwiazaniami uzyskanymi za pomocg algorytmu
heurystycznego a rozwigzaniami dokladnymi byla najmniejsza, czyli obszary, w ktorych
algorytm WRP3 osiagal najlepsze wyniki. Natomiast kolorem czerwonym zostaty oznaczone
te obszary, dla ktorych odlegtosci pomig¢dzy rozwigzaniami uzyskanymi za pomoca algorytmu
heurystycznego a rozwigzaniami dokladnymi byla najwigksza, czyli obszary, w ktérych

wyniki uzyskiwane za pomoca algorytmu WRP3 byly najgorsze.
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Rysunek 5.19. Srednia odleglo$¢ rozwiazan przyblizonych uzyskanych za pomoca algorytmu WRP3
od rozwiazaii optymalnych Q w zaleznosci od unormowanego budzetu B oraz parametru &

Mozna zauwazy¢, ze dla @ =60 warto§¢ € nie przekracza 1% dla kazdej wartosci
unormowanego budzetu B . Wartosci Q nie przekraczajace 2% uzyskalismy réwniez dla
unormowanego budzetu B <10% oraz B >80%. Rozwiazania algorytmu WRP3 o
najwickszej wartosci Q uzyskalismy, gdy jednoczesnie @€ (20,40] a B e (30%,60%].
Warto zauwazy¢é, ze nawet wtedy wartoS¢ €2 nie przekracza 7%.

Na podstawie powyzszych rozwazan i obserwacji rysunku 5.19 mozemy sformulowac

nastgpujacy wniosek:

Whiosek 5.13. Algorytm WRP3 uzyskuje wyniki rézniace si¢ Srednio o co najwyzej 1% od
rozwiazani optymalnych dla @ > 60 niezaleznie od wartosci B oraz rozwiazania rézniace sie
srednio o co najwyzej 2% gdy @ <60 dla B <10% oraz B >80% .
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6. Podsumowanie

Niniejsza praca dotyczy zagadnien wyznaczania rozmieszczenia bram, przepustowosci
kanatow i przeptywow w hierarchicznych sieciach komputerowych. W pracy zaproponowano
algorytmy dokladne oraz algorytmy heurystyczne do rozwigzywania rozwazanych
probleméw, ktore minimalizuja podstawowe wskazniki jakosci funkcjonowania sieci: Srednie
opdznienie pakietu, koszt budowy sieci oraz uogélnione kryterium kosztowe, ktore
uwzglednia zaréwno Srednie opoOznienie jak i1 koszt budowy sieci. W pracy zostaly

sformulowane i rozwigzane nastepujace zadania optymalizacji:

e zadanie wyznaczania rozmieszczenia bram, przeplywow i przepustowosci kanatéw
w hierarchicznej sieci rozleglej, ktére minimalizuja Srednie opdZnienie pakietu przy
ograniczeniu na koszt budowy sieci; to zadanie w pracy nazwane jest problemem

GLCFA ze $rednim opdznieniem pakietu jako kryterium,

e zadanie wyznaczania rozmieszczenia bram, przeptywow i przepustowosci kanaldw
w hierarchicznej sieci rozleglej, ktére minimalizuja koszt budowy sieci przy
ograniczeniu na $rednie opdznienie pakietu w sieci; zadanie to w pracy nazywane jest

problemem GLCFA z kosztem budowy sieci jako kryterium,

e zadanie wyznaczania rozmieszczenia bram, przeplywoéw i przepustowosci kanaldw
w hierarchicznej sieci rozlegtej, ktére minimalizuja uogdlnione kryterium kosztowe
przy ograniczeniu na koszt budowy sieci; zadanie to w pracy nazywane jest problemem

GLCFA z uogolnionym kryterium kosztowym jako kryterium,

W rozdziale 3. przedstawione zostalo rozwigzanie zadania GLCFA ze $rednim
op6znieniem pakietu jako kryterium. W celu rozwigzania tego problemu skonstruowany
zostal algorytm dokladny oparty na metodzie podziatu i oszacowan. Do skonstruowania
algorytmu doktadnego opracowane zostaty dolne oszacowania sredniego opoZnienia pakietu
w sieci. Pokazane zostato, ze dolne oszacowania sg problemami optymalizacyjnym z wypukla
funkcja kryterialng. Ponadto skonstruowane zostalty reguly podzialu wykorzystujace
wlasnosci rozwigzywanego problemu. W regulach podzialu wykorzystano oszacowanie
zmiany Sredniego opdznienia w sieci, wynikajace ze zmiany polozenia bramy. Ta wlasnosé
przedstawiona zostata w formie twierdzenia. Opracowano takze algorytm heurystyczny
WRPI, do wyznaczania rozwigzania poczatkowego dla algorytmu dokladnego.
Przeprowadzone zostaly eksperymenty numeryczne, ktorych celem bylo zbadanie wiasnosci
problemu GLCFA ze $rednim opdznieniem pakietu jako kryterium. Zostaly przebadane
nast¢pujace zaleznosci:

e wartosci sredniego opdznienia pakietu w sieci od wartosci budzetu,

e wartosci Sredniego opoOznienia pakietu w sieci od natgzenia ruchu w sieci

hierarchicznej
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e wartosci Sredniego op6znienia pakietu w sieci od liczby bram umieszczonych w jednej
z sieci 1. poziomu.

e optymalnej liczby bram w sieci 1. poziomu od wartosci budzetu sieci

Okre$lone zostaly funkcyjne zaleznosci wartosci Sredniego opdznienia pakietu w sieci
hierarchicznej od:

e budzetu sieci,

e natezenia pakietow przesytanych pomigdzy weztami réznych sieci 1. poziomu,

e liczby bram w jednej z sieci 1. poziomu.

Okreslone zostaly wlasnosci obliczeniowe algorytmu dokladnego oraz wtasnosci
algorytmu heurystycznego WRP1. Wskazane zostaly obszary zastosowan, w ktdérych
zaproponowany algorytm dokladny jest szczegdlnie ,,efektywny obliczeniowo™ oraz obszary,
w ktorych algorytm heurystyczny WRP1 uzyskuje wyniki niewiele rézniace si¢ od rozwigzan
optymalnych (mniej niz 2,5%).

W rozdziale 4. przedstawione jest rozwigzanie zadania GLCFA z kosztem budowy sieci
jako kryterium. Do rozwigzania tego problemu skonstruowany zostal algorytm doktadny
oparty na metodzie podziatu i oszacowan, na potrzeby ktérego opracowane zostaty:

e dolne oszacowania kosztu budowy sieci,

e reguly podzialu oparte na wiasnosciach wykorzystanych w regulach podziatu dla

problemu GLCFA ze $rednim op6Znieniem pakietu jako kryterium;

e algorytm heurystyczny WRP2, wyznaczajacy rozwiazanie poczatkowe dla algorytmu

doktadnego.

Dla zbadania wlasnosci problemu GLCFA z kosztem budowy sieci jako kryterium,
przeprowadzone zostaty eksperymenty numeryczne. Zostaly zbadane zaleznosci:

e kosztu budowy sieci od maksymalnej dopuszczalnej wartosci $redniego opo6znienia

pakietu w sieci hierarchicznej,

e kosztu budowy sieci od natgzenia pakietdéw przesylanych migdzy weztami réznych

sieci 1 poziomu,

e kosztu budowy sieci od liczby bram umieszczonych w jednej z sieci 1. poziomu.

e Sredniego opdznienia pakietéw w sieci 1. poziomu od liczby bram umieszczonych w

tej sieci,

e dredniego opdznienia pakietow w sieci 2. poziomu od liczby bram w jednej z sieci

1. poziomu,

e optymalnej liczby bram w sieci 1. poziomu od wartosci maksymalnego

dopuszczalnego $redniego opdznienia pakietu w sieci hierarchicznej.

Okreslone zostaty funkcyjne zaleznosci kosztu budowy sieci hierarchicznej od:

e maksymalnego dopuszczalnego sredniego opoznienia pakietu w sieci hierarchiczne;j,

e natezenia pakietow przesytanych pomigdzy weztami réznych sieci 1. poziomu.
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Wykazano rowniez, ze wyznaczanie najpierw rozmieszczenia bram w sieciach 1. poziomu,
a nastepnie przepustowosci kanatéw sieci 2. poziomu, nie musi prowadzi¢ do optymalnych
rozwigzan. Okreslone zostaly wlasnosci obliczeniowe algorytmu doktadnego oraz odlegtos¢
rozwigzan uzyskiwanych za pomocag algorytmu heurystycznego WRP2 od rozwigzan
optymalnych. Zostaly wskazane obszary zastosowan, w ktérych zaproponowany algorytm
dokladny jest szczegélnie ,.efektywny obliczeniowo” oraz obszary, w ktorych algorytm
heurystyczny WRP2 uzyskuje wyniki niewiele rozniace si¢ od rozwiazan optymalnych (mniej
niz 10%).

Rozwiazanie zadania GLCFA z uogoélnionym kosztem jako kryterium przedstawione
zostalo w rozdziale 5. Dla tego zadania zostal skonstruowany algorytm dokfadny oparty na
metodzie podziatu i oszacowan. W celu skonstruowania algorytmu doktadnego opracowane
zostaty:

e dwa dolne oszacowania uogoélnionego kryterium kosztowego; jedno z dolnych
oszacowan jest rozwigzaniem problemu optymalizacyjnego z wypukla funkcja
kryterialna, drugie dolne oszacowanie skonstruowano korzystajac z dolnych oszacowan
$redniego opdznienia pakietu w sieci zaprezentowanego w rozdziale 3. oraz z dolnego
oszacowania kosztu budowy sieci przedstawionego w rozdziale 4,

e reguly podzialu oparto na operacjach wyboru i regulacji skonstruowanych dla
problemu GLCFA ze $rednim op6znieniem pakietu jako kryterium,

e algorytm heurystyczny WRP3 do wyznaczania rozwiazania poczatkowego dla
algorytmu doktadnego.

W celu zbadania whasnosci problemu GLCFA z uogélnionym kosztem jako kryterium,

przeprowadzone zostaty eksperymenty numeryczne. Zostaly zbadane zaleznosci:

e wartosci Sredniego opdznienia pakietu w sieci od wartosci wspotczynnika o,

e kosztu budowy sieci od wartosci wspotczynnika o,

e wartosci uogdlnionego kosztu od nat¢zenia pakietow przesylanych migedzy weztami
réznych sieci 1 poziomu,

e warto$ci uogolnionego kosztu od liczby bram umieszczonych w jednej z sieci
1. poziomu,

e optymalnej liczby bram w sieci 1. poziomu od wartosci parametru « .

Okreslona zostata zalezno$¢ funkcyjna wartosci $redniego opodZnienia pakietu w sieci
hierarchicznej od wartosci parametru «. Przeprowadzono réwniez eksperymenty majace
pokaza¢ ,,wlasnosci obliczeniowe” algorytmu dokladnego oraz wlasnosci algorytmu
heurystycznego WRP3. W wyniku tych eksperymentéw wskazane zostaly obszary
zastosowan, w ktorych zaproponowany algorytm doktadny jest szczegolnie ,.efektywny
obliczeniowo™ oraz takie obszary, w ktérych algorytm heurystyczny WRP3 uzyskuje wyniki

niewiele rézniace si¢ od rozwigzan optymalnych (mniej niz 2%).
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Algorytmy przedstawione w pracy zostaly zaimplementowane w jezyku C++.
Skonstruowane w pracy algorytmy heurystyczne mogg by¢ stosowane samodzielnie, gdy nie
ma potrzeby wykorzystywania rozwigzan optymalnych.

Przedstawione rozwiazania rozwazanych zadan GLCFA oraz wyniki przeprowadzonych
eksperymentow numerycznych i wynikajace z analizy rezultatow tych eksperymentow
wnioski stanowig oryginalny dorobek autora. Do najwazniejszych rezultatéw uzyskanych
w wyniku eksperymentéw numerycznych nalezy zaliczy¢:

e okreslenie zaleznosci pomigdzy liczba bram w sieci 1. poziomu a srednim opdZnieniem

pakietu w tej sieci, srednim opdznieniem w sieci 2. poziomu oraz $rednim op6znieniem
w sieci hierarchicznej,

e zaproponowanie metody wyznaczania optymalnej liczby bram w sieci 1. poziomu,

e okreslenie funkcyjnych zaleznosci kryteriéw oceny jakosci dziatania badanych sieci od

réznych parametrow.

Niniejsza praca nie wyczerpuje w pelni problematyki réwnoczesnego wyznaczania
rozmieszczenia bram, przepustowosci kanatow i przeptywéw w hierarchicznych sieciach
komputerowych. W przysztosci badania moga by¢ kontynuowane m.in. w nastgpujacych

kierunkach:

e opracowanie nowych dolnych oszacowan oraz regul podziatlu dla algorytmoéw opartych na

metodzie podziatu i oszacowan oraz porownanie ich z obecnie stosowanymi,

e rozszerzenie rozwazanego problemu o jednoczesne wyznaczanie przepustowosci kanalow

w sieciach 1. poziomu,
e rozszerzenie rozwazanego problemu o wyznaczanie struktury sieci 2. poziomu,
e uogolnienie rozwazanego problemu z sieci 2. poziomowych na sieci n-poziomowe,

e skonstruowanie algorytméw genetycznych i sieci neuronowych dla rozwazanych w pracy
problemow, poréwnanie uzyskiwanych za ich pomoca rezultatéw z tymi uzyskanymi

W niniejszej pracy.

Niniejszym pragne gorqco podziegkowaé Panu Profesorowi Andrzejowi Kasprzakowi za
zyczliwe wsparcie, zachete do pracy oraz wiele cennych uwag i wskazowek przekazanych
w trakcie przygotowywania rozprawy.
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