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1. Wstep

Zagadnienia poruszane w pracy dotyczga problematyki projektowania zadaniowo
zorientowanych, interakcyjnych systeméw wspomagania decyzji. Cecha charakterystyczna
tego rodzaju systeméw jest mozliwos¢ wspomagania decydenta w zadanym obszarze jego

dziatalnosci.
Pytanie dotyczace obiektu
/\ System wspomagania decyzji
Reprezentacja wiedzy
Odpowiedz systemu
Decydent

Obiekt (np. przedsigbiorstwo)

e zmienne charakteryzujace
obiekt,

e relacje opisujace zwiazki

migdzy zmiennymi.

Rys. 1.1. Idea wspomagania decyzji

Na rysunku 1.1 przedstawiona zostata ogdlna idea wspomagania decyzji. Obiekt (na
przyktad przedsigbiorstwo produkcyjne, system transportowy, system sktadowania itp.) — jego
struktura i zachowanie sg charakteryzowane zbiorami zmiennych decyzyjnych i ich dziedzin
oraz laczacych je zbioréw relacji (ograniczen). Obiekt w systemie wspomagania decyzji
specyfikowany jest w postaci reprezentacji wiedzy. Otoczenie (decydent) komunikuje si¢
zsystemem formulujac zdania (pytania) w postaci relacji laczacych wybrany zbior
zmiennych decyzyjnych (struktura pytania bedzie szerzej oméwiona dalszych rozdziatach).
System wspomagania decyzji komunikuje si¢ z uzytkownikiem formulujac zdania
(odpowiedzi) zawierajace zbiory warto$ci zmiennych spelniajacych ograniczenia (relacje)
zadane przez uzytkownika oraz ograniczenia charakteryzujace obiekt. Obecnie spotykane
systemy umozliwiaja udzielanie odpowiedzi na z goéry zadane zbiory pytan. Wspomaganie
odbywa si¢ dla obiektéw nalezacych do wspolnej klasy. Na przykiad popularny pakiet
OptiTrans umozliwia wspomaganie decyzji z zakresu planowania transportu i jest w stanie
udziela¢ odpowiedzi na pytania zwigzane bezposrednio z planowaniem tras, roztadunku
srodkow transportu i innych cech charakterystycznych dla klasy problemdw transportowych.

Rozwdj technologii informatycznych spowodowal, ze komputerowe systemy
wspomagania spetniajg wspotczesnie istotng role w procesach decyzyjnych, szczegdlnie tam,
gdzie konieczne jest szybkie podejmowanie decyzji (np. w przedsigbiorstwach). Systemy
wspomagania decyzji odgrywaja szczegdlng rolg w procesach planowania zlecen
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produkcyjnych, sktadowania, marszrutowania, itp. Procesy te stanowig zwykle integralng
calos¢ okreslonego procesu produkcyjnego [29], [81], [53]. Ze wzgledu na ich specyfike
warunkowang szybko zachodzacymi zmianami pracy stosowanych obiektow obserwowana
jest tendencja projektowania systeméw o charakterze interakcyjnym. Przez interakcyjnosc¢
rozumiana jest taka zdolno$¢ systemu wspomagania decyzji, do przetwarzania danych
wprowadzanych (zadanych) przez decydenta oraz udzielania odpowiedzi na zadawane pytania
w akceptowalnym przez niego czasie (zwykle w trybie na biezaco).

Obecnie systemy komercyjne udostepniaja szeroki zakres narzedzi modelowania
spotykanych w praktyce problemow (takich jak problemy magazynowania, kalkulacji
kosztow, weryfikacji zlecen produkcyjnych), okazuje si¢ jednak, ze w wielu przypadkach
narzedzia te sa niewystarczajace [29], [30], [31], [24]. Warto zauwazy¢, ze rozwigzania
komercyjne zwykle ,,bardzo trudno” poddaja si¢ modyfikacjom (przeprogramowaniu modutu
optymalizacji, dostosowaniu systemu do indywidualnego wariantu problemu, itp. [24]).
Wynika to glownie ze skomplikowanej budowy moduléw obliczeniowych, ktore
wykorzystuja szereg wzajemnie wspoldziatajacych heurystyk.

Na uwage zastuguje réwniez fakt, iz wigkszos¢ dostgpnych systemdw nastawionych jest
na poszukiwanie rozwigzan optymalnych. Przy rozwigzywaniu problemdéw optymalnych
zaktada si¢ (zwykle niejawnie) istnienie niepustego zbioru rozwigzan dopuszczalnych [24]
(spetniajacych jednoczesnie wszystkie ograniczenia opisujagce obiekt i ograniczenia zadane
przez decydenta). Okazuje si¢, ze w wielu spotykanych w praktyce problemach (np.
harmonogramowaniu pracy wozkow samojezdnych w  systemach transportowych
dopuszczajacych ~ wystgpowanie  blokad), rozstrzyganie o istnieniu rozwigzania
dopuszczalnego jest tak samo trudne, jak ocena odleglosci uzyskanego rozwigzania od
rozwigzana optymalnego. Zatem wyznaczenie rozwigzania optymalnego w wielu
praktycznych zastosowaniach okazuje si¢ niemozliwe w zadanym przez decydenta czasie.

Potrzeba poszukiwania rozwigzan dopuszczalnych jest szczegdlnie widoczna
w problemach timetabling’u, czy szerzej w problemach planowania przedsiewzigé
w warunkach wystgpowania czasowych ograniczen dostgpu do zasobdw. Skale tych
probleméw ilustruje koniecznos$¢ przeszukiwania przestrzeni wzajemnie przenikajacych sie
probleméw rozmieszczania, marszrutowania, porcjowania i harmonogramowania, wzajemnie
warunkujacych si¢ poziomdw proceséw technologicznych i transportowo-magazynowych, itp.

W kontekscie tej klasy problemdw perspektywicznym aparatem, ktory z powodzeniem
moze by¢ stosowany w systemach wspomagania decyzji do modelowania obiektu
i poszukiwania rozwigzan, sa techniki programowania z ograniczeniami (ang. Constraint
Programming, CP) implementowane w pakietach takich jak np. Chip [33], Ilog [99] czy Oz
Mozart [77]. Technik te wykorzystywane sa do rozwigzywania probleméw spelniania
ograniczeni (PSO). Potwierdzily wielokrotnie swa uzytecznos¢ w zakresie spotykanych
w praktyce problemow decyzyjnych [81], [29], [53], [24], [47]. Deklaratywny charakter tych
jezykow, pozwala w wigkszym stopniu koncentrowa¢ si¢ na ograniczeniach specyfikujacych
problemy, niz na samych metodach ich rozwiazywania. Droga od sformulowania problemu do
jego rozwigzania sktada si¢ z dwoch etapow:
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e sformulowania rozwazanego problemu jako problemu spelniania ograniczen (PSO),

e implementacji PSO za pomoca srodkéw dostarczanych przez jezyk okreslonego

systemu programowania z ograniczeniami.

Wykorzystanie technik programowania z ograniczeniami do wspomagania decyzji
(wyznaczenia rozwigzan dopuszczalnych) wymaga posiadania specyfikacji problemu
w postaci zbioru ograniczen. Okazuje sig, ze wykorzystanie reprezentacji wiedzy, do opisu,
budowy oraz funkcjonowania obiektéw, pozwala ocenia¢ w ramach jednego mechanizmu
wnioskowania, rézne specyfikacje problemu. Pozwala to na poszukiwanie takiej specyfikacji,
ktéra zawierataby warunki wystarczajace spetnienie ktérych gwarantuje istnienie odpowiedzi
na zadany zbior pytan rutynowych.

W takim ujeciu obiekt (przedsigbiorstwo, system produkcyjny, podsystem
transportowy, itp.) moze by¢ postrzegany jako wiedza (zbiér zmiennych decyzyjny, relacji
i opisow), shuzaca za platforme¢, dla formutowania pytan, jak tez i wypracowywania
odpowiedzi. Istotne w tym kontekscie wydaje si¢ pytanie: Czy system wspomagania decyzji
wykorzystujacy dang bazg wiedzy jest w stanie udzieli¢ odpowiedzi na zbiér potencjalnych
pytan rutynowych? (inaczej moéwigc: Czy w zadanej bazie wiedzy istnieja warunki
gwarantujace istnienie odpowiedzi na zbior potencjalnych pytan ?).

Nietrudno zauwazy¢, ze zardwno pytania jak i poszukiwane odpowiedzi musza by¢
sformutowane w terminach (parametrow i/lub zmiennych) wystgpujacych w dostgpnej bazie
wiedzy. Przyjmujac to zalozenie, poszukiwane sq odpowiedzi na pytania typu: Czy kazde
pytanie rutynowe ma swojg odpowiedz? Jezeli nie to, jakie uzupelnienie (rozszerzenie) bazy
wiedzy ja gwarantuje? Jakie alternatywne podzbiory zmiennych decyzyjnych, dla jakich
kombinacji warto$ci swoich zmiennych, gwarantuja osiagnigcie zadanych wartosci
wybranego podzbioru zmiennych decyzyjnych?

Pytania te wiazg si¢ z kwestiami weryfikacji bazy wiedzy. Na przyktad, odpowiedz na
pierwsze z wyzej wymienionych pytan wiaze si¢ z weryfikacja jej spdjnosci (gdzie spojnosé
bazy wiedzy oznacza istnienie warunkow spelnienie, ktérych gwarantuje spelnienie
okreslonych wiasciwoscei). W ogdlnym przypadku kwestie te dotycza badania spdjnosci,
niesprzecznos$ci i nadmiarowosci bazy wiedzy. Podejscie takie pozwala wigc na budowanie
i weryfikowanie baz wiedzy (specyfikacji probleméw w postaci ograniczen) pod katem
istnienia warunkow wystarczajacych, spetnienie ktérych gwarantuje istnienie odpowiedzi na
zadany zbior pytan (istnienie rozwigzania dopuszczalnego).

Perspektywicznym narzgdziem do opisu funkcjonowania obiektu w postaci
reprezentacji wiedzy, a tym samym do specyfikacji rozwigzywanego problemu jest metoda
logiczno-algebraiczna [25], [27], [28]. Formalizm tej metody oraz dostgpne metody
wnioskowania pozwalaja na poszukiwanie warunkéw gwarantujacych istnienie odpowiedzi
na zadane pytania rutynowe.

Dostepnosé specyfikacji problemu zawierajacej warunki wystarczajace umozliwia,
budowe efektywnych (gwarantujacych istnienie rozwigzan dopuszczalnych) systemow
interakcyjnego wspomagania decyzji. W przedstawionym kontekscie, niniejsza praca
przedstawia propozycje wykorzystania technik programowania z ograniczeniami oraz metody
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logiczno—algebraicznej jako efektywnych narzedzi do budowy interakcyjnych, zadaniowo
zorientowanych systemow wspomagania decyzji.

1.2. Cel i zakres pracy

Systemy wspomagania decyzji przeznaczone do rozwigzywania takich problemow jak
problemy marszrutowania, harmonogramowania, porcjowania, itp. wymagaja specyfikacji
problemdéw w postaci gwarantujacej istnienie odpowiedzi na zadany zbidr pytan rutynowych.
Jednocze$nie = wymagaja  poszukiwania  efektywnych  strategii  przeszukiwania,
umozliwiajacych uzyskanie odpowiedzi w trybie interakcyjnym. Ograniczeniami w spetnianiu
przyjetych wymagan sa tutaj zasady funkcjonowania i cechy obiektow, dla ktérych
prowadzone jest wnioskowanie, wyrazane w postaci opisowej. Sa to takie ograniczenia jak:
zasady poruszania si¢ wozkow w okreslonej strukturze sytemu transportowego, zasady
magazynowania okreslonego rodzaju wyrobow, zasady ukladania kontenerow w magazynie,
itp. Oczywiscie, analogiczne ograniczenia moga by¢ formutowane dla innych probleméw niz
planowanie produkcji, jak na przyklad w problemach sterowania ruchem w okreslonej sieci
komputerowej, itp. Wspdlnym celem jest jednak okreslenie sposobu szybkiego
prototypowania rozwigzan, gwarantujacych spelnienie okreslonych zadan uzytkownika
systemu.

Stosowane metody, w szczegolnosci metody optymalizacji i/lub symulacji,
charakteryzuja si¢ duza czasochtonno$cia, pracochlonnoscia oraz wysokimi kosztami
zastosowania. Obstugiwanie systeméw opartych na tych metodach wymaga zwykle od
uzytkownika wysokich kwalifikacji. Wdrazanie tych metod oddala zatem mozliwos¢
wyznaczenia rozwigzan dopuszczalnych w trybie interakcyjnym.

Metody programowania z ograniczeniami, pomimo rosnacej liczby zastosowan, sa
wcigz mato znane [53]. Bazujg one na procedurach propagacji ograniczen i dystrybucji
zmiennych (stanowigcych podstawowe elementy strategii poszukiwania rozwigzan), ktérych
naprzemienne stosowanie pozwala w szybki sposob wyszukaé rozwigzanie dopuszczalne
(zbiér rozwigzan alternatywnych). Metody te stanowia interesujaca alternatywe wobec
aktualnie ~ wykorzystywanych  metod (programowania  matematycznego, metod
heurystycznych, algorytméw ewolucyjnych, itp.), w rozwigzywaniu probleméw o charakterze
decyzyjnym.

Cel:

Celem pracy jest opracowanie metody projektowania zadaniowo zorientowanych

systeméw interakcyjnego wspomagania decyzji.

Opracowana metoda dotyczy projektowania systemOéw wspomagania decyzji,
przeznaczonych dla obiektow opisywanych przez zmienne dyskretne, w ktorych
wspomaganie decyzji polega na rozwiagzywaniu probleméw kombinatorycznych (planowanie,
harmonogramowanie, —marszrutowanie, skladowanie itp.) spotykanych powszechnie

w przedsiebiorstwach produkcyjnych.

f
J
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Zakres pracy obejmuje analiz¢ wybranego problemu wspomagania decyzji
w podsystemach transportowych elastycznych systeméw produkcyjnych (ESP) [95], tzn.,
wspomagania procesu harmonogramowania pracy wézkéw samojezdnych. W ramach pracy
opracowano przyktady ilustrujace mozliwosci i zastosowanie metody logiczno-algebraicznej
implementowanej w technikach CP, w systemach wspomagania decyzji. Opracowano model
interakcyjnego systemu wspomagania decyzji. Przedstawiono procedur¢ budowy
sparametryzowanych struktur zbioréw ograniczen zwanych schematami ograniczen (faktow).
Na wybranych przykladach probleméw magazynowania zilustrowano wykorzystanie
schematow ograniczen do budowy specyfikacji réznego rodzaju probleméw spelniania
ograniczen (ostrych i rozmytych). W oparciu o metode logiczno-algebraiczng i techniki
programowania z ograniczeniami opracowano procedur¢ Wwyznaczania ~warunkow
wystarczajacych gwarantujacych istnienie odpowiedzi na zadany zbidr rutynowych pytan.

Ponadto, zaproponowano efektywna strategi¢ przeszukiwania przestrzeni potencjalnych
rozwigzan. W ramach tej strategii przeprowadzono badania poréwnawcze z istniejagcymi
rozwigzaniami (mechanizmy wnioskowania metody logiczno-algebraicznej). Dla zadanej
klasy systeméw transportowych pokazano twierdzenie gwarantujace istnienie
harmonograméw bezblokadowych. W oparciu o to twierdzenie, dla rozwazanej klasy
system6w transportowych, opracowano model schematu faktéw. Ponadto opracowano
metody kompresji schematéw faktow pozwalajace na zmniejszenie niezbednej liczby faktow
i zmiennych wchodzacych w sklad bazy wiedzy.

W kontekécie rozwigzywania problemoéw harmonogramowania, przeprowadzono
badania skutecznosci zaproponowanych rozwiazan.

Praktycznym wynikiem pracy jest komputerowy system sterowania dyspozytorskiego.
Pakiet ten opracowano przy uzyciu jezyka programowania Java, z wykorzystaniem
mechanizméw jezyka programowania ograniczen Oz Mozart (stanowigcego modut
obliczeniowy). System umozliwia rozwigzywanie typowych probleméw decyzyjnych
wystepujacych w okreslonej klasie systemow transportowych, w trybie interakcyjnym.
Pozwala miedzy innymi, na wyznaczanie bezblokadowych harmonograméw pracy wozkow
samojezdnych, spetniajacych zadane przez uzytkownika ograniczenia.

1.2.1. Teza

Na etapie projektowania systemow wspomagania decyzji, istotna jest ocena mozliwosci
implementacji i wykorzystania w tych systemach technik CP, przy szczegblnym
uwzglednieniu wykorzystania metody logiczno-algebraicznej jako narzedzia do reprezentacji
wiedzy. Wymagane jest by rozwazane systemy gwarantowaly istnienie odpowiedzi na zadane
przez uzytkownika pytania. Dodatkowo, systemy te powinny zapewnia¢ odpowiedni stopien
szczegdlowosci specyfikacji obiektu uwzgledniajacej zadane przez uzytkownika zadania
w kontekscie wypracowywanych decyzji.

14



Zwazywszy na powyzsze oraz uwzgledniajac fakt dostgpnosci pakietow
implementujacych techniki CP typu public domain (np. Oz Mozart), teza pracy zostala
sformulowana nast¢pujaco:

Teza:

Implementacja metody logiczno-algebraicznej w technikach programowania

z ograniczeniami umozliwia budowe¢ dedykowanych systemoéw interakcyjnego

wspomagania decyzji.

1.3. Sformutowanie problemu

Dany jest obiekt (np. podsystem transportowy elastycznego systemu produkcyjnego),
ktorego budowa i dziatanie opisane jest w postaci bazy wiedzy (zwierajacej wiedzg¢ dotyczaca
na przyklad: struktury systemu, zbioru zasad panujacych w systemie takich jak: reguly
poruszania si¢ wozkow, kolejno$¢ obstugi wozkéw na zasobach wspdtdzielonych, itd.).
Znany jest zbior pytan rutynowych (opcji, np. Jaki harmonogram gwarantuje realizacjg
zalozonych operacji w zadanym okresie czasu?) zadany w postaci kontekstowej bazy wiedzy.
Dane jest S$rodowisko programowania z ograniczeniami o znanych mozliwosciach
funkcjonalnych i wymaganiach technicznych (np. Oz Mozart, Ilog, itd.). Problem sprowadza
si¢ do odpowiedzi na pytanie:

Czy istnieje metoda budowy systemow wspomagania decyzji pozwalajqcych

odpowiada¢ na okreslone zestawy pytan rutynowych, w kontekscie posiadanej wiedzy

okreslonego obiektu, w trybie interakcyjnym?

Przedstawione powyzej pytanie determinuje konieczno$¢ odpowiedzi na pytania
czastkowe:

o (Czy istnieje specyfikacja obiektu w postaci zbioru ograniczen (faktow) i zmiennych

decyzyjnych gwarantujqca istnienie niepustej przestrzeni potencjalnych rozwiqzan?

e (Czy istnieje czasowo efektywna strategia poszukiwania rozwiqzan dopuszczalnych

w niepustej przestrzeni potencjalnych rozwiqzan?
Odpowiedz na powyzsze pytania umozliwia budowg systemow interakcyjnego wspomagania

decyzji.
1.4. Podsumowanie

Rozwazany w pracy problem sprowadza si¢ do poszukiwania sposobu budowy
zadaniowo zorientowanych systemdéw interakcyjnego wspomagania decyzji bazujacych na
technikach programowania z ograniczeniami CP i metodzie logiczno-algebriczne;j.
Wspomaganie decyzji polega na udzielaniu przez system odpowiedzi na zadawane przez
decydenta pytania. Sprowadza si¢ to zwykle do koniecznosci rozwigzania szeregu probleméw
(w tym przypadku probleméw kombinatorycznych). W rozwazanych systemach poszukiwane
sq rozwigzania dopuszczalne spetniajace wszystkie ograniczenia wynikajace z wlasciwosci
obiektu i zadan uzytkownika. Poszukiwanie rozwigzania dopuszczalnego w takich
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problemach, jak problemy marszrutowania, harmonogramowania, itp., wigze si¢
z koniecznoscig rozwigzania problemu o duzej zlozonosci obliczeniowej. Ze wzgledu na
rozmiar przestrzeni potencjalnych rozwigzan wymagane jest by systemy wspomagania
decyzji posiadaly informacj¢ o warunkach gwarantujacych istnienie w tej przestrzeni
rozwigzan dopuszczalnych. Ponadto interakcyjno$¢ systemu wymusza posiadanie
efektywnych czasowo strategii przeszukiwaniu przestrzeni potencjalnych rozwigzan.

Wykorzystanie metody logiczno-algebraicznej do budowy reprezentacji wiedzy,
charakteryzujacej obiekt, pozwala na poszukiwanie okreslonych wlasciwosci rozwazanego
problemu (w tym przypadku, warunkéw wystarczajacych). Wykorzystywane w tym celu
mechanizmy wnioskowania mozna przenie$¢ na plaszczyzng technik programowania
z ograniczeniami i w tej nowej reprezentacji, poprzez rozwigzanie odpowiedniego problemu
PSO, poszukiwa¢ warunkow wystarczajacych oraz samego rozwigzania dopuszczalnego.

W przeprowadzonych dalej badaniach skoncentrowano si¢ zatem na ocenie mozliwosci
wykorzystania ~ metody  logiczno-algebraicznej  implementowanej w  technikach
programowania z ograniczeniami do budowy systeméw wspomagania decyzji. W tym celu
wykorzystano jezyk programowania z ograniczeniami Oz Mozart.
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2. Systemy interakcyjnego wspomagania decyzji

Zgodnie z ideg przedstawiong na rysunku 1.1 systemy wspomagania decyzji stanowig
narzedzia, celem ktérych jest udzielanie odpowiedzi na pytania stawiane przez uzytkownika
w kontekscie rozwazanego obiektu. Dla przykladu obiektem moze by¢ mate i $rednie
przedsiebiorstwo charakteryzowane przez takie parametry jak: dostgpno$¢ zasobow
produkcyjnych, ich liczba, dostgpna struktura transportowa, zdolnos¢ produkcyjna,
pojemno$¢ magazynow skladowania migdzyoperacyjnego, itp. Inne obiekty (np. systemy
transportowe, sieci komputerowe, itp.) opisywane sg przez odpowiednie charakteryzujace je
parametry. Pytania stawiane przez uzytkownika w konteksScie matych i $rednich
przedsigbiorstw dotycza m.in.:

e bilansowania mozliwosci producenta (systemu wytworczego) i potrzeb klienta
(zlecenia produkcyjnego)

e Dbilansowania dostepnej liczby wozkow transportowych, ich pojemnosci oraz
nominalnych predkosci z liczba, rozmieszczeniem i pojemnosciami dostgpnych
magazynow sktadowania migdzyoperacyjnego,

e mozliwosci wykonania planowanego zlecenia produkcyjnego w zalozonym terminie,

e mozliwosci podjecia realizacji nowego zlecenia w kontekscie dostgpnych zdolnosci
produkcyjnych, w zadanym horyzoncie czasu.

Przedstawiona grupa zagadnien stanowi tylko przykladowy fragment zakresu jakiego
moga dotyczy¢ pytania stawiane przez uzytkownika. Biorac pod uwage réznorodnos¢ i liczbg
potencjalnych pytan, jakie uzytkownik moze sformutowa¢ w stosunku do systemu
wspomagania decyzji, oczywistym jest, ze budowa systeméw bedacych w stanie udzieli¢
odpowiedzi na kazde z mozliwych pytan nie jest mozliwa. Systemy wspomagania decyzji
zwykle ograniczajg si¢ w swoim dziataniu tylko do okreslonych klas obiektow i umozliwiajg
udzielanie odpowiedzi tylko w obszarze arbitralnie zadanej grupy pytan rutynowych. Innymi
stowy, sa to systemy zorientowane zadaniowo czyli budowane pod katem okreslonych,
znanych cech, wlasciwosci i parametrow obiektu. Ze wzgledu na specyfik¢ warunkéw pracy
tego typu systemdOw, stawiane sg im nastgpujace wymagania [6], [7] :

e system powinien gwarantowa¢ istnienie odpowiedzi na =zadany zbidr pytan
rutynowych,

e system powinien wyznacza¢ odpowiedz na zadane pytanie w trybie on-line,
umozliwiajgcym interakcyjng wspdtprace z uzytkownikiem.

Interakcyjno$é wigkszosci dostgpnych obecnie na rynku systeméw wspomagania
decyzji jest gwarantowana przez stosowanie efektywnych strategii przeszukiwania przestrzeni
potencjalnych rozwigzan. Struktura takiego systemu oparta na technikach programowania
z ograniczeniami zostata przedstawiona na rysunku 2.2.

Zmienne decyzyjne i wlasciwosci obiektu (wyrazone w postaci relacji) formutowane sg
zwykle w postaci problemu PSO, ktéry szerzej omawiany jest w rozdziale 3. Problem
spelniania ograniczen, specyfikowany przez zbiér zmiennych decyzyjnych, zbiér ich dziedzin
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oraz zbidr ograniczen, jest rozwigzywany w srodowiskach programowania z ograniczeniami
(Oz Mozart, Ilog, Eclipse, itp.), w ktorych stosowane sg efektywne strategie poszukiwania
rozwigzan dopuszczalnych [29], [53], [81]. Posta¢ PSO formulowana jest w taki sposob,
by rozwigzanie problemu stanowito jednoczesnie odpowiedz na zadane przez uzytkownika
pytanie rutynowe. W ogdlnosci, jednemu pytaniu odpowiada jedna posta¢ PSO.

SYSTEM WSPOMAGANIA DECYZJI

f \
! '
i ( L. ) Srodowisko E
: Problem Speiania programowania z | A
Zbiér pytan : Ograniczen — | ograniczeniami ! ozwiazania
v ) '
- f
Obiekt: ) 5 o ek
e  zmienne decyzyjne, L ¢ tywp ceo
o relacje. przeszukiwania
. J

Rys. 2.2. Struktura sytemu wspomagania decyzji

Okazuje si¢, ze stosowanie efektywnych strategii przeszukiwania przestrzeni
potencjalnych rozwiazan, opartych na procedurach propagacji ograniczen oraz dystrybucji
zmiennych, w wielu rzeczywistych problemach [17] nie daje gwarancji uzyskania
rozwigzania w trybie interakcyjnym. Przestrzen potencjalnych rozwigzan okazuje si¢ zbyt
duza i/lub nie zawiera rozwigzan dopuszczalnych. Przyktad 2.1 przedstawia taka sytuacje.

Przyklad 2.1. Przeszukiwanie przestrzeni dla ograniczen nieliniowych

Celem przykladu jest ilustracja problemu, w ktéorym poszukiwanie rozwigzan
dopuszczanych prowadzi do przegladu zupetnego.

Dane sa zmienne x;, X, X3, X4 oraz dziedziny tych zmiennych Dy; = Dy =Dy 3= Dy4
={1,..,1000}, x; € Dx;, x2 € Dy2 x3 € Dy3 x4 € Dy Dane sa ograniczenia
Cr: x*+x* =x3™ Cy x4 = 3. Nalezy odpowiedzie¢ na pytanie: Czy istnieje taka
kombinacja wartosci zmiennych decyzyjnych x;, X2, X3, X4, dla ktorych spelnione sq
ograniczenia C;, C,? Jesli tak, to jakq ma postac¢ ?

W celu odpowiedzi na to pytanie formutowany jest problem PSO, w sklad ktorego
wchodza zmienne x;, x5, X3, X4, ich dziedziny D, ;, Dy >, Dy 3, Dy4 oraz ograniczenia C;, Cj.
Okazuje sig, ze ograniczenie C; stanowi przyklad nieliniowego roéwnania diofantycznego, dla
ktorego (gdy x4 = 3) nie istnieje rozwigzanie w zbiorze liczb calkowitych réznych od zera
(twierdzenie Fermata). Bez wzgledu na to jak duze beda dziedziny zmiennych decyzyjnych,
zadna kombinacja wartos$ci zmiennych x;, X2, x3, X4, nie spetnia ograniczenia C;.

Procedura poszukiwania odpowiedzi na postawione pytanie, przez system
odpowiadajacy strukturze z rysunku 2.2, jest nastgpujaca:

W pierwszej kolejnosei dla sformutowanego PSO okre$lany jest rozmiar przestrzeni
potencjalnych rozwiazan Rp: Rp = ||Dx ||| Ds2l|-|Dx3ll||Dx4ll, gdzie: [|Dyil| oznacza liczbg
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elementow zbioru D, ;. Ograniczenie C,; powoduje zawezenie dziedziny zmiennej x4 do zbioru
jednoelementowego: ||Dy 4| = 1. Otrzymana przestrzen ma rozmiar Rp = 10°. Ze wzgledu na
to, ze ograniczenie C; ma charakter nieliniowy, przestrzen nie jest dalej ograniczana [17],
[53] (jest to wynikiem stosowanych procedur propagacji ktére ,nie radza sobie”
z ograniczeniami nieliniowymi). System nie jest ,$wiadomy” tego, ze dla zadanego
ograniczenia C; nie istnieje rozwigzanie dopuszczalne, dlatego tez rozpoczyna systematyczne
przeszukiwanie przestrzeni potencjalnych rozwiazan. Bez wzgledu na to jaki rodzaj strategii
zostanie uzyty, konieczne jest przeszukanie calej przestrzeni potencjalnych rozwigzan.
Przykladowo, zwigkszanie dziedzin zmiennych prowadzi w konsekwencji do osiagnigcia
takiego rozmiaru przestrzeni, ze niemozliwe jest przeszukanie jej w akceptowalnym przez
uzytkownika czasie.

Przyklad 2.1 ilustruje przypadek, w ktérym stosowanie efektywnych strategii
przeszukiwania przestrzeni potencjalnych rozwigzan, nie gwarantuje udzielenia odpowiedzi
w trybie interakcyjnym. Ponadto, poza odpowiedzia, ze rozwiazanie nie istnieje, uzytkownik
nie dostaje zadnej innej informacji, nie wie na przyklad, dlaczego rozwiazanie nie zostalo
uzyskane. Tego typu sytuacje pojawiaja si¢ w szczegdlnosci (cho¢ nie tylko) gdy problem
PSO jest opisywany ograniczeniami o charakterze nieliniowym [53]. Z tego tez wzgledu
wiekszo$¢ dostepnych obecnie na rynku systemoéw wspomagania decyzji bazujacych na
technikach programowania z ograniczeniami tylko w ograniczonym stopniu spelnia
wymagania stawiane systemom interakcyjnego wspomagania decyzji. Systemy te dostarczaja
uzytkownikowi narzedzia wykorzystujace szereg efektywnych strategii przeszukiwania
jednak nie gwarantujacych istnienia rozwigzan. Dlatego tez wymaga si¢ od tego typu
systeméw posiadania wiedzy na temat warunkow gwarantujacych istnienie odpowiedzi na
zadane pytanie. Warunki tego typu daja gwarancje, ze otrzymana przestrzen potencjalnych
rozwiazan (rozwigzan dopuszczalnych) jest przestrzenig niepusta.

Przyklad 2.2. Przeszukiwanie przestrzeni z warunkami wystarczajacymi

Dany jest problem z przykladu 2.1. Zgodnie z twierdzeniem Fermata réwnanie
odpowiadajace ograniczeniu C;. x;*+x, = xi** posiada rozwiazanie w zbiorze liczb
calkowitych réznych od zera wtedy tylko, gdy Cs: x4 < 2. Zatem wyrazenie xy < 2 stanowi
warunek wystarczajacy, spelnienie ktdrego gwarantuje, ze rozwigzywany problem ma
rozwiazanie. Uzupelnienie problemu PSO o ograniczenie C3 umozliwia uzyskanie przestrzeni
potencjalnych rozwiazan zawierajacej zawsze rozwiazanie dopuszczalne. Jesli zatem, jak
poprzednio Ca: x4 = 3, wowczas ograniczenie to jest sprzeczne z warunkiem wystarczajacym
Cs: x4 < 2. Warunek wystarczajacy nie jest spelniony, zatem od razu na samym wstgpie
wiadomo, ze rozwiazanie nie istnieje. Unika si¢ w ten sposob zbgdnego przeszukiwania
przestrzeni potencjalnych rozwigzan. W przypadku spelienia warunku Cs x4 < 2,
w otrzymanej przestrzeni, istnieja rozwiazania dopuszczalne.
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Przyktad 2.2 pokazuje, ze dla okreslonego systemu wspomagania decyzji, poza
posiadaniem odpowiedniej strategii przeszukiwania, istotnego znaczenia nabiera wyznaczenie
warunkOw wystarczajacych, spetnienie ktérych gwarantuje istnienie odpowiedzi na zadane

pytanie.

2.1. Systemy komputerowo zintegrowanego zarzadzania

Struktura przedstawiona na rysunku 2.2 odpowiada systemom bazujacym na technikach
programowania z ograniczeniami. W rzeczywistosci, istnieje szereg réznych podejs¢ do
budowy systeméw wspomagania decyzji. Jednak, podobnie jak w przypadku technik
programowania z ograniczeniami, dostgpne systemy komputerowe nie spelniajg wymagania
pracy w trybie interakcyjnym. W szczegélnosci, implementowane w nich rozwigzania nie
uwzgledniajg specyfiki istniejacych probleméw (np. probleméw skladajacych si¢
z podprobleméw opisanych przez rézne modele i wyrazone w réznych terminologiach).
Przyklad takiego pakietu stanowi profesjonalny program Lingo [57], [100], [74],
(wykorzystujacy metody programowania matematycznego), Taylor [84], [102],
(implementujacy metody symulacji komputerowej) czy na przykiad OptiTrans [98].
Stosowanie pierwszego z nich w problemach decyzyjnych wiaze si¢ z dlugim czasem
oczekiwania na wynik. Ztozony jest réwniez sposob specyfikowania samego problemu.
Stosowanie drugiego z wymienionych pakietow oprogramowania wymaga przygotowywania
i przeprowadzania czasochtonnych i pracochtonnych eksperymentéw. Dodatkowo,
wypracowane decyzje ograniczaja si¢ do wezesniej symulowanych wariantéw, a kazdorazowa
zmiana parametrow i cech rozpatrywanego obiektu, wiaze si¢ z konieczno$cia ponawiania
eksperymentu komputerowego [54], [72], [73]. Trzeci z wymienionych pakietow -
OptiTrans, jest przykladem pakietu wspomagania decyzji z zakresu planowania transportu.
Mimo licznych modutéw (mapy cyfrowe, rozktad zatadunku, szczegbétowy plan przewozow
i szereg innych) nie uwzglednia w pelni planowania dystrybucji dokfadnie na czas (nie
bilansuje potrzeb przewozowych w kazdej jednostce czasu horyzontu planowania) [53].
Ponadto, obstuga tak zlozonego systemu wymaga wykwalifikowanego personelu oraz
odpowiedniej platformy sprzgtowej [98]. Dodatkowo, w wielu przypadkach dostgpne
rozwigzania wykorzystywane w systemach wspomagania przerastajg mozliwosci finansowe
uzytkownika systemu.

Pakiet OptiTrans jest przykltadem na to, ze budowa narzedzi o uniwersalnym
charakterze w rzeczywistosci ogranicza ich wykorzystanie tylko do rozwigzywania
probleméw ogoélnych (to znaczy takich, gdzie nie ma mozliwosci wprowadzania wlasnych
ograniczen charakterystycznych dla spotkanego przez uzytkownika przypadku).
Uniwersalno$é problemu okredla jak wiele wariantow (odmian) danego problemu mozna
rozwiazywaé przy uzyciu dostepnego narzedzia. Rozwiazywane problemy charakteryzujg sig
zwykle ograniczonym stopniem szczegotowosci specyfikacji. Stopien szczegotowoscei okresla
jak wiele zmiennych i zalezno$ci charakterystycznych dla danego problemu zostato
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uwzglednionych w jego specyfikacji. Oznacza to, Zze wraz ze wzrostem poziomu
uniwersalnoéci  systemu  wspomagania decyzji, maleje stopien szczegdélowosci
rozwiazywanych probleméw. Wynika to bezposrednio z faktu, ze im stopien szczegdtowosci
specyfikacji problemu jest wigkszy, tym bardziej niezbedne staje si¢ uwzglgdnianie coraz
wiekszej ilosci zmiennych i specyficznych zaleznosci istotnych tylko dla indywidualnych
przypadkéw spotykanych probleméw. Roznorodnos¢ postaci rozwigzywanych probleméw
wymusza zatem konieczno$¢ stosowania wielu dedykowanych (oddzielnych dla kazdej
postaci problemu) metod rozwigzania. Oznacza to, ze wzrost uniwersalnosci systemu
implikuje wzrost jego kosztu. Stad osiagnigcie okreslonego poziomu szczegétowosci
problemu z jednej strony oznacza brak ekonomicznego uzasadnienia dla budowy
uniwersalnych systeméw wspomagania decyzji, z drugiej za$ postuluje koniecznosé
wdrazania systeméw zorientowanych zadaniowo, projektowanych pod katem potrzeb
i struktury obiektu, gwarantujacych interakcyjny tryb wspomagania decyzji.

2.2. Systemy ekspertowe

W odréznieniu od przedstawionych powyzej systemow wspomagania decyzji systemy
ekspertowe stanowia narzedzia, w ktérych mozna wyr6zni¢ baze wiedzy, zawierajaca wiedzg
dziedzinowa istotng dla podejmowania decyzji, oraz odrgbny modul wnioskujacy,
korzystajacy z bazy wiedzy dla wypracowania tych decyzji. Taki podzial stanowi ceche
charakterystyczng tego typu systeméw i jednoczesnie stanowi ich podstawowa zalete.
Wydzielenie bazy wiedzy jako odrgbnej czgsci systemu daje mozliwos¢ swobodnego
dokonywania zmian (np. uaktualnien, zmiany podstawowych parametréw, modyfikacji
okreslonych funkcji) przez uzytkownika systemu bez koniecznos¢ ingerencji w jego strukture.
Z tej perspektywy, od uzytkownika wymagane jest tylko sformutowanie wiedzy zgodnie
z przyjetym w danym systemie formalizmem reprezentacji wiedzy.

Wspomaganie/podejmowanie  decyzji przez systemy ekspertowe polega na
przetwarzaniu dostarczonej wiedzy pod katem uzyskania odpowiedzi na zadane przez
uzytkownika pytanie. Pomijajac aspekty poprawnosci i ,,jakosci” dostarczonej wiedzy, mozna
wyrézni¢ dwie wzajemnie zalezne cechy decydujace o funkcjonalnosci systemu
ekspertowego. Pierwsza cecha okresla sposob reprezentacji bazy wiedzy. Powszechnie
wykorzystywane sg regutowe bazy oparte o logike rachunku zdan, lub rachunku predykatéw
[62], [58], [12], [13]. Znane sa rowniez reprezentacje wiedzy za pomocq list, ram czy sieci
semantycznych [58], [11]. Wspolczesne systemy ekspertowe budowane sa przy uzyciu
gléwnie jezykéw przetwarzania symbolicznego takich jak Prolog [62], [61], czy Lisp [41],
wykorzystujacych reprezentacj¢ wiedzy w postaci rachunku predykatow (Prolog), i list
(Lisp). Druga cecha wplywajaca na funkcjonalnos¢ systemow jest sposéb wnioskowania
i przetwarzania wiedzy. Zauwazalna jest zasada méwigca, ze im ,,swobodniejsza” gramatyka
reprezentacji wiedzy tym bardziej ztozone sq mechanizmy wnioskowania. Jako przyktad
mozna przedstawi¢ metode logiczno-algebraiczna, ktéra wykorzystuje do opisu wiedzy
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formalizm w postaci zdan logicznych o dowolnej strukturze (nie ograniczonej tylko do
postaci implikacji jak to ma miejsce w systemach regutowych).

Taki spos6b reprezentacji wiedzy (bardzo wygodny z punktu widzenia od strony
uzytkownika) niesie jednak za sobg koniecznos¢ stosowania algorytméw wnioskowania
charakteryzujacych si¢ zlozonoscia wykladnicza. Okazuje si¢, ze w wielu problemach
uzyskanie odpowiedzi wymaga irracjonalnie diugiego czasu — co jest sprzeczne
z wymaganiem interakcyjnosci systeméw wspomagania decyzji. Mechanizm wnioskowania
stanowi zatem podstawowe ograniczenie uzytecznosci systeméw ekspertowych opartych o t¢
metodg.

Innym przyktadem sa systemy ekspertowe budowane w oparciu o jezyk programowania
Prolog. W systemach tych przyjete jest zalozenie zamknigtego Swiata [62]. Dla systemow
ekspertowych zaklada si¢, ze prawda jest tylko to co wynika z regul i faktow
zadeklarowanych przez uzytkownika. Innymi stowy jezeli czego§ nie mozna
si¢ wywnioskowaé z regut i faktow bazy wiedzy, uwaza si¢ to za nieprawdg. Zalozenie to
uniemozliwia udzielenie odpowiedzi typu ,,nie wiem”, przez co uzytkownik nie jest w stanie
okresli¢ czy wprowadzona przez niego wiedza jest wystarczajaca do rozwigzania okreslonego
problemu, co znacznie utrudnia proces rozbudowy bazy wiedzy. Pomimo tej wady stosowanie
przyjetego zatozenia powoduje uproszczenie podstawowych operatoréw logicznych. Do opisu
wiedzy wykorzystuje si¢ reguly w postaci klauzul Horna [11], implikacja logiczna
zastepowana jest implikacja regutowa, ktéra jest prawdziwa tylko w przypadku gdy z prawdy
wynika prawda lub z falszu wynika falsz. Ponadto stosowana skiadania jezyka (Prolog)
pozwala unikngé czesto niewygodnych dla komputerowego przetwarzania regul
wykorzystujacych operator dyzjunkcji (,,v”). Powyzsze ograniczenia przekladaja si¢ na
efektywne mechanizmy wnioskowania oparte na zasadzie rezolucji (a w szczeg6lnosci na
zasadzie modus ponens). Tego typu podejscie pozwala na przetwarzanie wiedzy o rozmiarach
znacznie wiekszych niz w przypadku przedstawionej poprzednio metody logiczno-
algebraiczne;j.

Systemy tego typu sa w stanie udziela¢ odpowiedzi w trybie na biezaco. Mimo licznych
zastosowan tego typu systemow ekspertowych w réznych obszarach dziatalnosci cztowieka,
istniejg dziedziny, dla ktérych wymagany opis wiedzy znacznie przekracza ich mozliwosci.
Przyktadem takich probleméw, s problemy harmonogramowania wystgpujace w systemach
sterowania operacyjnego. Oczywiscie istnieja mechanizmy przetwarzania dowolnej struktury
zdan logicznych do postaci klauzul Horna jednak w wielu przypadkach charakteryzuja si¢ one
ztozonoscia ekspotencjalna, co wigze si¢ z wydluzeniem czasu izagrozeniem utraty
,.interakcyjnosci” systemu ekspertowego.

Obecnie silnie determinowana jest potrzeba swobodnej modyfikacji wiedzy od strony
uzytkownika. Wymaganie to wymusza potrzebe wyrazania wiedzy w postaci zdan o dowolnej
strukturze. Niewystarczajace okazuja si¢ zatem systemy oparte przykladowo na klauzulach
Horna. Z kolei, stosowanie reprezentacji wiedzy o rozbudowanej i zlozonej gramatyce
wymaga uzycia odpowiednich efektywnych czasowo metod wnioskowania. Istnieje zatem
potrzeba poszukiwania strategii efektywnego przetwarzania wiedzy.
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2.3. Systemy sterowania operacyjnego

Szczegdlng grupe systemow wspomagania decyzji stanowig systemy wykorzystujace
techniki sterowania operacyjnego (ang. Shop Floor Control, SFC). Znajduja one gltéwnie
zastosowanie w przedsigbiorstwach produkcyjnych podczas realizacji zlecen na poziomie
operacyjnym tzn. na wydziale produkcyjnym. Celem systeméw wykorzystujacych techniki
SFC jest koordynacja technicznego i organizacyjnego przeplywu informacji wewnatrz
przedsigbiorstwa (np. wytworczego) w ramach krétkoterminowego zarzadzania produkcja.
Stanowia one zorientowane zadaniowo narzedzia wspomagania decyzji, ktérych zadaniem
jest zblizenie przebiegu okreslonego procesu do optimum przy czgsto sprzecznych ze sobg
zalozeniach. Przyktadowe zalozenia dotycza m.in.:

e dotrzymania terminéw zamowien,

e minimalizacji czaséw realizacji zlecen,

e maksymalnego wykorzystania zasobow produkcyjnych,

e minimalizacji kosztow.

Systemy SFC charakteryzuja si¢ struktura modulowa, w ktorej centralng funkcje petni
modul stanowiska dyspozytorskiego (rysunek 2.3). Odpowiedzialny jest on zazwyczaj za
ustalenie kolejnosci realizacji zlecen oraz za koordynowanie i nadzorowanie zasobow
produkeyjnych, pod wzgledem ich czasowej i ilosciowej dyspozycyjnosci.

Utrzymanie Zarzadzanie [| | St: Pozyskiwanie Sterowanie Sterowanie i
ruchu pomocniczymil i danych przeptywem nadzor jakosci
$rodkami | ¢ | produkcyjnych materialow
I | I |

Zarzadzanie Zarzadzanie Planowanie Przydziat zadan

danymi zleceniami kolejnosci
[ [ I

Rozdzielenie Nadzorowanie Interfejsy do
zadan procesu innych
wytwarzania systemow

Rys. 2.3. Struktura systemu SFC - przyktadowe moduty funkcjonalne [34]

Stanowisko dyspozytorskie zleca pozostatym modulom (jesli takie istniejg), wykonanie
dodatkowych czynnosci z zakresu przeptywu informacji lub procesu planowania. Kazdemu
modutowi odpowiada odrgbna funkcja. Podzial systemu na moduty ma na celu zredukowanie
ztozonoéci procesu produkcyjnego. Struktura modulowa powinna zapewni¢ szybka
i elastyczng reakcje systemu na zmiany zachodzace w przedsigbiorstwie, wymagania

uzytkownikow itp.
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Wspomaganie decyzji w systemach SFC polega na dostarczeniu, tak szeregu narzedzi
wspierajacych pracg planisty przy opracowaniu harmonograméw, jak 1 narzedzi
umozliwiajacych automatyczne generowanie gotowych harmonograméw spetniajacych
zadania uzytkownika. Wykorzystywane w tym celu metody sa glownie metodami
heurystycznymi, dedykowanymi dla scisle okreslonych probleméw.

Nadal najwigkszg popularnoscia ciesza si¢ nadal reguly priorytetu [34], ktére sa
stosowane do wyboru kolejnosci oczekujacych do stanowiska proceséw technologicznych. W
celu wyboru regut priorytetu wykorzystywane sa badania symulacyjne, rzadziej stosowane sg
metody aproksymacyjne badz w przypadku probleméw optymalizacyjnych, algorytmy
genetyczne [34]. W ostatnich latach do planowania harmonograméw wykorzystywane sa
rowniez techniki oparte na algebrze (max, +) [50], oraz techniki programowania
z ograniczeniami CP.

Stosowanie metod heurystycznych stanowi podstawowa wadg systemow SFC.
Producenci systeméw SFC umieszczaja w nich ogromna ilosci réznych funkcji
przeznaczonych do rozwigzywania szczegdélnych wariantéw spotykanych probleméw. Tak
bardzo rozbudowana funkcjonalno$¢ systemow w znacznym stopniu ogranicza ich
elastycznosé, a takze utrudnia sprawna obstuge. Ponadto, nalezy zaznaczy¢, ze stale rozwijana
funkcjonalno$¢ nie odpowiada rzeczywistym wymaganiom uzytkownikéw. Systemy
te pozbawione sg mozliwosci modyfikacji ich podstawowych funkcji [34].

Podsumowujac, systemy SFC sa przykladem, w ktérym elastycznos¢ wynikajaca ze
struktury modulowej systemu, ograniczana jest w wyniku zbyt duzej zlozonosci
zaimplementowanych mechanizméw planowania harmonograméw. Oznacza to, potrzebg
poszukiwania metod ujednolicajacych procedury rozwigzywania probleméw. Inaczej,
mowige, wymagane jest posiadanie metod deklaratywnych.

2.4. Podsumowanie

Z przedstawionej charakterystyki przyktadowych systeméw wspomagania decyzji
wyraznie widaé, ze brak jest rozwigzan gwarantujacych spelnienie wymagan interakcyjnosci
systeméw. Techniki programowania z ograniczeniami nie gwarantujg istnienia rozwigzan
dopuszczalnych, systemy ekspertowe nie dysponuja efektywnymi mechanizmami
wnioskowania, w systemach sterowania operacyjnego brak jest jednolitego mechanizmu
rozwigzywania problemow.

Analizujac powyzsze potrzeby scharakteryzowane zostaty ogélne cechy jakie powinny
spetniaé systemy interakcyjnego wspomagania decyzji:

e systemy dedykowane do wspomagania decyzji tylko dla okreslonej klasy obiektow,
e mechanizmy wyznaczania odpowiedzi bazujace na technikach programowania

z ograniczeniami,

e reprezentacja wiedza charakteryzujaca obiekt odseparowana od pozostatych czesci

systemu,
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e specyfikacja problemu, w postaci zbioru ograniczen, pozyskiwana jest z reprezentacji
wiedzy (uzyskiwana specyfikacja zawiera warunki wystarczajace gwarantujace istnienie
odpowiedzi na zadane pytanie),

e struktura systemu ma charakter modutowy.

W konsekwencji  zaproponowana zostala struktura systemu interakcyjnego
wspomagania decyzji (rysunek 2.4) zawierajaca modul wyznaczania warunkéw
wystarczajacych oraz zmodyfikowany modul efektywnych strategii przeszukiwania.
modul wyznaczania warunkéw wystarczajacych jest odpowiedzialny za wyznaczenie dla
zadanego zbioru pytan rutynowych, warunkoéw, ktére w kontekscie wlasciwosci opisywanego
obiektu, gwarantujg istnienie odpowiedzi. Modul efektywnych strategii przeszukiwania,
oprocz strategii rozwigzania PSO, okresla strategie poszukiwania tych warunkow.

Systemy odpowiadajace tego typu strukturze, powinny spelnia¢ wymagania stawiane
systemom interakcyjnego wspomagania decyzji — udzielaja odpowiedzi w trybie na biezaco
oraz gwarantuja istnienie rozwigzan na zadany zbidr pytan rutynowych.

SYSTEM INTERAKCYIJNEGO WSPOMAGANIA DECYZIJI

1
: PSO Srodowisko

‘ Zbior pytan i—*bl zawierajacy warunki gwarantujace programowania z
I ograniczeniami

istnienie rozwiazania

Obiekt: Zbidér warunkow
zmenne decyzjne wystarczajacych

realacie
J/
----------------------------------------------- N

Reprezentacja Modut wyznaczania Modut efektywnych
—_— wiedzy warunkow <+ strategii Moduty
gwarantujacych przeszukiwania dodatkowe

istnienie rozwiazania

_________________________________________________

Rys. 2.4. Struktura interakcyjnego sytemu wspomagania decyzji

Odpowiedzi na zadane pytania otrzymywane sa w wyniku rozwigzania odpowiedniego
problemu PSO. Specyfikacja problemu zawiera warunki wystarczajace gwarantujace istnienie
odpowiedzi na zadane pytanie. Problem rozwigzany jest przy uzyciu efektywnych czasowo
(dedykowanych) strategii przeszukiwania. Zbior warunkow wystarczajacych wyznaczany jest
z reprezentacji wiedzy poprzez badanie jej spdjnosci (modul wyznaczania warunkow
gwarantujacych istnienie rozwigzania). Sama reprezentacja wiedzy stanowi opis obiektu w
przyjetej terminologii.

W  kontekscie przyjetej struktury, projektowanie systeméw interakcyjnego
wspomagania decyzji wymaga zatem analizy nastgpujacych zagadnien:

e sposobu modelowania reprezentacji wiedzy,
o weryfikacji bazy wiedzy,
e efektywnych strategii wyznaczania rozwigzan.
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3. Model reprezentacji bazy wiedzy

3.1. Metoda logiczno-algebraiczna

Metoda logiczno-algebraincza wykorzystywana jest do rozwigzywania zadan
w systemach ekspertowych z reprezentacja wiedzy w postaci faktow. W rozwazanym
przypadku reprezentacj¢ wiedzy okresla si¢ jako zbior faktow i regul reprezentujgcych
wlasciwosci 1 zalezno$ci charakterystyczne dla opisywanego obiektu i moze by¢ ona
traktowana jako uogolnienie tradycyjnych modeli matematycznych [38].

3.1.1. Reprezentacja wiedzy

Obiekty, dla ktorych obywa si¢ wspomaganie decyzji postrzegane sa w postaci bazy
wiedzy stanowigcej zbior wszystkich informacji na temat ich cech i wlasciwosci. Rysunek 3.1
ilustruje przyktad bazy wiedzy dla systemu produkcyjnego. W bazie wiedzy, wyrdznia si¢
trzy czesci: wejsciowa, wyjsciowa i wewnetrzna.

Cze$¢ wejsciowa stanowi zbidr parametrow i wlasciwosci opisujacych podstawowe
cechy obiektu, znane i zadawane przez uzytkownika. W rozwazanej bazie wiedzy sa to
zmienne dotyczace struktury systemu transportowego, zmienne okreslajgce pojemnosci
magazynéw, cechy $rodkéw transportu, itp. Uzytkownik systemu wspomagania decyzji
zadaje wartosci liczbowe tych zmiennych okreslajac w ten sposob wejsciowy (aktualny) stan
obiektu (systemu transportowego).

Czeéé wyjsciowa stanowi zbidr parametréw i wlasciwosci opisujacych te cechy obiektu,
ktore nie sa znane (badz znane tylko czgsciowo) przez uzytkownika systemu, a ktore chcialby
pozna¢ w peli. Dla przykltadu, w bazie wiedzy z rysunku 3.1, czg$¢ wyjsciowa stanowig
zmienne okreslajace koszty realizowanych operacji, czasy dostarczenia towaréw, obcigzenie
zasobow produkeyjnych, itp. Uzytkownik zwykle chce zna¢ wartosci oraz cechy tych
parametrow w zalezno$ci od zadanych wartosci i wlasciwosci parametréw wejsciowych
obiektu.

Cze$é wewnetrzna stanowi najistotniejszg czgs¢ bazy wiedzy, jest pomostem migdzy
czescia wejSciowa 1 wyjsciowa. Okresla zbiér ogoélnych zasad, ktére obowigzuja
w rozwazanym obiekcie. Dla przyktadu, w przedsigbiorstwach produkcyjnych sg to zasady
poruszania si¢ $rodkow transportu, zasady skladowania, zasady wynikajace z ograniczen
procesu produkcyjnego.

Podzial bazy wiedzy na czgsci dokonywany jest w sposob arbitralny przez
uzytkownika. Zmienne, ktore wedtug jednego uzytkownika sq uznane za wejsciowe, przez
innego moga by¢ uznane za pomocnicze badz wyjsciowe. Niemniej jednak, podziat bazy
wiedzy umozliwia formutowanie, w kontekscie posiadanej wiedzy, pytan. Zwykle przyjmuje
sie, ze z czeécia wejciowa utozsamiane sg pytania uzytkownika, a z czgscig wyjsciowa

odpowiedzi.
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_ Liczba $rodkéw transportowych, typ
zasobow produkeyjnych, czasy
zaladowania i rozladowania wézkow,

Pytania

[
ﬁaza wiedzy systemu transportowego i
Czg$é wejsSciowa: struktura systemu transportowego, magazyny, bufory, ... )
J
Czg$¢é wewnetrzna: reguly poruszania si¢ pojazdow, reguly porcjowania )
produktéw, zasady i ograniczenia procesu produkeyjnego, zasady
wykorzystania zasobow ... .
N
Cze$é wyjsciowa: Czasy realizacji poszczegélnych zlecef, koszty operacji, czasy
dostarczenia towaréw, obciazenie zasobow produkeyjnych, ete.

Harmonogram produkcji, czas
realizacji,

Odpowiedzi

Rys. 3.1. Baza wiedzy dla systemu produkcyjnego

Struktura pytania ma posta¢: Jakq postaé ma czesé wyjsciowa bazy wiedzy (wartosci
parametréw wyjsciowych np. harmonogramy pracy), gdy zadana jest okreslona postac czesci
wejsciowej bazy wiedzy (wartosci parametréw wejsciowych np. liczba wozkow, pojemnosc
Srodkéw transportu, itp.)? Pytanie moze mie¢ tez posta¢ odwrotna: Jakq postac ma czes¢
wejsciowa bazy wiedzy przy znanej postaci czesci wyjsciowej? Poszukiwanie odpowiedzi na
tego typu pytania determinuje potrzebe wyrazenia wiedzy przy uzyciu odpowiedniego
formalizmu.

Przyjeto, ze baza wiedzy opisujaca okreslony obiekt jest wyrazana w terminologii
metody logiczno-algebraicznej. Zgodnie z metoda logiczno-algebraiczng wiedza na temat
obiektu, opisywana jest w postaci reprezentacji wiedzy [25], [26], [38]:

KB = <a, F(d)>, 3.1)

gdzie: a= (a,a, ... ,an) — jest ciagiem formut elementarnych opisujacych okreslone cechy
obiektu; ¢;— i-ta formuta elementarna, a;= w(o;) € {0,1} —logiczna warto$¢ formuty ¢;.
Fa) = {F(@), F @), .. , F(@)} — zbior faktéw opisujacych relacje pomigdzy
poszczegblnymi formulami elementarnymi « na poziomie zdan logicznych (uzywajac
operacji: koniunkeji, alternatywy, negacji i implikacji); Oj(a) — oznacza wartos¢
logiczng zdania F( ).

Ciagowi @ = (e, @, ... »ay) odpowiada cigg wartosci logicznych a = (ay, az, ... , an).

W reprezentacji wiedzy KB = <@, F(@)>, analogicznie do bazy wiedzy z rysunku 3.1,
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wyroznia si¢ ciagi:

au = (o, oy, ... , cuy) — wejsciowych formut elementarnych opisujacych whasciwosci

i zmienne wejéciowe systemu, formuty ou stanowig czgs¢ wejsciowg bazy wiedzy, ou;sa

elementami ciagu «,

ay= (a1, @3, ... , @) — Wyjsciowych formul elementarnych opisujacych wlasciwosci

wyjéciowe systemu, formuly ap stanowia cze¢$¢ wyjsciowa bazy wiedzy, ay; sa

elementami ciagu «,

aw = (aw), awy, ... , aw,) — pomocniczych formut elementarnych, formuty aw, stanowia

cze$é wewnetrzng bazy wiedzy, aw; sa elementami ciagu c.

Ciagom au, ay, au odpowiadaja ciagi wartosci logicznych: au = (au;, au,, ... ,auy),
ay = (ayi, aya, ... ,Ayp), aw = (awy, awy, ... ,awy).

Relacje opisujace zwiazki pomiedzy formutami wejsciowymi ou i wyjSciowymi
ay opisuja zbiory:

Fu(ow) = {Fu;(o), Fux(ow), ... , Fupfou)} — faktow wejsciowych, opisujacych zwiazki
miedzy formutami cu,
Fy(ay) = {Fyi(a), Fy2a), ... , Fyrday)} — faktéw wyjsciowych, opisujacych zwiazki
miedzy formutami .
Zbiorom Fu(ou), Fy(ay), odpowiadaja ciagi wartosci logicznych faktow: Qu(au) = (Qu;(au),
Qu(au), ... , Qupfaw)), Oy(ay) = (Qyi(ay), QyAay), ... , Qyrday)), gdzie: Quiau), Oy(ay) —
okreslaja kolejno wartosci logiczne faktow Fu(au), Fy(ay).
Przyjmuje sig, ze wszystkie fakty opisujace dany obiekt sg prawdziwe:
0O(a) = Q(au, aw, ay) = 1, co oznacza: Q;(a) =1, Oxa)=1, ..., Qx(a) =1,
Qu(au) = 1, co oznacza: Quj(au) = 1, Quy(au) =1, ... , Qupfau) =1,
Oy(ay) = 1, co oznacza: Qy;(ay) =1, OyAay) = 1, ..., Qyrday) = 1.

W ogélnym przypadku, w formutach & moga wystgpowaé zmienne, ktére wplywaja na
postaé  okreslonych formut elementarnych . Niech ciagi  u=(up, Uz, ... , Up)s
W = (Wi, Was eee s W)y V= (V1s V2 ... » Vi) 0ZNAczaja kolejno zmienne: wejsciowa, wewnetrzng
i wyjsciowa: u; € U, w; € W, y; € Y. Zatozono, ze w formutach wejsciowych au wystepuja
tylko zmienne u, w formutach wyjsciowych ay tylko zmienne y, w formutach pomocniczych
aw zmienne u, w, y. Zatem formuly elementarne majg postac:

a=vu,w,y), 3.2)
au = vu(u), aw=ovwu,wy), ay=uvyy),

gdzie: au = vu(u) = [vu (), vux(u), ..., Lig(u)] jest ciagiem funkcji zdaniowych okreslajacych
postaé formut elementarnych cu. Analogicznie aw = vw(u,w,y), ay = vy(y). Elementy ciagow
ou, aw, ay, tworza lacznie ciag o W konsekwencji ciagi wartosci logicznych au(u),
aw(u,w.p), ay(y) sa funkcjami odpowiednich zmiennych.

W kontekécie zmiennych u, w, y baza wiedzy ma postac:
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KB=<U, W, Y, Re>, (3.3)

gdzie: U, Y, W — zbiory okreslajace dziedziny zmiennych u, y, w,
Re = {(u,w,y): O(au(u), aw(u,w,y), ay(y)) = i} — relacja bedaca zbiorem wszystkich
trojek (u,w,y), dla ktérych fakty F(ou(u), vw(u,wy), vy(y)) opisujace system sa
prawdziwe Q(au(u), aw(u,w,y), ay(y)) = 1 (wartosci logiczne faktow sa rowne 1),
aw(u,w,y) — ciag wartosci logicznych elementéw ciagu vw(u,w,y),
au(u) — ciag wartosci logicznych elementdéw ciagu vu(u),
ay(y) — ciag wartosci logicznych elementow ciagu vy(y),
Qau(u), aw(u,w.y), ay(y)) = (Qi(au(u), aw(u,w.y), ay(y)), Qxau(u), aw(u,w.y), ay(y)), ...,
Ox(au(u), aw(u,w.y), ay(y))) — jest zestawem wartosci logicznych faktow bedacych
funkcjami zmiennych u, w, y. W dalszej czesci, w celu uproszczenia zapisu, ciagi
wartosci logicznych faktow, ktorych posta¢ jest zalezna od zmiennych u, w, y beda
przedstawiane w postaci: Q(u,w,y) = (Qi(u,w.y), O(u,w,y), ... , Ox(u,w,y)). Podobnie
zbior faktow F(ou(u), vw(u,w.y), () = {Fi(ouu), vwu,w.y), v©)), Fvu(u),
ow(u,w,y), (), ..., Fx(ou(u), ow(u,w.y), uy(y))}, w formie skrotowej zapisywane beda
w postaci: F(u,w,y) = {Fi(u,w.p), Fo(u,w,y), ..., Fx(u,w,y)}.
O(au(u), aw(u.w.y), ay(y)) = 1 oznacza przyporzadkowanie kazdemu elementowi
Oi(au(u), aw(u,w,y), ay(y)])ciagu Q(au(u), aw(u,w,y), ay(y)) wartosci logicznej 1.
Postaci zbioréw faktow wejsciowych i wyjsciowych, okreslajacych wlasciwosci
odpowiadajacych im czg¢sci bazy wiedzy, w przypadku formul uzaleznionych od zmiennych

u,y maja odpowiednio posta¢: Fu(vu(u)) = {Fu;(vu(u)), Fux(ou(u)), ... , Fupfvu(u))},
Fy(oy() = {Fyi(w®), FyAu(), ... , Fyrduy(y))}. Odpowiadaja im ciagi wartosci
logicznych faktow postaci: Qu(au(u)) = (Qui(au(u)), Quxau(u)), .. , Qupfau(u))),

O(ay(y)) = (Qyi(ay(y)), Qy2(ay(y)), ... , OyrAay(y))).

W celu uproszczenia zapisu, w sytuacjach gdzie nie bedzie to prowadzi¢ do
nieporozumien, biory faktéw wejsciowych i wyjsciowych beda przedstawiane w postaci:
Fu(u) = {Fu;(u), Fux(u), ..., Fup(y)), Fy(y) = (Fv:1(¥), Fy2(y), ... , Fyrdy)} z kolei ciagi wartosci
logicznych tych faktow beda przedstawiane w postaci: Qu(u) = (Qu;(u), Qua(u), ... , QupAy)),
Q) = (1), Qy2(0); .. » QYrAY))-

Przyklad 3.1. Reprezentacja wiedzy dla réwnania kwadratowego

Przyklad ma na celu ilustracj¢ postaci reprezentacji wiedzy KB, opisujacej liczbe
pierwiastkéw w rdwnaniu kwadratowym.

Dane jest réwnanie kwadratowe postaci: sx’ +bx+c =0, przyjeto, ze s # 0. Jak
powszechnie wiadomo réwnanie nie posiada pierwiastkow rzeczywistych gdy: 4 < 0, posiada

jeden pierwiastek podwdjny x, =x, =;—b, gdy: 4 = 0, posiada dwa pierwiastki
]

= _bz_—\/z Xy = _b;——\/z rzeczywiste, gdy: 4> 0.
S S
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Powyzsza wiedze, zgodnie z terminologia metody logiczno algebraicznej, sprowadza

si¢ do postaci formut i faktow.

W kontekscie zmiennych s, b, ¢, 4, x;, x2, zdefiniowano formuty:
a= v(s,bcAx,x2) = (Vi(s,b,c, 4x1,x2), VAS,b,c,A4x1,%2), ..., L10(S,b,¢, 4%1,X2)),

vi(s,b.c,Ax1x2): A=b* —4sc ,

va(s,b,c,4,x1,%2): 5 70,
vs(s,b,c,4,x1,x2): A< 0,

v4(s,b,c,4,x1,x2): 4> 0,

vs(s,b,6,4.%1,%2): X1 € D,

U6(S,b,C,A,x1,x2): 4= O:

-b
vr(s,b,c,Ax1,X2): X, =X, =—,
2s
~b-+/A
vs(s,b.c,4x1.%7); %, =—— ,
2s
-b+ \/Z
vy(s,b,c,4x1.%2): X, = oy

v10(s,b,¢,4,x1,%2): X2 € .

Zbidr faktow opisujacych zwiazki migdzy formutami oz ma postac:
F(U(s,b,¢,4,x1,x2)) = (F1(0 (5,0,¢,4x1,x2)), F2(0 (8,0,6,4,X1,%2)), ... , F5(U (8,b,¢,4,x1,%2))),

Fi(U(s,b,c,Ax1,x2)): vi(s,b,c,4x1.x2),
Fy(U(s,b,c,4x1,x2)): v2s,b,¢,4,x1,%2),

F3(U(s,b,c,4,x1,x2)): L3(s,b,¢,4,x1,%2) < Us(8,b,¢,4,X1,%2) A L1o(8,D,¢,4,X1,%2),

Fy(U(s,b,¢,4,x1,x2)): Us(8,b,¢,4,x1,X2) & A8,b,6,4,%1,%2),

F5(U(s,b,¢,4,x1,%2)): U4(8,b,¢,4,x1,x2) < Us(8,b,¢,4,x1,%2) A y($,b,¢,4,x1,X2),

gdzie: afs,b,c,A,x1,x2) = w(vi(s,b,c,A,x1,x2)) warto$¢ logiczna formuly v
Zbi6r faktow w uproszczonym (i czytelniejszym) zapisie ma postac:

F(s,b,c,Ax1.x2) = (Fi(s,b,c,Ax1.x2), Fo(s,b,c,4%1,x2), ... , F5(s,b,c,4x1,%2)),

Fi(s,b.c,Ax1x2): A=b* —4sc,

Fas,b,c,Ax1,x2): s #0

F5(s,b,¢,4x1,%2): (A< 0) &= (x; € D) A (x2€ D),

-b
Fy(s,b,c,A.x1,x2): (4=0) & (x] =¥ = _._),

Fs(s,b,c,Ax1,x2): (4> 0) < (xl =

2s

2s

_b_a]A[x :_wz].

2s

W takiej notacji wartosci logiczne faktéw sa funkcjami zmiennych s, b, ¢, 4 xj, x2,
Relacja Re wchodzaca w sktad reprezentacji wiedzy ma postac:

Re = {(s,b,c,4,x1,%2): O(s,b,c,Ax1,x2) = i}.

gdzie: O(s,b,c,4,x1,x2) = 1 - oznacza skrétowy zapis wyrazenia Qla(s,b,c,4,x1,%2)] = 1.
Zgodnie z (3.3) reprezentacja wiedzy ma postac:

KB=<S, B, C, 4", X}, X2; Re>,
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gdzie: S, B, C, A’, X;, X, — zbiory warto$ci zmiennych s, b, ¢, 4, x;, x2: s € S, b € B, c € C,
A EA’, X] € X[,Xg GX}.

Reprezentacja wiedzy KB stanowi wigc reprezentacj¢ bazy wiedzy opisujace] zasady
okreslajace liczbe pierwiastkow rownania kwadratowego. W powyzszej reprezentacji nie
wyszczegolniono postaci zmiennych wejsciowych, wyjsciowych i pomocniczych.

Baza wiedzy z rysunku 3.1 moze by¢ postrzegana w kontekscie przedstawionej
terminologii jako uktad wejscie/wyjscie (rysunek 3.2). Cala baza wiedzy - czgs¢ wejsciowa,
wewnetrzna i wyjsciowa - jest reprezentowana zaleznoscia (3.3). Wejscie i wyjscie ukladu
stanowig kolejno: zmienne wejsciowe u, zmienne wyjsciowe y. Wlasciwosci wejscia 1 wyjscia
uktadu sg opisywane zbiorem faktow Fu(u), Fy(y). Wiasciwos¢ Fu(u) (lub Fy(y)) jest
prawdziwa (spelniona) jezeli wartosci logiczne wszystkich faktow Fu(u) (lub Fy(y)) sa
rowne 1: Quiu)=1dlai=1,2,... P/, (Qy(u)=1dlai=1,2, ... Rf).

KB=<U, W, Y; R>

Rys. 3.2. Reprezentacja wiedzy w postaci uktadu typu wejscie/wyjscie

W metodzie logiczno-algebraicznej, dla zadanej reprezentacji wiedzy KB, mozna
wyr6znié trzy podstawowe rodzaje pytan [25], [38].
1) Jezeli dla danego systemu prawdziwa jest wlasciwos¢ wejsciowa Fu(u), to czy
prawdziwa jest wlasciwos$¢ wyjsciowa Fy(y)?
2) Jezeli dla danego systemu prawdziwa jest wiasciwos¢ wejsciowa Fu(u), to jaka postaé
ma wiasciwos¢ wyjsciowa Fy(y)?
3) Jaka posta¢ faktow Fu(u) gwarantuje spetnienie wlasciwosci wyjsciowej Fy(y)?
Odpowiedzi na te pytania poszukuje si¢ przy zalozeniu, ze wszystkie fakty opisujace
obiekt sa prawdziwe. W notacji metody logiczno-algebraicznej przedstawione pytania
przyjmuja posta¢ implikacji [38]: Fu(u) = Fy(y).
Ad. 1) Pierwsze pytanie prowadzi do sprawdzenia czy przy zadanej postaci faktow
Fu(u), Fy(y) spetniona jest implikacja Fu(u) = Fy(y):
Ad. 2) Drugie pytanie prowadzi do wyznaczenia takiej postaci wlasciwosci Fy(y) by
ponizsza reguta byta spetniona:

Fu(u) , Fu(u) = Fy(y)
Fy(y)
Innymi stowy, poszukiwana jest posta¢ faktow Fy(y), dla ktoérej istnie¢ beda
takie wartosci zmiennych y, ze implikacja Fu(u) = Fy(y) i fakty Fu(u) beda
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prawdziwe.
Ad. 3) Trzecie pytanie prowadzi do wyznaczenia takiej postaci wlasciwosci Fu(u) by
ponizsza reguta byla spetniona:

=Fy(y) , Fu(u) = Fy(y)
—Fu(u)

gdzie: — Fu(u) — oznacza nieprawdziwo$¢ wlasciwosci wejsciowej, to znaczy

wartos$é logiczna Qui(u) co najmniej jednego faktu Fu;(u) wchodzacego w sktad
F.(u), jest rowna zero.
Innymi stowy, poszukiwana jest posta¢ faktow Fu(u), dla ktérej istniejg takie
wartosci zmiennych u, ze implikacja Fu(u) = Fy(y) i fakty Fy(y) sa spelnione.
Poszukiwanie odpowiedzi na zadane pytania, w terminologii metody logiczno-
algebraicznej, wigze si¢ rozwigzaniem probleméw: analizy i problemu decyzyjnego [38].
Problem analizy polega na wyznaczeniu, dla danego sytemu opisanego reprezentacja
wiedzy KB i znanej wlasciwosci wejsciowej Fu(u), najlepszej (tzn. implikujacej kazda inna)
wlasciwosci Fy(y), dla ktérej spetniona jest implikacja Fu(u) = Fy(y) [38]. Rozwiazanie tego
problemu umozliwia udzielenie odpowiedzi na pytania 11 2.
Problem decyzyjny, sprowadza si¢ do wyznaczenia dla bazy wiedzy KB, najlepszej
(tzn. takiej, ktora jest implikowana przez kazda inna) wilasciwosci wejsciowej Fu(u)
zapewniajacej spetnienie wlasciwosci wyjsciowej Fy(ay) [38]. Dla odnalezione; wlasciwosci
Fu(u) spelniona jest implikacja: Fu(u) = Fy(y). Rozwiazanie tego problemu umozliwia

udzielenie odpowiedzi na pytanie 3.
3.1.2. Schemat wnioskowania

W oparciu o baze wiedzy KB (3.3) mozliwe jest poszukiwanie warunkow
wystarczajacych traktowanych jako whasciwos$¢ wejsciowa, tzn. wlasciwosé gwarantujgca
okreslong posta¢ whasciwosci wyjsciowej.

Posta¢ wlasciwosci wyjsciowej Fy(y), dla ktérej poszukiwane sq warunki wystarczajace
wynika zawsze z postaci pytania stawianego przez uzytkownika. Dla przyktadu: Dany jest
system transportowy bedacy podsystemem systemu produkecyjnego. Uzytkownik systemu
poszukuje odpowiedzi na pytanie:

Czy istnieje harmonogram pracy wozkéw samojezdnych, w ktérym wszystkie wozki
realizujq swoje operacje w arbitralnie zadanym przez uzytkownika czasie H? Jezeli tak, to
Jjakq posta¢ ma ten harmonogram ?

Zgodnie ze strukturg z rysunku 2.4, system wspomagania decyzji przeznaczony do
odpowiedzi na powyzsze pytanie powinien spetnia¢ okreslone warunki wystarczajace,
gwarantujace taka odpowiedz. Przyjmujac, ze warunki beda poszukiwane w kontekscie
takich parametrow jak stany poczatkowe systemu, rozwazane pytanie przyjmuje postac:

Jaki stan poczqtkowy gwarantuje, ze wszystkie wozki samojezdne zrealizujq swoje

operacje w arbitralnie zadanym przez uzytkownika czasie H?
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Odpowiedz na to pytanie polega na znalezieniu takiej wiasciwosci wejsciowej Fu(u)
(gdzie u oznacza stan poczatkowy), ktora zagwarantuje, ze przy spetnieniu wszystkich faktow
(opisujacych dzialanie systemu transportowego) spetniona bedzie dodatkowa wiasciwos¢
Fy(») (odpowiadajaca sytuacji, w ktorej wozki realizuja swoje operacje w zadanym czasie H).

Powyzszy przyklad ilustruje, ze poszukiwanie warunkéw wystarczajacych w postaci
Fu(u) implikuje koniecznos$ci rozwigzania odpowiedniego problemu decyzyjnego.

Rozwiazanie problemu decyzyjnego przy wykorzystaniu metody logiczno-algebraicznej
polega na wyznaczeniu zbioru S,, w oparciu o uprzednio wyznaczone zbiory S,; 1.S,2:

Sy = SuilSuz . (3.4)

Zbiory S,; i S,» Wyznaczane sg przez rozwigzywanie wzgledem zmiennych wejsciowych u
nastepujacych uktadéw rownan [38]:

dla S,;:
{Q(u,w,y)_ =1, (3.5)
Oy =1
dla S,:
{Q(u,w,y) =1. (3.6)
-0y(y) =1

gdzie: Q(u,w,y) = 1 — oznacza przyporzadkowanie kazdemu elementowi Qi(u,w,y) wartosci
logicznej 1,
oy = 1 — oznacza przyporzadkowanie kazdemu elementowi Qy(y) wartosci
logicznej 1,
-0y(y) = 1 — oznacza, ze co najmniej jeden element Qy;(y) ma wartosci logiczna 0.

W problemie decyzyjnym poszukiwana jest taka posta¢ faktow Fu(u), ktora spetnia
zbior faktow F(u,w,y) oraz spetnia implikacj¢ Fu(u) = Fy(y). Oznacza to, ze poszukiwany
jest zbidr S, wartosci u, ktéry stanowi reprezentacje liczbowa poszukiwanego zbioru faktow
Fu(u). Efektem rozwiazania ukfadu (3.5) sa takie warto$ci zmiennej wejsciowej u, dla ktérych
spetnione sa wszystkie fakty F(u,w.y) (Qu,w.y) = i) relacji R oraz speilnione sa fakty
wyjsciowe Fy(y) (Oy(y) = 7). Analogicznie, rozwiazaniem ukladu (3.6) jest zbi6r wartosci
zmiennej wejsciowej u, dla ktorego spetnione sa wszystkie fakty F(u,w,y) relacji R oraz nie
spetnione sa fakty wyjsciowe Fy(y) (=Qy(y) = i).

Zbioér S, otrzymany z roznicy zbioréw S,; i S, jest zbiorem wartosci zmiennych

otrzymanych z relacji:
S, ={u: Qu(w) =1}, (3.7)
gdzie: Oy(y) = 1 — oznacza przyporzadkowanie kazdemu elementowi Qui(u) wartosci

logicznej 1, Qui(u) jest wartoscia logiczna faktu Fu,(u).
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Zbibr S, stanowi zatem liczbowa reprezentacje poszukiwanej wlasciwosci F,(u). Rozwiazania
otrzymane w wyniku stosowania metody logiczno-algebricznej odpowiadajg rozwigzaniom
otrzymywanym w wyniku stosowania klasycznych metod wnioskowania opartych np. na
metodzie rezolucji. Ponizej przedstawiony przyktad ilustruje poréwnanie obu metod
wnioskowania.

Przyklad 3.2. Poréwnanie metody rezolucji z wnioskowaniem metody logiczno-
algebraicznej

Przyklad ilustruje réznice miedzy wnioskowaniem wykorzystujacym metode rezolucji
i wnioskowaniem metody logiczno-algebraiczne;j.
Dana jest reprezentacja wiedzy w postaci :

KB =<a; F(a)>,
gdzie ciag formut elementarnych ma postac:
a=(ap, ar, as, at, aq, 0z).

Formutom elementarnym « odpowiada ciag wartosci logicznych a = (p, 7, s, , g, z).
Ciag wartosci logicznych faktow jest scharakteryzowany nastgpujaco:

Fla) = (Fi(q), FAa), F3(Q), F{)),

gdzie: Fi(@):0z = op,
Fxa):ap A ag = ar,
Fa)as = aq,
Fs5(a):at = og.

Dokonano arbitralnego podziatu formut na formuly wejsciowe: au = (oz, as, of),
au = (z, s, t); pomocnicze: aw = (ap, aq), aw = (p, q); wyjsciowe: Y = ar, ay =r.

Nalezy odpowiedzie¢ na pytanie: Jaka postaé faktéw Fu(cu) gwarantuje spelnienie
faktu Fy(ay)? gdzie: Fy(ay): or.

W pierwszej kolejnosci, do rozwiazania problemu, wykorzystano metodg rezolucji.
Zadanie polega na znalezieniu takich warto$ci logicznych z, s, #, dla ktérych spetniony jest
fakt Fy(ay). W tym celu fakty F(«) sprowadza si¢ do postaci klauzul:

Fi(q): moz v op,
Fya): —op v (mag) v ar,
Fla): ~as v oq,
Fs(): ~at v aq.
Fakty zapisano w postaci skrotowej w nastepujacej postaci [11]:

(ZP,POR,SO,TO, R},
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gdzie ZP nalezy czyta¢ jako —az v ap. Symbole P, R, S, T, 0, Z, odpowiadaja kolejno
formutom ap, or, os, &, o4, oz Dodatkowo, umieszczono wyrazemeR bedace
zaprzeczeniem faktu Fy(ay). Poszukiwanie odpowiedzi na postawione pytanie odbywa sig
poprzez budowanie drzewa rezolucji, az do momentu uzyskania klauzuli pustej (oznaczanej
przez symbol [1). Uzyskane drzewo rezolucji [11] przedstawione zostato na rysunku 3.3.

PQR

\/
NS
A

S 5 T T Legenda:
XI/ Y [ - klauzula pusta

Rys. 3.3. Drzewo rezolucji

W trakcie tworzenia drzewa rezolucji w trzech miejscach drzewa nalezato uzupetnié zbiér
klauzul o zdania w postaci Z, S, T. Struktura otrzymanego drzewa oznacza, ze jesli zbidr
faktéw uzupeinimy o zdania @z A as lub o zdanie oz A ar to otrzymana zostanie sprzecznosé,
czyli zdanie —r nie jest spetnione, a zatem spetnione jest zdanie r. Poszukiwany fakt

wejsciowy Fu(au) ma postaé:
Fu(aou): (0z A as) v (az A of) .

Poszukiwanie postaci faktéw Fu(au) w przypadku metody logiczno-algebraicznej polega na
wyznaczeniu zbioréw S,; i S,» spetniajacych uktady réwnan (3.5), (3.6). W najprostszym
przypadku wyznaczenie tych zbioréw polega na przegladzie tablic prawdy. Tablice prawdy
uzyskane dla poszukiwanych zbioréw zostaty przedstawione na rysunku 3.4.

Su : ) SRZ

4 g | t T z £ i T
0 |J0]O 1 0|0|0 0
0 |]0f1 1 0 |J0 |1 0
0J]1]0 1 0D J110 0
01111 1 011711 0
1 |00 1 1 |0fO0 0

Rys. 3.4. Tabele prawdy okreslajace wartosci logiczne formut z, s, 1, dla zbioréw S,,;, S,,, Sy
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Na rysunku 3.4 kolorem oznaczone sa te wiersze tablicy, ktére odpowiadajg wartosciom
otrzymanym w wyniku réznicy S,;/S,2.
Zbior S, wyrazany w postaci trdjek (z, s, f) ma zatem postac:

S, = {(1,0,1),(1,1,0),(1,1,1)}.
Otrzymany zbidr S, odpowiada nastgpujacej postaci faktu Fu(au):

Fu(ow): (az A (—mas) A at) v (cz A as A(—at)) v (oz A as A at) = (aenos)V(ozaod)
Otrzymany wynik jest identyczny z wynikiem uzyskanym przy pomocy metody rezolucji.

Przyklad 3.2 pokazuje, ze stosowanie metody logiczno-algebraicznej prowadzi do tych
samych wynikow jak zastosowanie metody rezolucji. Réznica polega na sposobie otrzymania
rozwigzania.

Wykorzystanie metod przegladu opartych na analizie tablic prawdy w praktycznych
przypadkach znacznie ogranicza stosowanie metody logiczno-algebricznej, z kolei metoda
rezolucji jest obarczona koniecznoscia sprowadzania faktéw do postaci klauzul.

Przedstawiony problemy decyzyjny wykorzystywany jest do poszukiwania warunkow
wystarczajacych rozumianych jako wiasciwo$¢ bazy wiedzy, ktdrej speinienie gwarantuje
spetnienie pozadanych przez decydenta wilasciwosei (relacji). Wykorzystanie problemu
decyzyjnego do poszukiwania warunkéw wystarczajacych zostalo przedstawione na
ponizszym przykladzie.

Przyklad 3.3. Zagadka Einsteina

Celem przykladu jest ilustracja reprezentacji wiedzy KB oraz warunkow
wystarczajacych gwarantujacych istnienie zadanej wlasciwosci, w tak zwanej, zagadce
Einsteina [17]. Wiadomo, ze pieciu obywateli mieszka w pigciu domach, w pigciu réznych
kolorach, pala papierosy pigciu réznych marek, pija pig¢ réznych napoi, hoduja pig¢ réznych
zwierzat. Ponadto dane sg informacje dodatkowe:

1. Norweg mieszka w pierwszym domu.

2. Anglik mieszka w czerwonym domu.

3. Zielony dom jest na lewo od biatego.

4. Palacz Rothmansow mieszka obok hodowcy kotow.
5. Mieszkaniec zottego domu pali Dunhile.

6. Niemiec pali Marlboro.

7. Palacz Pall-Malli hoduje ptaki.

8. Szwed hoduje psy.

9. Norweg mieszka obok niebieskiego domu.
10. Hodowca koni mieszka obok zéttego domu.
11. Palacz Philiip Moris pije piwo.
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12. W zielonym domu pije si¢ kawe.
13. Dunczyk pije herbatg.

W kontekscie posiadanej wiedzy nalezy odpowiedzie¢ na pytanie:
Jakie napoje powinni pi¢ mieszkancy poszczegolnych doméw aby Niemiec mdgt hodowac
rybki ?

Poszukiwane sg wiec takie warunki dotyczace napojow by spetniona byta wiasciwos¢:
“Niemiec hoduje rybki>. W tym celu, w pierwszej kolejnosci, posiadang wiedz¢ zgodnie
z terminologia metody logiczno-algebraiczenej, nalezy sprowadzi¢ do postaci formut

i faktow.

Wprowadzono nastgpujaca tablice d:

Kolor domu
Napoje
Narodowo$¢é
J7 Zwierzeta
l— Papierosy

- - pom———

T T T T T T —— Dom
iy, )yt s dyyd s
J_-__:_J_-__r_.i____.:-._L_--.:.-L-..-.:.
wd, 1 dy,id, 5 d, i, gt +— Dom2
::-_:—.':;:—_:-_:;::::::::’:%.::;::’::E:—TI:-_,-_:E‘

d=\d;,;: d;,! dys d; )\ d s < Dom3
Ll e S S e
5 'y " v i i Dom 4
iy gty Uy s
D1 lLd5,2§ id535 s idss: Pom >
Tt i el A B A

gdzie: d;; € {1,2, ... ,5}

Tablice d nalezy interpretowaé nastepujaco: wiersze macierzy okreslaja kolejne domy,
kolumny oznaczaja kolejno: kolor domu, rodzaj napoi, narodowos$¢ mieszkanca, hodowane
zwierze, rodzaj papierosdw. Zmienne d;; przyjmuja wartosci ze zbioru {1, 2, ... ,5},
interpretacja tej samej wartosci dla kazdej kolumny jest inna. Wartosci zmiennych dla
poszczegolnych kolumn oznaczaja:

Dla kolumny d; ; (kolor domu) :

1 — czerwony , 2 — biatly, 3 — z6tty, 4 — niebieski, 5 — zielony,

Dla kolumny d; ; (napoje) :

1 — herbata, 2 — piwo, 3 — kawa, 4 — mleko, 5 — woda,

Dla kolumny d; 3 (narodowos¢) :

1 — Norweg, 2 — Anglik, 3 — Duniczyk, 4 — Szwed, 5 — Niemiec,
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Dla kolumny d; 4 (zwierzgta) :

1 —koty, 2 — ptaki, 3 — psy, 4 — konie, 5 —ryby,

Dla kolumny d; 5 (papierosy) :
1 — Malboro, 2 — Rothmans, 3 — Pall-Mall, 4 — Philiip Moris, 5 — Dunbhile,
W oparciu o te informacje sformutowana zostata reprezentacja wiedzy:

KB=<U, W, Y, Re>

gdzie: U, W, Y={1, 2,...; 8},

u = (d;,, daa, dso dy, ds;) — zmienne wejsciowe u okreslajace rodzaj napoi,
d1 2, da2, d32,dy 2, ds2 € U,

y = (dys dys ..., dsz, di4 doy, ..., ds4) — zmienne wyjsciowe y okreslajace
narodowos¢ mieszkancoéw i hodowane zwierzeta,

d1,3, d2'3, oos g d5,3, d1,4, dg,4, Goosy d5y4 (S Y,

w= (d;, d>1, ..., ds,d1 5, dos, ..., ds5) — Zzmienne pomocnicze,

d1'1, dgy[, e e djy],d],j, dzyj, ) d5,5 GW,

Re = {(u,w,y): Q(u,w,y) = 1} — relacja okreslajaca zwiazki migdzy zmiennymi
u, w, y. Zbior faktéw: F(u,w,y) = F(d) = {Fi(d), Fx(d), ..., Fs7(d)}, gdzie fakty
reprezentuja nastepujace informacje:

1) Norweg mieszka w pierwszym domu. Informacje w postaci tak sformutowanego

zdania przedstawia si¢ w postaci nast¢pujacego faktu:

Fi(d):(di3=1).

2) Anglik mieszka w czerwonym domu.

Informacja ta interpretowana jest nastgpujaco: Jesli w danym domu mieszka Anglik to

ten dom jest czerwony. Prawda jest rowniez ze: jezeli dom jest czerwony to mieszka

w nim Anglik. Ze wzgledu na to, ze brak jest informacji, o ktéry dom dokladnie chodzi,

zatem sytuacja ta odnosi¢ si¢ moze do wszystkich pigciu. Prowadzi to do opisu

w postaci nastgpujacych faktow:

dla pierwszego domu:

Fy(d): (d;3 =2) < (d;; = 1) to znaczy, ze jezeli w pierwszym domu mieszka
Anglik to ten dom jest czerwony i odwrotnie,
jezeli dom jest czerwony to w tym domu mieszka
Anglik,

dla pozostatych domow:

F3(d): (d23=2) & (d21=1),
Fyd): (d33=2) < (d31 = 1),
Fs(d): (dy3=2) © (dg1 = 1),
Fe(d): (ds53=2) < (ds51=1).
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3) Zielony dom jest na lewo od bialego
Informacja ta prowadzi do nastgpujacych faktow:

F7_11(d)1 (d,;[ = 5) - (d(,-+1),1 = 2) > gdzie i=1,2,.., 4,

4) Palacz Rothmanséw mieszka obok hodowcy kotow.
Informacja ta prowadzi do nastgpujacych faktow:

Fi(d): (d15=2) = (dz4=1),
F13(d)2 (d2,5 = 2) = (d1,4 = 1) \Y (d3,4 = 1),
Fi1id): (d55=2) = (d24=1) v (ds4= 1),
Fi5(d): (dy5=2) = (d54=1) v (ds4= 1),
F16(d)1 (d5,5 = 2) = (d4,4 = 1).

5) Mieszkaniec zéitego domu pali Dunhile.
Informacja ta prowadzi do nastgpujacych faktow:

Fi7.21(d): (di1=3) < (di5=5),gdziei = 1,2, ..., 5.

6) Niemiec pali Marlboro.
Informacja ta prowadzi do nastgpujacych faktow:

F22_26(d)2 (di,3 = 5) = (di'5= 1), gdzie i= 1, 2, sue e 5.

7) Palacz Pall-Malli hoduje ptaki.
Informacja ta prowadzi do nastgpujacych faktow:

Farsi(d): (dis=3) © (diy=2), gdzie i = 1,2, ..., 5.

8) Szwed hoduje psy.
Informacja ta prowadzi do nastgpujacych faktow:

FsosAd): (diy=3) < (di3=4) gdziei=1,2, ..., 5.

9) Norweg mieszka obok niebieskiego domu.
Informacja ta prowadzi do nastgpujacych faktow:

F3s(d): (di3=1) = (d21 = 4),
F3o(d): (d23=1) = (d1,1=4) v (d3,1=4),
Fu(d): (d53=1) = (d21=4) v (dg1=4),
Fu(d): (dy3=1) = (d51=4) v (ds1 = 4),
Fud): (d53=1) = (dy,1 = 4).

10) Hodowca koni mieszka obok z6ltego domu.
Informacja ta prowadzi do nastgpujacych faktow:
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Fy3(d): (d1,4=4) = (d21=3),
Fld): (d24=4) = (d1,1=3) v (d51=3),
Fus(d): (ds4=4) = (d21=3) v (dy1=3),
Fus(d): (dgg=4) = (d51=3) v (ds51=3),
Fyr(d): (ds=4) = (dg1=3).

11) Palacz Philiip Moris pije piwo.
Informacja ta prowadzi do nastgpujacych faktow:

Fyss1(d): (dis=4) & (diz=2), gdzie i = 1,2,..., 5.

12) W zielonym domu pije si¢ kawe.
Informacja ta prowadzi do nastgpujacych faktow:

Fsr6/(d)(d;1 = 5) & (d;2=3), gdzie i = 1,2,..., 5.

13) Dunczyk pije herbate.
Informacja ta prowadzi do nastgpujacych faktow:

Fs26/(d): (di3=3) & (di2= 1), gdzie i = 1,2,..., 5.

Przedstawione dane tworza baze wiedzy, ktorej strukturg zilustrowano na rysunku 3.5.
Odpowiada ona strukturze z rysunku 3.1. W tym kontekscie, problem poszukiwania
warunkéw wystarczajagcych polega na znalezieniu takiej postaci czesci wejsciowej bazy
wiedzy (ktora musi zada¢ uzytkownik systemu wspomagania decyzji), ktéra zagwarantuje,
ze cze$¢ wyjsciowa bazy wiedzy bedzie si¢ charakteryzowata oczekiwang wiasciwoscig
(,,Niemiec hoduje rybki”).

Przyjeto, ze zbior faktow wyjsciowych okreslajacy wilasciwos¢ wyjsciowa: ,,Niemiec
hoduje rybki” ma postac:

Fy(Q) : (d1,3=5) Ad1,4=5) v ([d23=5) A(d24=5) v ... v (d53=5) A (d54=3).

Dla takiej postaci faktu wyjsciowego poszukiwana jest posta¢ faktu wejsciowego Fu(u).
W tym celu nalezalo rozwiaza¢ problem decyzyjny. Postepujac analogicznie jak w przypadku
przykltadu 3.2 wyznaczone zostaly tablice prawdy okreslajace wartosci logiczne zmiennych
d oraz faktu Fy(y). Z tablic tych wyznaczone zostaly postacie zbiorow S,; i S,z zawierajace
takie wartosci zmiennych d;,, ds2, ds2, dy2, dsg, dla ktorych fakt Fy(y) jest odpowiednio
prawdziwy (dla S,;) lub fatszywy (dla S,2). Ze zbioré6w S,;, S.2, Wyznaczony zostat zbibr
warto$ci wejsciowych S, (przedstawiany jako zbior piatek (d; 2, da,2, ds,2, dy 2, ds 2)):

Su = { (4:1 ,59332)3 (5, 1 549332) }‘
Otrzymany zbior jest interpretowany nastepujaco:

Jezeli mieszkancy kolejnych domow pija:
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mleko (dom 1), herbat¢ (dom 2), wode (dom 3), kawe (dom 4), piwo (domS5),
lub
wodg (dom 1), herbate (dom 2), mleko (dom 3), kawe (dom 4), piwo (domS),
to Niemiec hoduje rybki.
Powyzsze rozwigzanie stanowi wigc warunki wystarczajace gwarantujace spelnienie

[ ?Fu(u)? E
ﬁza wiedzy dla zagadki Einsteina v
[ngﬁé Wejéciowa [ NAPOJE j . Fiz Eis, Fro, Fa J

Fs3, Fss, Fsy, Feo, F.s//' / u ﬁ
ﬁzgsé wew%/ \ \ \

[ xoLory ) | NUMERY DOMOW ] L PAPIEROSY |

Fay, Fas, Fayg, Fos i |
Fay, Fas, Fag, Fso
12 15 Fra Fis, Fis

\ Fy, Fs, Fy, Fyo Fs, Fy, K, F
Z

< 7 7
%zgéé wyj$ciowa ' e )

F\JARODOWOSCI }'——* [ ZWIERZETA
\ Fs2 Fi3, Fsa Fis J
]

,.Niemiec hoduje rybki”
Fy(y)

zadanej wlasnosci.

Rys. 3.5. Struktura wzajemnych zwiazkéw migdzy poszczegélnymi zmiennymi w bazie wiedzy zagadki
Einsteina

Uzyskana w przyktadzie 3.3 wlasciwo$¢ stanowi warunek wystarczajacy, spenienie
ktorego gwarantuje istnienie w bazie wiedzy okreslonych, zadanych wiasciwosci.

Poszukiwanie tego typu wlasciwosei jest istotne z punktu widzenia budowy
interakcyjnych systemow wspomagania decyzji. Przedstawiony mechanizm oparty na
metodzie logiczno-algebraicznej, moze by¢ wykorzystywany do poszukiwania warunkow
wystarczajacych gwarantujacych istnienie odpowiedzi na zadane przez uzytkownika pytanie.
Wyznaczanie warunkoéw wystarczajacych w oparciu proponowang metodyke mozliwe jest
w przypadku, gdy posiadana wiedza o obiekcie, (przedsigbiorstwo, sie¢ transportowa, itp.)
w kontekscie ktérego prowadzone jest wspomaganie decyzji, moze by¢ reprezentowana
w postaci reprezentacji wiedzy KB (3.3) odpowiadajacej strukturze bazy wiedzy z rysunku
3.1. W przedstawionym podejsciu trudnym zagadnieniem jest rozwigzanie samego problemu
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decyzyjnego (ktérego wynikiem sa poszukiwane warunki wystarczajace). Okazuje sig,
ze dostepne metody rozwiazywania ukladow réwnan (3.5), (3.6) charakteryzujg si¢
zlozonoscia wykladnicza [38]. Stad tez powstaje potrzeba poszukiwania efektywnych strategii
ich rozwigzywania.

3.1.3. Schematy faktow

Przy rozwigzywaniu praktycznych problemdw istotne jest to by opis obiektu w postaci
zmiennych decyzyjnych i relacji moc wyrazi¢ w postaci zbioru faktow F(u,w,y). Okazuje sie,
ze w wielu przypadkach struktura obiektu charakteryzuje si¢ pewnymi regularno$ciami
pozwalajacymi zaliczy¢ ja do okreslonej klasy. Regularnosci te mozna uchwyci¢ pewnymi
strukturami, tzw. schematami faktow Fp. Regularnosci moga dotyczy¢ na przyklad
zachowania obiektu i wyr6znia¢ pewne powtarzajace si¢ w czasie (i/lub przestrzeni)
elementy. Schematy faktow Fp moga by¢ budowane automatycznie, tworzac zbiory

sparametryzowanych zdan logicznych:
Fp(u,w.y, pr) = {Fp i(u, w, y, pr), Fp 2(u, w, ¥, pr), ..., Fp, kpn(u, w, y, pr)},

gdzie: u = (Us, Uz, oo 5 Uky) s W = (Wi, W2y oo s W)y ¥ = (V1 V25 -.. » Vi) — Zmiennne

wejsciowe, wewnetrzne i wyjsciowe,

pr=(pri, pra, ... , Prw) — ciag parametrow,

K(pr) — funkcja, ktérej wartos¢ okresla liczbg faktow wchodzacych w sktad zbioru

Fp(u, w, y, pr), w zaleznosci od wartosci parametow pr.

Fpi(u, w,y, pr) — sparametryzowany fakt, zdanie logiczne opisujace relacje migdzy

zmiennymi u, w, y, w zaleznosci od wartosci parametrow pr.

Parametry stanowig te zmienne decyzyjne obiektu, ktére charakteryzuja wystepujace
w nim regularnosci. Wartosci parametrow wplywaja na wartosci zmiennych decyzyjnych,
stosowane operatory logiczne, posta¢ funkcji zdaniowych, a takze na liczbe faktéw
opisujacych obiekt. Ogdlna postaé sparametryzowanego faktu Fp,(u, w, y, pr) jest nastepujaca:

Fpi(u, w, y, pr) = op1(pr){ op2pr){ ..., opi(pr){ vo(u;w.y.pr) , v(uwypr) } .3}, (3.8)
Opk(pr){ see s Opr(pr){ Uj(uawayapr) D Us(u,w,y,pr) } }} }a

gdzie: opipr){b, ¢} — funkcja wiazaca formuty b, ¢, operatorem logicznym (A, v, =, &),
ktorego rodzaj jest zalezny od wartosci parametréw pr. W szczegélnosci dla
operatora negacji (—) funkcja ma postaé: op(pr){b}, funkcja okresla wystgpowanie
operatora negacji w formule b,
viu,w,y,pr) — funkcja zdaniowa okreslajaca posta¢ formuly elementarnej o;
w zaleznosci od wartosci parametrow pr.

Schematy faktéw odgrywaja istotna rol¢ przy budowie reprezentacji wiedzy.
Dostrzezone przez projektanta systemu regularnosci obiektu pozwalajg na opis wiedzy
wpostaci sparametryzowanych zdan logicznych. Taka posta¢ faktéw umozliwia
automatyczne generowanie reprezentacjii wiedzy KB w zakresie klasy obiektow
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charakteryzujacych si¢ wspolnymi regularno$ciami. Raz zrealizowany schemat faktow moze
byé wykorzystywany wielokrotnie dla réznych wariantdw zachowania sig obiektu.
W zaleznosci od wartosci parametréw pr schemat faktow wykorzystywany jest w réznych
problemach charakteryzowanych tym samym zbiorem ogélnych zasad. Schematom faktow
stawiany jest warunek by w pelni odwzorowywaty natur¢ problemu. Ponizej przedstawiono
przyktad specyfikacji schematu faktow Fp dla klasycznego problemu magazynowania.

Przyklad 3.4. Problem skladowania

Przyktad ma na celu ilustracj¢ specyfikacji problemu sktadowania. Dany jest samochod
o okreslonej powierzchni tadunkowej przewozacy towary produkowane w pewnym
przedsigbiorstwie. Towary sa przewozone w kontenerach w ksztalcie prostopadioscianow.
Ze wzgledu na rodzaj przewozonego towaru kontenery nie moga by¢ ukladane jedne na
drugim. Nalezy odpowiedzie¢ na pytanie: Czy zadana partia towaréw moze zostac
przewieziona w jednym transporcie? Jezeli tak, to w jaki sposob ulozyc kontenery
w samochodzie?
Na rysunku 3.6 przedstawiono przestrzen tadunkowa oraz kontenery (widok z gory).

Powierzchnia ladunkowa

samochodu Partia towarow

rx;

»
ey
A

w

ry;

Yi

Xy

Ry

S i LN O R S LN LN R
W

01 2 3 4 5 6 7 89

Rx

Rys. 3.6. Powierzchnia tadunkowa samochodu, partia przewozonych towaréw

Rozmiar powierzchni tadunkowe;j (ksztalt prostokatny) jest opisany przez wielkosci Rx
iRy, okreslajace kolejno szeroko$¢ i dhugos¢ powierzchni. Poszezegélne kontenery
opisywane sa przez wielkosci y;, x;, bedace wspotrzednymi polozenia lewego dolnego rogu
i-tego kontenera, oraz przez wielkosci rx;, ry;, okreslajace rozmiar i-tego kontenera (dtugosé
i szerokos¢). Ponadto kazdemu kontenerowi przypisywany jest binarny parametr orientacji o;,
okreslajacy orientacje utozenia kontenera (wzdhuz krawedzi pionowej, lub wzdtuz krawedzi
poziomej powierzchni tadunkowej). Nalezy podkresli¢, ze wszystkie wielkosci sg zmiennymi
dyskretnymi: Rx, Ry, yi, Xi, i, 1Vi € N.

W rozwazanym problemie przyjeto nastgpujace wartosci parametrow (wyrazane
w umownych jednostkach dlugosci ujd):

Rx =10, Ry =10,
y1=4,X1=4, y2=4,x2=2, y3:2,X3:4, y4:4,X4=4, y5=2,X5:6.
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Wymagane jest by przy ukladaniu pigciu konteneréw zawsze spetnione byly
nastgpujace ogdlne zasady:

1) Kontenery nie moga zachodzi¢ na siebie nawzajem - wspdlrzedne potozenia
konteneréw powinny by¢ tak okreslone by prostokaty reprezentujace poszczegdlne
kontenery nie mialy czgsci wspdlnych.

2) Kontenery nie moga przekracza¢ granic powierzchni tadunkowej - wspoirzedne
potozenia konteneréw powinny by¢ tak okreslone by prostokaty reprezentujace
poszczegélne kontenery nie przekraczaly krawedzi prostokata reprezentujacego
przestrzen tadunkowa.

Tak zdefiniowany problem nalezy wyrazi¢ w terminologii metody logiczno-
algebraicznej. W tym celu przedstawione powyzej ogolne zasady zapisano w postaci
sparametryzowanych zdan logicznych. Sformutowane fakty powinny gwarantowaé, ze dla
kazdego kontenera bez wzgledu na jego orientacje i potozenie w przestrzeni przedstawione
zasady beda zawsze spetnione. Przyjety zbior faktéw ma postaé:

Fp(x,y, rx, ry, Rx, Ry,L) = Fpqi(x, y, rx, ry, Rx, Ry,L) U Fp4a(x, y, rx, ry, Rx, Ry,L).
Ad. 1) Fakty odpowiadajace zasadzie 1:

Fpai(x,y, rx, ry, Rx, Ry,L) = {Fu1,/(x, y, rx, ry, Rx, Ry,L), F 41 2(x, y, rx, ry, Rx, Ry,L), ...,
FA/,al(x’ys rxa ’”y; Rxa Rya L) 9 ooy FA/,at+L(xsy> rxa ’”y, Rx3 Rya L)}a

L
gdzie: at = (2] , L =35 — liczba kontenerdw,

Farlx,y,rx,ry, Rx, Ry,L): (xizxj+rx’)) v (zxitrx’)vizyitry)v y2ytry’),
Farae1 (X, , 1%, vy, Rx, Ry,L): [(0x=0) = (rx k= rxiA(rxk=rxp)] v [(ox=1) = (rx k=
rYOATY 'k = rxg],
gdzie: i=1,2,...,L-1; j=i+1,...,L; k=12,...,L,
X7 (X1 X35 000 5 KBS Y= s V25 om0 YEVXW= @VAs T2y v 5 TYE)s 7% = (FXG, 1%y vr s
rx1) — ciagi okreslajace wartosci wspotrzednych kontenerow oraz ich rozmiary,
Rx, Ry — rozmiar przestrzeni tadunkowe;j,
o — parametr orientacji k-tego kontenera,
_|0-orientacja wzdluz krawedzi pionowej
O = {1 - orientacja wzdhiz krawedzi poziome;j’
rx’y, 1y’ — wielko$ci pomocnicze.
Ad. 2) Ograniczenia odpowiadajace zasadzie 2:

Fpaxx, ¥, rx, ry, Rx, Ry,L) = {Fa21(x, y, rx, ry, Rx, Ry,L), ... , Fqr1(x, y, rx, ry, Rx,
Ry,L)},

FAZ,r(x:y: rx,ry, Rxa Ry’L) (xi+ rx’i SR)C) A (yl‘+ ry,,‘ < Ry),
gdzie: i =1,2, ...,L,
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rx’;, ry’;i — wielkosci pomocnicze.

W przyjetym zbiorze faktdw zmienne rx, ry, Rx, Ry, L, sa parametrami, pr = (rx, ry, Rx,

Ry, L), ktorych wartosci wptywaja na posta¢ faktow oraz ich liczbg.
|

Przedstawiony w przyktadzie 3.4 schemat faktoéw Fp z powodzeniem moze zosta¢ uzyty
do specyfikacji wiedzy dla innych probleméw magazynowania. Wystarczy zmieni¢ na
przykiad wartosci takich wielkosci jak L, Rx, Ry, by moc wykorzysta¢ zdefiniowane fakty
w problemach z inng przestrzenig tadunkowa lub inng liczba konteneréw. Jest to podstawowa
zaleta wykorzystywania schematow faktow. W zaleznosci od wartosci parametrow w sposob
automatyczny mozliwe jest wyznaczenie zbioru faktow opisujacych wiedze¢ o obiekcie
i otrzymywaé w ten sposéb reprezentacj¢ wiedzy KB odpowiadajaca temu obiektowi.

Przy projektowaniu systeméw wspomagania decyzji istotne jest zatem posiadanie
reprezentacji wiedzy wyrazonej w postaci schematéw faktow. Stosowanie do opisu wiedzy
schematow faktdéw umozliwi elastyczne dostosowywanie (w obrgbie klasy obiektow
charakteryzowanych. przez parametry pr) postaci reprezentacji wiedzy KB do wymagan
stawianych przez uzytkownika systemu. W ten sposéb, w zaleznosci od wartosci parametrow
pr, otrzymywane sg rézne postacie reprezentacji wiedzy KB, w kontekscie ktérych mozliwe
jest prowadzenie poszukiwania warunkow gwarantujacych istnienie odpowiedzi na zadane

przez uzytkownika pytania.
3.2. Programowanie z ograniczeniami

Programowanie z ograniczeniami (CP), to zbidr technik stuzacych do rozwigzywania
probleméw kombinatorycznych [10], jak np. problemy marszrutowania, magazynowania,
porcjowania, harmonogramowania pracy pojazdéw, itp. Z problemami tymi mamy zwykle do
czynienia przy planowaniu produkcji w przedsigbiorstwach produkcyjnych. Sg to problemy
o charakterze NP-trudnym.

Deklaratywny charakter technik programowania z ograniczeniami oraz mozliwos¢
intensyfikacji probleméw roznej natury, sprawiaja, ze sa one powszechnie stosowane
w systemach wspomagania decyzji.

Rozw6j technik programowania z ograniczeniami doprowadzit do powstania wielu
systeméw $rodowisk programowania z ograniczeniami. W wigkszosci przypadkow
udostepniane  $rodki modelowania ograniczen oraz implementacje mechanizméw
rozwigzywania probleméw oparto o $rodki dostarczane przez popularne jezyki
programowania, np.: Eclipse [56], Chip [78], Ilog [69], Oz Mozart [75]. Dostepne jezyki
programowania  stanowig podstawg wielu komercyjnych systeméw  znajdujacych
zastosowania w transporcie, sporzadzaniu wykazow i planowaniu zadan [37], [39], [71], [85].
Sa stosowane do wspomagania procesow decyzyjnych w przedsigbiorstwach produkeyjnych,
placowkach administracji panstwowej, itp. [82], [101], [5] .

Pierwsza przemystowa aplikacja, wykorzystujaca jezyk programowania w logice
ograniczen Chip (ang. Constraint Handling in Prolog) zostala opracowana dla portu
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kontenerowego HIT w Hong Kongu [67], [81]. Celem jej bylo rozmieszczenie kontenerow
w statkach kontenerowych w taki sposob, aby mozliwie najwigksza liczba kontener6w mogta
by¢ sktadowana na danej powierzchni.

Kolejnym systemem jest GYMNASTE [33], ktory stuzy do planowania dyzuréw
personelu w wielu szpitalach we Francji [81].

Techniki CP sa stosowane w rozwigzywaniu problemoéw zarzadzania personelem
w przedsiebiorstwie telefonii brytyjskiej British Telecom [45], [81]. Telefonia wloska
(ang. Telecom Italia), w celu planowania wszystkich zadaf (okoto 100000 zadan
wykonywanych przez 20 000 technikow) [64], wykorzystuje system kontrolujacy zarzadzanie
personelem. System posiada modut planowania zwany ARCO, ktéry stuzy m.in.
do harmonogramowania pracy technikdow oraz wykorzystuje procedury propagacji
ograniczen.

System LOCARIM zostal opracowany przez firm¢ COSYTEC dla firmy France
Telecom, w celu rozwigzywania probleméw zwiazanych z instalacja sieci telekomunikacyjnej
zespotu budynkow [71], [81].

System PLANETS opracowany zostat przez Uniwersytet Katalofiski w Barcelonie dla
firmy zarzadzajacej sieciami elektroenergetycznymi w Hiszpanii. System ten jest narzgdziem
(bazujacym na technikach CP) do modernizacji sieci elektroenergetycznych i pozwala na
zarzadzanie rozptywem mocy w tych sieciach [71], [81]. Poprzez oddzielenie elementow sieci
(bedacych pod napigciem) od uktadéw sterowania umozliwia on modernizacj¢ i zarzadzanie
sieciami bez przerywania doplywu energii elektrycznej do odbiorcéw (bez przerywania
$wiadczonych klientom ustug).

System FORWARDC jest systemem wspierania decyzji opartym na jezyku Chip,
ktory wykorzystywany jest w trzech rafineriach ropy naftowej w Europie [40], [81]. Ma on na
celu kontrole wszystkich problem6éw planowania w procesie produkcji paliw, poczawszy od
przyjecia surowca, poprzez przetwarzanie, az do koncowego sporzadzenia mieszanki
i dostawy koncowe;j.

System ATS4 opracowany przez firm¢ AMEplus i Politechnike Slaska w Gliwicach
wydziat Automatyki, Elektroniki i Informatyki [101]. System ten jest przeznaczony do
planowania zaje¢ dla duzych organizacji, jest réowniez w pelni dostosowany
do indywidualnych potrzeb uzytkownikéw. Obecnie jest on stosowany do planowania zaje¢
na wydziale Automatyki, Elektroniki i Informatyki Politechniki Slaskiej.

Przedstawione przyktady oraz wiele innych wskazuja na uzytecznos¢ i funkcjonalnosé
narzedzi wykorzystujacych techniki CP do rozwigzywania probleméw w réznych obszarach
dziatalnosci cztowieka. Stanowia przyktady systemow wspomagania decyzji umozliwiajacych

prace z uzytkownikiem w trybie interakcyjnym.
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3.2.1. Problem spetniania ograniczen

Istota metod programowania z ograniczeniami jest rozwigzywanie probleméw
zdefiniowanych jako problemy spelniania ograniczen (PSO). Problem PSO definiuje sig
nastepujaco [29]:

Dany jest skoficzony zbior zmiennych dyskretnych V' = {V;, V2, ... ,Va}, rodzina
dziedzin zmiennych decyzyjnych D = {D; | D; = {d;, d;2, .. ., dy, ... , dim}, i = 1..n} okreslajacych
wartosci jakie moga przyjmowaé elementy zbioru V oraz skoficzony zbiér ograniczen
C={C;|i=1.Lc} wiazacych wartosci zmiennych decyzyjnych. Poszukiwane jest rozwigzanie
badz to dopuszczalne, tzn. rozwigzanie odpowiadajace tym wartosciom, ktore speliniaja
wszystkie ograniczenia (w ogélnosci jest to zbior rozwiazan), badz tez rozwiazanie optymalne
ekstremalizujace funkcje celu okreslong na wybranym podzbiorze zmiennych decyzyjnych.
Przyjeto nastepujaca notacj¢ problemu spelniania ograniczen:

PSO=(V,D), (), (3.9)

gdzie: C; € C jest pewnym predykatem Pi[V4, V, ..., V] zdefiniowanym na podzbiorze zbioru

V'[29].

Do rozwiazywania PSO  wykorzystywane sa Srodowiska programowania
z ograniczeniami  implementujace  podstawowe —mechanizmy  propagacji ograniczen
i dystrybucji zmiennych. Pierwsze narzedzia, ktére shuizyly do programowania
z ograniczeniami, to jezyki zawierajace Prolog, migdzy innymi Chip, Eclipse, Sicstus. Ze
wzgledu na pewne ograniczenia, ktore wprowadza skiadania prologowa rozwinetly si¢ dwie
galezie jezykéw programowania — pierwsza z nich to biblioteki C/C++ (np. Ilog Solver),
a druga to jezyki wspotbiezne (np. Oz Mozart).

Poszukiwanie rozwigzan polega na realizacji propagacji ograniczen i dystrybucji
zmiennych naprzemiennie. Propagacja ograniczen jest jedna z najsilniejszych zalet
programowania z ograniczeniami. Zasada dzialania propagacji jest usuwanie wartosci
z dziedzin zmiennych D, dla ktérych nie spetnione bedzie co najmniej jedno ograniczenie
ze zboru C. Efektywno$é procesu propagacji jest zalezna od rodzaju uzywanego narz¢dzia.
Propagacja ograniczen moze by¢ czgsciowa, to znaczy usuwana jest tylko czes¢ wartosci nie
spetniajacych ograniczen C, na przyklad z dziedzin zmiennych D usuwane s tylko skrajne
elementy. Usuniecie z dziedzin zmiennych D wartoci nie spetniajacych ograniczen C rzadko
prowadzi do wyznaczenia rozwigzania. W sytuacji gdy propagacja ograniczen jest
niewystarczajaca, to znaczy w wyniku procesu usuwania elementéw dziedzin istnieja nadal
wieloelementowe dziedziny D;: 3D, e D:|D,|>1, to w kolejnym kroku realizowany jest

proces dystrybucji zmiennych.

Dystrybucja zmiennych polega na podzieleniu problemu PSO na dwa uzupelniajace si¢
podproblemy, ktére roznia si¢ od podstawowego zbiorami ograniczen [94]. W pierwszym
podproblemie zbiér ograniczen C jest uzupetniany o arbitralnie zadane ograniczenie Cp.
Z kolei w przypadku drugiego podproblemu zbiér ograniczen jest uzupetniany o ograniczenie
—~Cp. Ograniczenie Cp jest heurystycznie wybranym dodatkowym ograniczeniem
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dystrybucyjnym. Najczesciej Cp jest ograniczeniem przypisujacym okreslonej zmienne x;
warto$¢ z zawezonej dziedziny D;. Podproblemy uzupelnione o nowe ograniczenia sg dalej
podawane ponownemu procesowi propagacji ograniczefn. Procesy propagacji ograniczen
i dystrybucji zmiennych s realizowane cyklicznie, az do momentu gdy zostanie znalezione
rozwigzanie dopuszczalne (dziedziny D; wszystkich zmiennych beda zbiorami
jednoelementowymi: VD, eD:”D,.H:l), badz osiagnigty zostanie stan okreslajacy brak

rozwiazania (istnieje dziedzina D; bedaca zbiorem pustym 3D, € D: ||D,|| =0).

Przyklad 3.5. Idea dzialania propagacji ograniczen

Przyktad ma na celu ilustracj¢ mechanizmu propagacji ograniczen. Dany jest problem
PSO = ((V, D), C), gdzie zbiér zmiennych decyzyjnych ma postaé: V' = {V;, V>, V3}, zbior
dziedzin D okreslajacy dopuszczalne wartosci zmiennych V;, V>, V3 ma postaé:
D = {D;, D,, D3}, D; = D, = D3 = {1, 2, 3, 4, 5, 6}. Relacje opisujace zwigzek miedzy
zmiennymi zadane sg zbiorem: C = {C;,C,,Cs3}, gdzie: Cp: Vi 2 Vo +1,Coi Vo2 Vi +2, Cs:
V3 < V; — V. Proces wstepnej (tzn. pierwszej, rozpoczynajacej proces obliczen) propagacji
ograniczen zostal przedstawiony na rysunku 3.7.

Rysunek 3.7 ilustruje kolejne etapy ograniczania dziedzin zmiennych V;, V, V;
w procesie propagacji. W pierwszym kroku propagacji (rysunek 3.7a) w wyniku ograniczenia
C; dziedziny zmiennych zostaja zawezone do postaci: D; = {2, 3,4, 5,6}, D,= {1, 2, 3,4, 5},
Ds;=1{1, 2, 3, 4, 5, 6}. Dziedzina zmiennej z nie zostala ograniczona. Wynika to z faktu, ze
zmienna z nie wystepuje w ograniczeniu C;. Postgpujac analogicznie w kolejnych krokach
przestrzen potencjalnych rozwiazan zostala zwezona poprzez ograniczenia C i Cj Nalezy
zauwazyé, ze w Kolejnych etapach propagacji zawsze usuwane sg tylko skrajne wartosci
zbioréw D;, D, D;. Postepowanie takie prowadzi do sytuacji, w ktore] przestrzen
potencjalnych rozwiazan jest zawsze przestrzenig spojna. Rezultatem koncowym procesu
propagacji sg zbiory D; = {5, 6}, D>= {3, 4}, D3 = {1, 2} (rysunek 3.7c). Zatem przestrzen
z 216 elementdw zostala zredukowana do zbioru zawierajacego 8 elementow.

Proces propagacji okazal si¢ niewystarczajacy do wyznaczania rozwigzania (dziedziny
zmiennych sa nadal wieloelementowe), np. rozwiazanie 5, 3, 2 nie spelnia ograniczen C.
Konieczny wiec okazat si¢ proces dystrybucji. Wynikiem etapu dystrybucji zmiennych sg trzy
rozwigzania dopuszczalne, ktore zilustrowano na rysunku 3.8.
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DI = {1,2a3s4:5’6} D] = {2,3,4,5,6}
D2 = { 1’2’354’5,6} D2 = { 1,2,3,4,5}
D3 = {172’394’516} Dj = {1,2,3,4,5,6}

b)

V3 :

Dl = {2$3’4,5,6}
D,={1,2,34,5}
D3 = {152a314a5’6}

9)

V3

D, = {456} D;={56)}
D, = {345} D,= {34}
D; ={1,2,3} D; = {12}

Rys. 3.7. Ograniczanie przestrzeni rozwiazai w procesie propagacji ograniczefi, a) przestrzefi uzyskana
w wyniku usunigcia wartosci niespeiniajacych ograniczenia C;, b) przestrzei po usunieciu wartosci
niespetniajacych ograniczenia Cj, ¢) przestrzen po usunigciu wartosci niespetniajacych ograniczenia C;
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Rys. 3.8. Rozwiazania dopuszczalne

Wszystkie otrzymane rozwiazania spetniaja zadany zbiér ograniczen C.

Przedstawiony przyktad pokazuje jak efektywny moze byc¢ proces propagaciji
ograniczen (rozmiar przestrzeni zostal zmniejszony 27 razy) oraz jak wazna rolg odgrywa
odpowiedni dobdr ograniczefi.

Przyklad 3.6. Idea dziatania dystrybucji zmiennych

Ponizszy przyktad ilustruje mechanizm dystrybucji zmiennych. Dany jest
PSO = ((V, D), C), gdzie zbiér zmiennych decyzyjnych ma postaé: V = {V,, V,}, oraz zbidr
dziedzin okreSla dopuszczalne wartoSci zmiennych V;, V,: D = {D;, D;}, D; = {1,...,5},
D; = {l1,..,6} Relacje opisujace zwiazek migdzy zmiennymi okreSlone sa zbiorem:
C= {C], Cz}, C]I V1>V2+1, Cz: V1+V2 =6.

Poszukiwanie rozwigzania spelniajacego zadany zbiér ograniczeri sprowadza sie do
przeszukiwania tak zwanego drzewa potencjalnych rozwigzan, ktére stanowi graficzng
reprezentacj¢ procesOw  propagacji ograniczen i dystrybucji zmiennych. Drzewo
potencjalnych rozwigzan odpowiadajace rozwazanemu przyktadowi zostato zilustrowane na
rysunku 3.9.

W przedstawionym drzewie wierzcholki reprezentuja proces propagacji ograniczef,
galezie proces dystrybucji zmiennych, natomiast ksztalt liSci drzewa okreSla istnienie badz
nie, rozwigzania problemu. W pierwszym kroku w wyniku propagacji ograniczefi dziedziny
zmiennych zostaly ograniczone do postaci: V; € {3,4,5}, V, € {1,2,3}. Ze wzgledu na to, ze
otrzymane dziedziny sa wieloelementowe w dalszej kolejnosci konieczna byta realizacja
procesu dystrybucji.
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Propagacja ograniczen C |

T Ve (34,5}, Ve {1,2,3}

Dystrybucja zmiennych —Cp, |
—Cp;: V; #3

Dystrybucja zmiennych Cp; |
CD1I V] =3 1

Propagacija ograniczeri CA(=Cp;) |

Vie {45}, V,e {1,2}

Propagacja ograniczenn CACp; I
sprzeczno$é: V; =3, V, e @

Dystrybucja zmiennych —Cp, |
f —|CD2: V] #4

Dystrybucja zmiennych Cp, |
CDZI V] =4 )

Propagacja ograniczeﬁ CA(=Cp)ACpy ]
rozwigzanie: V; =4, V,=2

rozwigzanie: V; =5, V, =1

Propagacija ograniczenn CA(—=Cp;)A(—=Cpy) <1

Legenda:
. - rozwiazanie nie istnieje (1i$¢ drzewa) ‘ - wezet drzewa
‘ - rozwiazanie istnieje (1i§¢ drzewa)

Rys. 3.9. Drzewo potencjalnych rozwiazar ilustrujace proces propagacji ograniczen i dystrybucji zmiennych

Problem zostal podzielony na dwa podproblemy. W pierwszym problemie zbidr
ograniczeni zostat uzupetniony o ograniczenie Cp;: V; = 3. W wyniku propagacji ograniczen
tego problemu otrzymano pusta dziedzinge zmiennej V, — rozwiazanie nie istnieje. W drugim
problemie zbidr ograniczefi zostal uzupetniony o ograniczenie —Cp;: V; # 3. W wyniku
propagacji ograniczen tego problemu nastgpito dalsze zawgzenie zmiennych, co w kolejnych
etapach propagacji 1 dystrybucji doprowadzilo do otrzymania dwdéch rozwiazan
dopuszczalnych: V; =4, V,=21V;=5,V,=1.

Uzyskane rozwigzania otrzymano po 5 krokach obliczeniowych. Przy czym przez krok
obliczeniowy rozumiany jest wierzcholek drzewa, odpowiadajacy jednokrotnej realizacji
etapu propagacji i etapu dystrybucji. Innymi stowy jeden krok obliczeniowy oznacza proces
ukonkretnienia pojedynczej zmiennej decyzyjne;.

Latwo zauwazyc¢, ze niepusta przestrzeni potencjalnych rozwiazan, uzyskana po procesie
propagacji, nie zawsze gwarantuje istnienie rozwiazania (przypadek otrzymania sprzecznosci
w drzewie z rysunku 3.9).

3.2.2 Zalety i ograniczenia zastosowan technik programowania

Z ograniczeniami

Przy rozwigzywaniu praktycznych probleméw istotne jest to by og6lng wiedze na temat
danego problemu umie¢ wyrazi¢ w postaci zbioru ograniczeri C. Skuteczno$é metod CP
zalezy od sposobu sformutowania zbioru ograniczen. Im zbiér ten jest wigkszy, tym
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skutecznos$é procedur propagacji jest wigksza. Specyfikacja problemu w postaci ograniczen
charakteryzuje si¢ duza elastycznoscia. Jakiekolwiek modyfikacje problemu prowadza
jedynie do konieczno$ci zmiany odpowiedniego ograniczenia i/lub liczby zmiennych oraz
zmiany dziedzin zmiennych. Dlatego tez techniki CP sg bardzo chgtnie stosowane przy
budowie systemow wspomagania decyzji.

Od projektanta systemu wymaga si¢ bardzo dobrej znajomosci, tak i istoty problemu,
jak i znajomosci narzedzi implementacyjnych, ktére w znacznym stopniu ograniczaja
mozliwoséci specyfikacji problemu. Zadanym ograniczeniom stawiany jest warunek by
w pelni odwzorowywaly natur¢ problemu. Ponizej przedstawiono przyktad specyfikacji PSO
dla problemu sktadowania z przyktadu 3.4.

Przyklad 3.7. Problem skladowania — zastosowanie programowania z ograniczeniami

Przyklad stanowi kontynuacj¢ przykladu 3.4. Dla problemu przedstawionego
w przykladzie 3.4. nalezy odpowiedzie¢ na pytanie: Czy zadana partia towaréw moze zostac
przewieziona w jednym transporcie? Jezeli tak, to w jaki sposéb ulozy¢ kontenery
w samochodzie?

W przykladzie 3.4 zaprezentowany zostal schemat faktow opisujacy ogdlne zasady
charakteryzujace problem. Schemat faktow wykorzystany zostal do specyfikacji zbioru
ograniczen C. Przyjeto zalozenie, ze wszystkie fakty wchodzace w sklad schematu Fp sa
prawdziwe, stad tez zbidr ograniczen C jest postaci :

C={ Opai(x,y, rx,ry, Rx, Ry,L) = i, Opax(x, y, rx, ry, Rx, Ry,L) = i}.

gdzie: Qpai(x, y, rx, ry, Rx, Ry,L) = 1 — ograniczenie oznacza, ze wszystkie fakty zbioru
Fpai(x, y, rx, ry, Rx, Ry,L) sa zdaniami prawdziwymi: Qu; (x, y, rx, ry, Rx, Ry,L) = 1,
Ou120x, ¥, rx, ry, Rx, Ry, L) =1, ..., Oa1alx, y, rx, 1y, Rx, Ry, L) = 1,5 Quranil®, ¥,
rx, ry, Rx, Ry, L) = 1. Analogicznie Op42(x, y, rx, 1y, Rx, Ry,L) = 1.
Przyjety zbiér ograniczeh ma zatem posta¢ (analogicznie do postaci faktow
sparametryzowanych):
Cp =Cyq1UCp2
Ad. 1) Ograniczenia odpowiadajace zasadzie 1:

L
Ci={Ci1.1,Ci12... s Crats ... .Crarr }, gdzie: at :(2) , L =5 - liczba konteneréw

Cir: izx+rx)vgzxtr)vizy+ry)vzytryi)=1,
Cyr: [(0x = 0) = (rx k= rx)n(rx k= rx)] Vv [(0k = 1) = (rx ks = ry)A@Ey ' = rxp)] =1,
gdzie: i=1,2,...,L-1;j=i+1,...,L; k=12,...L,

oy — parametr orientacji k-tego kontenera,

0 - orientacja wzdtuz krawedzi pionowe;j
= {1 - orientacja wzdtuz krawedzi poziome;j ’
rx’r, 1y 'x — wielkosci pomocnicze.
Ad. 2) Ograniczenia odpowiadajace zasadzie 2:
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Ca2={C21, C22,... , C2o. },

Cor (xi+ xS Rx) A (yi+ 1y’ i < Ry) =1,

gdzie: i = 1,2, ...,L,

rx’;, ry’; — wielko$ci pomocnicze.

W oparciu o wyznaczony zbiér ograniczei C sformulowana zostala postaé problemu
spelnienia ograniczen:

PSO =((V, D), C),
gdzie: V=V,0V,UV,,

Ve=A{xp, x2, ..., x}h, Vy=A{yn, y2, ... , 31}, Vo= {01, 02, ... , 0} — zmienne decyzyjne
reprezentujace wspoirzedne potozenia konteneréw oraz ich orientacje,
D = D,uD,UD,,

Dy = {Dyy, Dy, ..., Dyr }, Dy = {Dyy, Dy, ..., Dy}, Dy={Dy 1, Dy2, ..., Dor} —
dziedziny zmiennych decyzyjnych, D,; = {0, 1, ... , Rx-1}, D,; = {0, 1, ... , Ry-1},
D,i={0,1},
C = C41 U Ca2— przyjety zbidr ograniczen na zbiorze zmiennych V,, V,, V.
W wyniku rozwigzania powyzszego problemu PSO wyznaczane sg warto$ci zmiennych
Vi, Vy, Vo, dla ktérych speinione sa przyjete ogélne zasady rozmieszczania konteneréw.
Uzyskane rozwiazanie stanowi odpowiedZ na pytanie postawione na wstepie przyktadu.
Przyktadowe rozwiazanie dopuszczalne (wyznaczone przy uzyciu Srodowiska
programowania z ograniczeniami Oz Mozart) zostato przedstawione na rysunku 3.10.
Wyznaczone wartoSci zmiennych decyzyjnych rozwiazania z rysunku 3.10 maja postac:

V,=(0,0,2,4,2),V,=(1,5,5,1,7),V,=(0, 0, 0, 0, 0).

OdpowiedZ na zadane pytanie jest wigc pozytywna, a otrzymane wartosci zmiennych
okreslajg w jaki sposéb utozy¢ kontenery w samochodzie Do jego wyznaczenia konieczna

byta realizacji 27 krokéw obliczeniowych.
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Rys. 3.10. Rozmieszczenie konteneréw, drzewo potencjalnych rozwiazan uzyskane w srodowisku Oz Mozart
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Przedstawiony problem ilustruje podstawowa zalet¢ technik programowania
z ograniczeniami — deklaratywno$¢. Rozwigzanie problemu magazynowania sprowadzilo sig
do specyfikacji odpowiedniego zbioru ograniczen C i rozwigzania go poprzez zastosowanie
rutynowych mechanizmoéw (propagacji i dystrybucji). Wyznaczony zbidr ograniczen stanowi
reprezentacje schematu faktow Fp w terminologii PSO.

Analogicznie do schematu faktéw, otrzymany zbiér C, jest sparametryzowanym
zbiorem ograniczen: Cp = {Ci(pr), Ci(pr), ... , CJApr)}, gdzie Ci(pr) oznacza i-te
ograniczenie, ktdrego posta¢ jest zalezna od zbioru parametrdw pr = {pr;, pra, ..., pr; }.
W ogélnosci Cp jest definiowany jako zbiér ograniczen w postaci sparametryzowanych
faktow, ktorym przypisuje si¢ wartosci logiczne 1:

Cp={ Op(uwy, pr)=1}, (3.10)

gdzie: Qp(u,w.y, pr) = 1= ograniczenie oznacza, ze wszystkie fakty zbioru Fp(u,w,y, pr) sa
zdaniami prawdziwymi (warto$¢ logiczna faktow réwna jest 1): Ops(u, w, y, pr) = 1,
Op2u, w,y, pr) =1, ..., Opken(t, w,y, pr) = 1.

Schematy ograniczen Cp moga réwniez by¢ uzywane do budowy réznych odmian
probleméw PSO. W takich przypadkach schematy ograniczen Cp stanowig opis cech
i wlasnosci charakterystycznych dla opisywanych odmian PSO co pozwala na sprowadzenie
tych probleméw do klasycznej postaci PSO. Przykladem takich problemoéw moga by¢, tzw.
dynamiczne problemy spelniania ograniczen [53], jak tez i inne odmiany rozmytych
probleméw spetniania ograniczen [36], [49], [66].

W dalszych rozwazaniach przedstawiono sposéb w jaki, za pomocg wykorzystania
odpowiedniego schematu ograniczel, mozna rozwigzywa¢ problemy o rozmytych zmiennych
decyzyjnych.

W odroznieniu od klasycznych propozycji formulowania PSO [29], [53], [81]
proponowane sformutowanie Rozmytego Problemu Speliania Ograniczen (RPSO)

obejmuje.
RPSO=((V;, D), C), (3.11)

gdzie: V,= {V,1, Vs.25..sVn}, 2biér zmiennych decyzyjnych rozmytych,
V, ;i — zmienna rozmyta zdefiniowana w postaci zbioru rozmytego [65]:
Vii= {(i(v), v )}, VveD,,
wi(v) — funkcja przynaleznosci przyporzadkowuje kazdemu elementowi v pewng
warto$¢ ze zbioru [0,1], t(v): D,,;— [0,1],Vv € D,
D, = {D,; | i = 1.n} — rodzina dziedzin zmiennych decyzyjnych, D,; dziedzina i-tej
zmiennej decyzyjnej bedaca podzbiorem liczb rzeczywistych: D, R,
C={C;|i=1.Lc} — skonczony zbiér ograniczen bedacy predykatem opisanym na zbiorze
zmiennych rozmytych.
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Rozwigzaniem tak zdefiniowanego rozmytego problemu spelniania ograniczen (RPSO),
jest taka posta¢ rozmytych zmiennych V, dla ktérych wszystkie ograniczenia ze zbioru C
spetnione sg w zadanym stopniu pewnosci.

Opisanie zmiennych V, poprzez funkcje s(v) pozwala na przypisywanie im wartosci
niepewnych w postaci: ,,okoto 4”, ,,wydaje mi si¢, ze okoto 27, ,migdzy 3 a 47, itp. Zbior
ograniczen jest zbiorem relacji opisujacych zwiazki miedzy poszczegdlnymi zmiennymi
rozmytymi, ktéorym dodatkowo przypisany jest okreslony stopien pewnosci. Ponizej
przedstawiono przykladowe ograniczenia dotyczace zmiennych rozmytych 4, Bi E

Cr.(A4+B=E) =1,
C: (E=,,0kolo 5”)=1,
Cs: (B =,,0kolo 2”)=1.

Wszystkim podanym ograniczeniom nadano stopien pewnosci 1, jednak w wielu
praktycznych przypadkach stopiefi pewnosci moze by¢ z przedziatu [0,1]. Poszukiwanie
rozmytej wartosci zmiennej 4, dla ktdrej ograniczenia C;, C», C3 sg spelnione daje wynik
w postaci A = ,,okoto 3”. Ze wzgledu na to, ze wyrazenie ,,0kolo” nie jest jednoznaczne, to
tego typu wynik moze by¢ interpretowany na wiele sposobow. Liczba interpretacji jest
zalezna od liczby postaci funkcji przynaleznosci z4(v) (w ogoélnosci jest ona nieskonczona).
Liczba ,o0kolo 3” moze by¢é wyrazona w postaci funkcji trojkatnej, gaussowskiej,
parabolicznej, itp. Zatem poszukiwanie rozwigzania problemu rozmytego RPSO moze
odbywa¢é si¢ tylko w kontekscie pewnej przyjetej interpretacji / lub zbioru interpretacji
{I1, Iy ..., Ijn}.

Interpretacja I; = {4 1(v), ti2(v), ..., in(v)} jest zbiorem funkcji przynaleznosci, gdzie
Hi/(v) jest funkcja przynaleznosci j-tej zmiennej decyzyjnej w i-tej interpretacji. Okreslona
interpretacja jest zwykle zadawana arbitralnie.

Przyklad 3.8. Ilustracja réznych wariantéw interpretacji /

Przyktad ma na celu ilustracj¢ réznych interpretacji / dla okreslonej zmiennej rozmytej.
Dana jest zmienna 4 o charakterze rozmytym, dane jest ograniczenie okreslajace wartos¢
zmiennej: A jest okoto 5. Na rysunku 3.11 przedstawione zostaly mozliwe interpretacje

zmiennej 4.
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Rys. 3.11. Przyktadowe interpretacje zmiennej A okreslajace posta¢ funkcji przynaleznosci u,(v), a) funkcja
trojkatna, b) paraboliczna, c) gaussowska

Na rysunku 3.11 zostaly przedstawione przykladowe funkcje przynaleznosci zmiennej 4.
Zbior interpretacji jest postaci: I = {I}, I, I3}, gdzie I; = {ptai(v)}, L= {p1a2(V)}, I3 = {pa3(v)}
Przedstawione funkcje przynaleznosci odpowiadaja kolejno funkcji: trdjkqtnej, parabolicznej
i gaussowskiej. W zaleznosci od potrzeby zmienna 4 moze by¢ wyrazona w postaci
okreslonej interpretacji.

L]

Ze wzgledu na brak metod i narzedzi, ktore pozwolityby na bezposrednig
implementacje i rozwigzywanie tego typu probleméw spelniania ograniczen zaproponowano
podejscie polegajace na transformacji RPSO do klasycznej postaci PSO.

W szczegdlnosci, funkcja przynaleznosci ;(v) nalezaca do interpretacji [; jest
opisywana przez zbior parametrow {ay, ayz,..., Az} uij» NP. funkeja liniowa 4,(v) = agv + ay2
opisywana jest przez parametry az, as2. Parametry {ay;, a2, ... , Gz} iy Okreslaja wlasnosci
zadanych funkcji przynaleznosci.

Rozwiazaniem rozmytego problemu speiniania ograniczen sa takie postacie zbiorow Vy,
ktore spetniaja w zadanym stopniu ograniczenia ze zbioru C. Poszukiwanie zbiorow V),
sprowadza si¢ zatem do wyznaczania postaci funkcji przynaleznosci 44,(v) w kontekscie
arbitralnie zadanej interpretacji [ Jezeli funkcja g4,(v) moze zosta¢ opisana zbiorem
parametrOw {ars, as2, ... » Az} siy» 10 Wyznaczenie postaci zbioru V;; polega na wyznaczeniu
wartosci parametréw funkcji 4,(v) reprezentujacej ten zbidr. Zakladajac, ze parametry
{ar, arz, ... , agb iy Przyjmuja tylko wartosei dyskretne rozwigzanie rozmytego problemu
spetniania ograniczef sprowadza si¢ do rozwigzania odpowiedniego problemu PSO bedacego
,,0strg” reprezentacja rozwazanego problemu.

PSO stanowi opis problemu w kontekscie parametrow {az;, azz, ... , Gz} iy 1 zadanej
interpretacji. Ze wzgledu na to, ze jednemu RPSO, w zaleznosci od przyjetej interpretacji 7,
moze odpowiadaé wiele postaci PSO, zatem problemy te oznaczane beda indeksem
interpretacji, ktorej odpowiadaja: PSOj;.
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Przyklad 3.9. Transformacja RPSO do PSO

Przyklad ma na celu ilustracj¢ transformacji RPSO do klasycznej postaci problemu
spetniania ograniczen PSO.
Dany jest rozmyty problem spetniania ograniczen postaci:

RPSO = ((V;, D,), C)),

gdzie: V, ={4, B, E} — rozmyte zmienne decyzyjne opisane odpowiednio funkcjami
przynaleznosci 144(v), pup(v), pe(v),
D, ={D, 4, D, , D, } — rzeczywiste dziedziny zmiennych decyzyjnych,
C = {C;,C,,C3}— zbidr ograniczen postaci:
Ci:(A4+tB=E)=1,
C;: (E = ,,0kolo 5”) =1,
Cs: (B = ,,0kolo 2”) =1,
Przyjeta interpretacja I, ktora zaklada, ze zmienne 4, B, E, sa opisane w postaci funkeji
trojkatnej (rysunek 3.12):

I = {1.4(V), p1,8(v), p1,E(V)},
gdzie:
0 dlavela,.a,;]

4 9

Ky 4(V) =1 dlavelay,.a.,,]l,

Au, =gy Ao~ Ay,

-V a
& JA4,3

A3 ~ A2 Gz~

dlave[a/w,aﬂj]

L
11.5(v), 1 £(v) — definiowane sg analogicznie do £ 4(v).
W przyjetej interpretacji zdefiniowane funkcje przynaleznosci sa opisane parametrami:

1140V {as, 15 Qg 25 Apa 3} a5 1a,8OV): a1 A2, B 3} 1,85 1, V)Y 15 OfE 2, OfE 3}l E -

Przedstawione parametry opisuja trojkatne funkcje przynaleznosci (zgodnie z notacja
rysunku 3.12).

57



o
v

0 2 3 6

ay,i Q4,2 Qa3

Rys. 3.12. Przyktadowa trojkatna funkcja przynalezno$ci u(v) opisana parametrami {azy ;, a2 A3} 4

Problem RPSO w kontekscie interpretacji /;, reprezentowany jest przez problem PSO;
definiowany nastgpujaco:

PSOy; = ((a",D"), C"),

gdzie: d' = ayL apL ag,
ap={ a1, A2, A3}, s = {apm.1. Ap2> A 3} A= (G152, AfE3)
D" =D4uDg UDg, Dy ={Dy41, D42, D43}, Dp = {Dg1, Dp2, D3}, De = {Dg1, D>,
Dg 3}.

W przedstawionym problemie zmienne decyzyjne a" sa parametrami funkcji
przynaleznosci. Dziedziny zmiennych Dy, Dp, Dr,; stanowig dyskretne podzbiory dziedzin
D, 4, Dyp, D,g. Ograniczenia c’ = {C M, 5"y stanowig reprezentacje ograniczen
C = {C,C2,Cs} w kontekécie dzialan na trojkatnych zbiorach rozmytych (przyjetej
interpretacji 1;) [65]. Opisuja relacje zachodzace migdzy parametrami trojkatnych funkcji
przynaleznosci przy wykonywaniu dziatan arytmetycznych takich jak dodawanie,
przypisywanie wartosci, itp. Zgodnie z [65] przyjmujg one postac:

C' i (amy + ami=ag) Aapz + ap2=arc2) Aaps + ams=ags) =1,
C (ami<am2) A (amz2 = 5) Aagz<ams) =1,
C3” : (aﬂ;J < afB,z) A (a/B'z =2) /\(aﬂg,2< afB,3) =1.

Rozwiazanie problemu PSO;; wiaze si¢ z wyznaczeniem takich wartosci parametrow ay,
ap, ag, ktore spelniaja ograniczenia C". Znajac wartosci parametrow ay, asm, as, mozliwe jest
zatem, w oparciu o funkcje g 4(v), p1,8(v), pu,e(v) okreslenie postaci zbiorow 4, B, E, dla
ktorych spetnione sg ograniczenia C.

[
Przedstawiona na powyzszym przykladzie koncepcje transformacji rozmytego
problemu spetniania ograniczen RPSO do postaci problemu speiniania ograniczen PSOy;,

zilustrowano na rysunku 3.13.
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Nalezy podkresli¢, ze transformacja problemu RPSO do postaci PSO;; odbywa si¢ przy
zalozeniu, ze dla funkcji przynaleznosci wynikajacych z przyjetej interpretacji istniejg
dyskretne parametry a" opisujace te funkcje.

RPSO=((V», D), C)

A \

PSSOy =((a™", D'™, Cla
PSOy, =((d", D'y, '™ ran » )

PSO]2 :((al2’ DI2), CIZ)

Legenda:
RPSO —rozmyty problem PSO,
I; — i-ta interpretacja,

PSO; — PSO odpowiadajacy interpretacji /i.

Rys. 3.13. Transformacja problemu RPSOy do probleméw PSO w kontekscie zalozonego zbioru interpretacji /

Przyklad 3.10. Problem skladowania — podejScie rozmyte

Przyktad ma na celu ilustracj¢ rozwigzania problemu sktadowania z przyktadu 3.4. przy
zalozeniu, Ze jest to problem o charakterze rozmytym.

Dany jest problem skladowania opisany w przykladzie 3.4. Nalezy odpowiedzie¢ na
pytanie Czy zadana partia towaréw moze zosta¢ przewieziona w jednym transporcie? Jezeli
tak, to w jaki sposob ulozy¢ kontenery w samochodzie?

Poszukiwanie odpowiedzi na powyzsze pytanie sprowadza si¢ do wyznaczenia
wspétrzednych polozenia konteneréw x;, y;, jednak w tym przypadku poszukiwane
wspodtrzedne traktowane sa jako zmienne rozmyte definiowane w postaci:

Xpi = {(trxi(v), v )}, v € Dryiy

Y.i= {(t3v), v)}, v € Dpy.
Zazwyczaj W potocznym rozumowaniu polozenie konteneréw okreslamy w sposob
nieprecyzyjny np. ,,umie$¢ paczke okoto 0,5 metra od sciany”
Ponadto, w odroznieniu od przykladu 3.4 przyjeto stala orientacje konteneréw zgodng
z rysunkiem 3.4. Pozostale parametry s takie same jak w przyktadzie 3.4.

W rozwigzywanym przypadku ogoélne zasady ukladania kontenerow nalezy wyrazié
w terminologii rozmytego problemu spetniania ograniczen. Rozwazany problem jest postaci:

RPSO =((Vs, Dy), C),

gdzie: V, =V, U V,, — zbiér rozmytych zmiennych decyzyjnych, V. = {X,;, X2, ..., X1},
Vipg="4Xet;s Yoy eoea Xz }s

D, = D, U D,,— zbi6r dziedzin zmiennych decyzyjnych rozmytych, D,x = {Dx1, Dx,

eves Dx 1}y Dxri = [0, Rx]; Dyy={Dyri, Dys2, ..., Dy },Dy,ri = [0, Ry],
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C = Cy; v Cy — zbior ograniczen na zbiorze zmiennych decyzyjnych rozmytych V.,
Vey-
Przyjety zbior ograniczen ma postac:
C=Cy1V Cy2,
Ad. 1) Ograniczenia odpowiadajace zasadzie 1:

. é
Cu={C11,Cir2...,Crat }, gdzie: at =[2J ,

Cir: Ki2Xojtm)v X, 2Xtrm)yv Yzt yv 2z Y try)=1,
gdzie: i=1,2,...,L-1;j=i+l,...,.L ,
Ad. 2) Ograniczenia odpowiadajace zasadzie 2:
Ciz=4C21,Ca2: ... s €21 } 5
Cor (Xitrxi<Rx) A (Yyi+ryi<Ry) =1,
gdzie: i = 1,2, ...,L.
Odpowiedz na wczesniej zadane pytanie sprowadza si¢ do rozwigzania RPSO, czyli
wyznaczenia takiej postaci rozmytych zmiennych V., V,,, dla ktérych ograniczenia C nie sg
sprzeczne. W tym celu, RPSO transformowane jest do postaci PSO;;. Przyjeta interpretacja /;,
zaklada, ze zmienne X, ;, Y,;, sa opisywane za pomoca tréjkatnych funkcji przynaleznosci
(analogicznie jak w przyktadzie 3.9, rysunek 3.12). Funkcje przynaleznosci s4,x(v), tyi(v), sa
zatem reprezentowane przez trojki: {ap i, iz axi3} i {amin, A,z Az} yie
Transformacja RPSO do odpowiadajacego mu PSO; determinuje koniecznosé
wyrazenia zbioru ograniczen C, (okreslonego dla rozmytych zmiennych decyzyjnych),
w postaci zbioru ograniczen C"" (okre$lonego dla dyskretnych parametréw funkcji
przynalezno$ci). Dla wyrazen logicznych wykorzystywanych w ograniczeniach zbioru C
przyjeto nastepujacg interpretacje.
Stopien spetniania W, e [0,1] wyrazenia logicznego postaci: 4 v B, gdzie 4, B, to
funkcje zdaniowe opisane na zmiennych rozmytych, jest wyznaczany z zaleznosci [25]:

W,=Wys+Wp-WpWy,

gdzie: W4, Wp — stopnie spelnienia relacji 4, B, Wy, Wp € [0,1].
Analogicznie stopien spelniania W, e [0,1] wyrazenia logicznego postaci: 4 A B, gdzie 4, B
to relacje opisane na zmiennych rozmytych, jest wyznaczany z zaleznosci [25], [65]:

W,=WpWy,

gdzie: W, Wp — stopnie spetnienia relacji 4, B, W4, Wp € [0,1].

Stopien spetnienia relacji 4 postaci: (V,,; < V,2), gdzie: V5,1, V5,2 to trojkatne zmienne rozmyte
opisane parametrami  {am,1;, a2 awusiuvs G2, am2 G, 23}uv2 jest wyznaczany
z zaleznosci:
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0 gdy:ay ,>ay p1ay ,, >ay,

a —a
_ wv,23 V.1
WA =9

gdy:apy ,>apy piag ; <agy,
A3~y Ty 1 —Ap

1 gdy : Ap 1y <A

W oparciu o zdefiniowane zaleznosci sformulowany zostal zbior ograniczen c.

Przyjete ograniczenia opisuja relacje zachodzace miedzy parametrami trojkatnych funkcji
przynaleznosci:

1 1 11 I 11
=", C s C iy o €12}

Ad.1) Ograniczenia okreslajace stopien spetnienia Wx;; wyrazenia (X;,; > X, + rx;):
Lo

Clirr [(afx,jz >ap) Ny > ) = (fo,j' = 0)]= L.

I . an,'3_(a/X, g trx;)
Cly @y ;> ap )Ny <ap )= | Wx, = ’ Lo : =1,

Apis ~Api2 T 2 = Ay i

C”L"’: [(a]X,jZ ~ an,iZ) = (Wxi, = 1)]: 1

J

Ograniczenia okreslajace stopien spetnienia Wx;; wyrazenia (X2 X+ rx;):
I

C s [(a_/X’,Z >ap Ny, >ay )= (ij,,. = 0)]= 1

a_/X,j3 - (afx,il + rxi)

Apy 3~ j2 T px i =gy i

L,
C* i @i > g )N <ay ;)= | Wx;; = =1,

f S

c Lr7: [(an,iz < a_/X,jZ) - (ij,i = 1) =1

Ograniczenia okreslajace stopien spetnienia Wy;; wyrazenia (¥, > Y, + ry)):
I S

CI 1,r8- [(aﬂ/,jz > aﬂ/’iz) AN (aﬁ,’j, > aﬂ,)”) = (Wyi,j — O)]: 1 )

i a ,‘3_(a/y,'/+ry')
C1 o @y 2>y )Nay <y )= | Wy, ;= s e L =],

A5 =gy i2+apy =0y

1 .

C" 1 r10: [(aﬂ,jz <ay)=> (Wyi,j = 1)]:1

Ograniczenia okreslajace stopien spetnienia Wy;; wyrazenia (¥, 2 Yyt ry;):
1 .

C" i [(aﬂ,,,.2 >ay )Ny, >ay ;)= (Wyj,, = 0)]=1 ,

Ay 3 =@y +7,)

Ay js ~ Oy 2 T Apyi2 =gy

i

Clirzi(ay ;> ay )Ny, <ay )= | Wy, =
1 .

c’ 1rl3: [(a_,y’,.2 <Ay ;)= (Wyj,,. = 1)]=1

Ograniczenia okreslajace stopiefi spetnienia Wx wyrazenia (X2 X, + %) v (X2 Xy, +
+ 16):
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C" 1 114: Wi + Wi — W ;- Wi = Wi,

Ograniczenia okreslajace stopienl spetnienia Wy wyrazenia (Y, 2 Y,j+ ry) v (Y,;2 Y, +
+ryi)

C”;,,15:Wy,;j + Wy;i - Wy;;-Wy;; = Wy.

Ograniczenia reprezentujace ograniczenie Cj

C”L,M:Wx + Wy- Wy -Wx=1,

gdzie:i=1,2,...,L-1;j=i+1, ...,L.

Ad.2) Ograniczenia reprezentujace ograniczenia Cy,,:

C"or Wapir + 1 < RO A (@i + 1 < RY) A (aiz + i < Ro)] =1,
C"5 2t [(apyir + ryi < RY) A (awiz + i < Ry) A (asvi3 + ryi < Ry)]=1.

Przedstawiony zbiér ograniczen zostal wykorzystany do sformutowania problemu

PSO;, ktéry ma postac:

gdzie:

a” = apx Y ayy,

ax = {ap 11, a2, 13, A2l -+ > ALz}, Ay = {apvi1, Az, i3, A ls ... » Az} —

zbiory zmiennych decyzyjnych,

D = Dx UDy — zbi6r dziedzin zmiennych decyzyjnych, Dx = {Dx ;;, Dx.12, Dx 13, Dx 21,
5 o DX,L3}, Dx,,‘j ={0,1, e Rx-l}, Dy = {Dy,“, DY,12, Dij, ng], iee B Dij},

Dy;;={0,1, ..., Ry-1},

C" - zbi6r przyjetych ograniczen.

Rozwiazujac problem PSO; wyznaczane s takie warto$ci parametrow ayy, ayy, ktére spetniaja
ograniczenia C"". Wartosci parametréw ap, ap, pozwalaja okreSli¢ ksztatty funkcji
przynaleznosci poszukiwanych rozmytych zmiennych decyzyjnych V., V,,. Przyktadowe

rozwigzanie dopuszczalne zostato przedstawione na rysunku 3.14.

Rys. 3.

>
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14. Przestrzeri ladunkowa: a) rozmyte obszary rozmieszczenia konteneréw, b) rozmieszczenie
konteneréw zgodnie ze wskazanymi obszarami

Obszary reprezentujace zaciemnione pola na powierzchni tadunkowej okreslaja miejsce

pofozenia poszczegblnych konteneréw. W przeciwiefistwie do przyktadu 3.4 wyznaczone
wspoéirzedne potozenia konteneréw nie sa warto$ciami ostrymi, dlatego tez prezentowane sg
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graficznie jako rozmyte pola, ktérych ksztalt jest konsekwencja zlozenia dwéch tréjkatnych
funkcji przynaleznoSci. Dla przyktadu zmiennym rozmytym X, ;, Y,;, odpowiada obszar
oznaczony na rysunku 3.14 a) numerem 1. IntensywnoS¢ koloru przedstawionych obszar6w
oznacza stopien przynaleznoSci punktéw powierzchni tadunkowej do zmiennych X, ;, Y,;
(kolor czarny oznacza stopieni przynaleznosci - 1, kolor biaty - 0).

Ulozenie konteneréw zgodnie z rysunkiem 3.14 a) tak, ze lewy dolny rég kazdego
z kontener6w umieszczony jest w centrum odpowiadajacym jego obszarowi, gwarantuje
(stopien pewnosci 1), ze spetnione beda przyjete ogblne zasady rozmieszczania (kontenery
nie nachodza na siebie i nie przekraczaja granic powierzchni tadunkowej). Ustawienie
konteneréow w kazdym innym miejscu, np. w obszarze o odcieniu szaro$ci, zmniejsza
pewnoS¢ (stopieni pewnosci z przedziatu (0,1)), spetnienia przedstawionych ogélnych zasad.

Rozwigzanie zostato otrzymane w wyniku implementacji problemu PSO; w Srodowisku
programowania z ograniczeniami Oz Mozart. Drzewo potencjalnych rozwigzan zostato
przedstawione na rysunku 3.15. Rozwigzanie w postaci parametréw funkcji przynaleznoSci
zostato wyznaczone w wyniku realizacji 497 krokéw obliczeniowych. Kolejno dla zmiennych
rozmytych X, ;, X;.2, X;.3, X,.4, X5, parametry maja postac:

{052,4}/0‘,,(1; {0,294 }/Ir,xl; { 294’6 }/II',XI; {4’6’8 }pr,xl; { 1’355 };lr,xl-
Kolejno dla zmiennych rozmytych Y,.;, Y,.», Y3, Y, 4, Y, 5, parametry maja postac:

{09294}[11‘,)’1; {49678}ﬂr,)’1; {4,6’8 }/lf,y]; {0,2’4}/11‘,)1]; {6,8,10}#,»;1.

Explorer  Move Search Nodes Hide Options

el Time: 62ms (D262 @ 1 [l 244  Depth: 17

Rys. 3.15. Drzewo potencjalnych rozwigzan uzyskane w Srodowisku Oz Mozart. Rozwigzane dopuszczalne
otrzymane po 497 krokach

W przyktadzie 3.10 przedstawiono sposéb budowy ograniczeri dla klasycznej postaci
problemu PSO, tak by méc rozwigzywa¢ réwnowazny mu RPSO. Zdefiniowany zbidr
ograniczen stanowi wigc schemat ograniczen Cp, ktéry odwzorowuje relacje zachodzace
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migdzy zmiennymi rozmytymi w postaci relacji dyskretnych parametréow funkcji trojkatnych.
Podobnie jak w przyktadzie 3.7. zbiér ograniczen jest sparametryzowany, a wiec mozna go
swobodnie stosowa¢ w innych problemach magazynowania.

Budowa schematéw ograniczen pozwala unikna¢ koniecznosci formutowania nowych
ograniczen za kazdym razem gdy nalezy rozwiaza¢ problemy nalezace do tej samej klasy.
Zatem raz zbudowany schemat ograniczen moze by¢ wykorzystywany wielokrotnie
w roznych problemach nalezacych do tej samej klasy.

Do gléwnych zalet technik programowania z ograniczeniami zalicza sie mozliwo$é
deklaratywnej specyfikacji problemdéw, (mozliwe jest budowanie opisow w postaci
schematow ograniczen) oraz wykorzystania jednolitego mechanizmu rozwigzywania opartego
na procedurach propagacji i dystrybucji zmiennych.

Wada tych technik jest ograniczenie si¢ tylko do przestrzeni zmiennych dyskretnych,
przez co w wielu przypadkach (np. problemy rozmyte) nalezy wykorzystywaé (jesli to
mozliwe) do rozwigzywania tego typu probleméw, schematy ograniczen (umozliwiajacych
transformacj¢ problemu do klasycznej postaci PSO).

3.3. Implementacja metody logiczno—-algebraicznej w technikach

programowania z ograniczeniami

Reprezentacj¢ wiedzy KB = <U, W, Y; Re> mozna przedstawi¢ w postaci problemu
spelniania ograniczen PSO [16] (rysunek 3.16). W przypadku problemu PSO
odwzorowujacego reprezentacj¢ wiedzy KB, rolg¢ ograniczen C spetniaja fakty wchodzace w
sktad zbioru F(u,w,y) (charakteryzujacych postac relacji Re), przy czym przyjmowane jest, ze
wszystkie fakty sa zdaniami prawdziwymi. Rol¢ zmiennych V spelniaja zmienne u, y, w.
Dziedziny zmiennych sa okreslone w postaci zbioréow D,, D,, D,. Problem PSO jest
definiowany nastepujaco:

PSO = ((V, D), {Ou,wy)=1}), (3.12)

gdzie: V="Vu U Vwu Py,
Vu = {u, uzy .., i}, VW = {wp, wo, oo, wiwt, Vy = {1, y2, ... , Yiy} — zbiory
zmiennych wejsciowych, pomocniczych i wyjsciowych, reprezentacji wiedzy KB.
D=D,u D, U D,

D, = {Dys, Dy2, - » Dyt Dui= U, Dy = {Dyss D2 .. » Dypw}s Dyi= W,
D, = {Dy;, D)2, ... , Dyi}, Dy = Y — zbiory wartosci dyskretnych zmiennych
decyzyjnych,

Ouwy) = 1 — oznacza ograniczenie, ze wszystkim faktom zbioru F(u,w.y)

przypisywana jest warto$¢ logiczna 1: Q;(u,w,y) = 1, Ox(u,w,y) = 1, ..., Ox(u,w,y) = 1.
Rozwigzaniem tak rozumianego problemu PSO jest zbior wartosci zmiennych u, y, w,

dla ktérych prawdziwe sg wszystkie ograniczenia przedstawiane w postaci zdan logicznych
F(u,w,y). Przedstawione przyktady 3.4 i 3.10 ilustrujag wykorzystanie takiego przeksztalcenia
do poszukiwania odpowiedzi na pytanie dotyczace rozmieszczenia konteneréw
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w ograniczonej przestrzeni ladunkowej. Nalezy zauwazy¢, ze w obu przyktadach koncowe
postacie zbiorow ograniczen (np. po przeksztatceniu rozmytego problemu RPSO do postaci
PSO;;)) maja posta¢ zdan logicznych. Sformulowane problemy PSO, stanowia wigc
reprezentacj¢ wiedzy (KB) zadana w postaci ograniczen.

- <Ua W, Y, Re

Rys. 3.16. Reprezentacja wiedzy KB jako problem PSO

W rozwazanych przykladach nie byto konieczne przedstawianie problemu najpierw
jako reprezentacji wiedzy (KB), nastgpnie wyrazania go w terminach problemu spelniania
ograniczen. Specyfikacj¢ problemu mozna rozpocza¢ od razu od formulowania postaci
ograniczen. Ze wzgledu na ,prostotg” probleméw etap formulowania ogélnej wiedzy
w postaci faktow (zasad uktadania kontenerow) mogt zosta¢ pominigty. Jako odpowiedz na
zadane pytanie nalezato rozwigza¢ odpowiedni problem PSO. W wielu problemach jednak
sama specyfikacja w postaci ograniczen nie jest wystarczajaca.

W wiekszosci przypadkéw, aby moc wykorzysta¢ postaé problemow PSO i technik
programowania z ograniczeniami CP w systemach wspomagania decyzji nalezy posiada¢
wiedze na temat warunkow wystarczajacych, spelnienie ktérych gwarantuje, ze w przestrzeni
potencjalnych rozwigzan istnieja rozwigzania dopuszczalne. Warto zauwazy¢, ze istnieja
problemy, dla ktérych nie jest znana a priori posta¢ zbioru ograniczen, pozwalajaca na
rozwigzywanie problemu bez znajomosci odpowiednich warunkéw wystarczajacych.
Do takich problemow nalezg problemy harmonogramowania pracy wozkow samojezdnych

w systemach transportowych.
Przyklad 3.11. Problem harmonogramowania w systemach transportowych

Dany jest system transportowy zawierajacy poruszajace si¢ wozki i zasoby. System jest
charakteryzowany przez graf (rysunek 3.17) reprezentujacy struktur¢ polaczen migdzy
zasobami i marszruty realizacji operacji na okreslonych zasobach przez poszczegdlne wozki
[50].

Procesy P;, P, P3, Py, reprezentujg ruch poszczegdlnych wozkow, wozki poruszaja si¢
pomiedzy zasobami R;, Rz, R3, R4 Rs, wzdluz okreslonych tras. Woézki realizuja swoje
operacje cyklicznie. Sekwencja P;= (Ro, Rp, ... , R;) okresla kolejnos¢ zasobow, przez ktore
przejezdza wozek. Kazdy zasob R; opisany jest wektorem dostgpu procesow do zasobu
ci= (P, P, ... , Py, ktérego elementy okreslaja kolejnos¢ obstugi proceséw przez i-ty zasob
np. o; = (P, P4) oznacza, Zze na R; jako pierwszy obstugiwany jest proces P; a nastgpnie Py,
os = (P,, P;, P3) oznacza, Ze jako pierwszy na Rs obstugiwany jest proces P; a nastgpnie P>
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i P3. Wozki poruszaja si¢ zgodnie z marszrutami, wozek moze rozpocza¢ ruch od dowolnego
zasobu marszruty. Przemieszczanie si¢ migdzy zasobami odbywa si¢ w czasie 7' = 0, czas
obstugi wézka na okreslonych zasobach opisany jest wektorem 7;. Wo6zki obstugiwane sg na
okreslonych zasobach zgodnie z kolejnoscig obstugi wozkéw o;.

Legenda:

O - zasOb wspoldziclony

P; — proces reprezentujacy
trasg i-tego wozka,

R; — zasob reprezentujacy i-ty
sektor.

Rys. 3.17. Graf dla systemu transportowego wézkéw samojezdnych

Dla tak sformutowanych zalozen stawiane jest zwykle pytanie: Czy istnieje
harmonogram pracy wozkéw, gwarantujqcy realizacje wszystkich procesow tak by w systemie
nie wystapila blokada i/lub kolizja wozkéw?

Poszukiwane sa zatem rozwigzania, ktore nie prowadza do blokady czgsciowej badz
catkowitej systemu. Przez pojecie blokady (w kolejnym rozdziale pojecie to bedzie
uszczegblowione) rozumie si¢ stan systemu, w ktérym niemozliwa jest dalsza praca co
najmniej jednego wozka samojezdnego.

Dla przedstawionego problemu znane sg specyfikacje PSO [29], [81], [79], zakiadajace
znajomos$¢ wszystkich warunkow, determinujacych wartosci parametréw systemu, ktore
gwarantujg brak wystepowania blokady. Warunki tego typu stanowia wiasciwoscei, ktérych
spelnienie gwarantuje, ze w rozwazanym systemie transportowym istnieje odpowiedZz na
postawione powyzej pytanie. Posiadanie wiedzy o tych wiasciwosciach jest niezbgdne do
rozwigzania problemu. Poszukiwanie warunkéw odbywa si¢ zgodnie z procedurg
przedstawiona w rozdziale 2 (rozwiazanie problemu decyzyjnego). Dlatego tez konieczne
wydaje sie najpierw reprezentowanie wiedzy o problemie w postaci KB, a nastgpnie
wyrazenie reprezentacji wiedzy w postaci odpowiedniego problemu PSO.

: [

Mozliwo$¢ wykorzystania metody logiczno-algebraicznej do specyfikacji wiedzy KB
w postaci probleméw spelniania ograniczen (PSO), umozliwia wykorzystanie technik
programowania z ograniczeniami. Okazuje sig, ze rdwniez problem wyznaczania warunkow
wystarczajacych sprowadza si¢ do rozwiazania odpowiedniego problemu decyzyjnego.
Wlasciwosé reprezentacji KB w postaci PSO moze by¢é wykorzystana zatem do
rozwiazywania problem decyzyjnego. W rozwazanym przypadku wyznaczenie zbior6w Sy
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i S,» niezbednych do okreslenia postaci faktu Fu(u) (rozumianego jako warunek gwarantujacy
spetnienie faktu Fy(y)) sprowadza si¢ do rozwigzania nastgpujacych probleméw PSO:

Dia Sui: PSOsu=((V, D), {Quwy) = 1, Oy(») = 1}), (3.13)
Dla Su2: PSOSu2= ((Va D): {Q(uaw’y ) = 13 Qy(y) =0 })a (314)

gdzie: V="Vu O Vw o Wy, Vu= {u, uz, ... , uru}, VW = {wp, wa, ..., Wi}, Vy={y1,y2 ...,
Vi) — zbiory zmiennych wejsciowych, pomocniczych i wyjsciowych, reprezentacji

wiedzy KB

D=D,v D, L D,,

D, = {Dy1, Dy2, ... » Dy} Dui = U, Dy = {Dy,1, Dy, ... , Dyjiw}, Duwi= W,
D, = {Dy1, Dy, ... , Dyi}, Dy = Y — zbiory wartosci dyskretnych zmiennych
decyzyjnych,

O(u,w,y) = 1 — ograniczenie oznacza, ze wszystkie fakty zbioru F(u,w,y) sq zdaniami
prawdziwymi: Q;(u,w,y) =1, Ox(u,w,y) =1, ..., Ox(u,w,y) = 1,

() = 1 — ograniczenie oznacza, ze wszystkie fakty zbioru Fy(y) sa zdaniami
prawdziwymi:Qy;(») = 1, Oy(») = 1, ..., Oyr(¥) = 1,

Oy = 0 - ograniczenie oznacza, ze co najmniej jeden fakt zbioru Fy(y) jest
zdaniami falszywym.

W zdefiniowanych problemach PSOs,;, PSOs., fakty F(u,w,y) i Fy(y) opisuja relacje
miedzy poszczegélnymi zmiennymi decyzyjnymi. Zgodnie z zalozeniem, ze wiedza
wchodzaca w skiad reprezentacji KB jest prawdziwa, faktom (okreslajacym postac relacji Re)
F(u,w,y) przypisuje si¢ wartosci 1. Problemy PSOs,;, PSOs,, stanowia reprezentacjg
zdefiniowanych uktadow rownan (3.5), (3.6). Wyrazenie ukladéw réwnah w postaci
probleméw spelniania ograniczen pozwala na wykorzystanie technik programowania
z ograniczeniami do rozwiazania tych uktadow. Podejscie to stanowi alternatywe do metod
opartych na analizie tablicy prawdy i metod dekompozycji.

Okazuje sie jednak, ze klasyczne metody poszukiwania rozwigzan (oparte na
dystrybucji wszystkich zmiennych i propagacji ograniczen) bywaja czgsto, w kontekscie tych
probleméw, niewystarczajace. Dlatego tez powstaje konieczno$¢ poszukiwania strategii
efektywnego przeszukiwania drzewa potencjalnych rozwigzan.

3.4. Podsumowanie

System interakcyjnego wspomagania decyzji powinien posiada¢ wiedz¢ w postaci
warunkow wystarczajacych, ktora gwarantowa¢ bedzie, ze na zadane pytanie uzytkownika
istnieje odpowiedz i poszukiwanie tej odpowiedzi ma sens. Poszukiwanie warunkow
wystarczajacych odpowiada niejako poszukiwaniu wlasciwosci wejsciowych bazy wiedzy,
ktorych spelnienie gwarantuje spelnienie zadanych przez uzytkownika wiasciwoscei
wyj$ciowych (relacji dostarczonych do systemu).

Zaproponowane podejécie, oparte na metodzie logiczno-algebraicznej, umozliwia
formalizacje posiadanej wiedzy i dostarcza mechanizmy wnioskowania pozwalajace na
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wyznaczanie tego typu wlasciwosci. W przypadku probleméw nalezacych do tej samej klasy
istnieje mozliwos¢ ich opisu w postaci sparametryzowanych zdafh zwanych schematami
faktow. W oparciu o jeden schemat faktéw mozliwe jest automatyczne generowanie réznych
wariantow bazy wiedzy. Cecha charakterystyczng metody logiczno-algebraicznej jest
mozliwo$é wyrazenia jej probleméw (problem decyzyjny, problem analizy) w terminologii
technik programowania z ograniczeniami.

Techniki programowania z ograniczeniami umozliwiaja rozwigzywanie problemow
PSO, ktore sa powszechnie wykorzystywane do rozwigzywania praktycznych probleméw
kombinatorycznych. Przy specyfikacji probleméw w postaci PSO istotna jest posta¢ zbioru
ograniczen. W oparciu o schematy ograniczefi mozliwe jest rozwigzywanie probleméw
pierwotnie nie nalezacych do klasy probleméw PSO, takich jak rozmyte problemy speiniania
ograniczen itp. W wielu problemach schemat ograniczen jest konsekwencjg transformacji
faktow opisujacych problem do postaci ograniczen. Wymagane jest by specyfikacja problemu
w postaci odpowiedniego schematu ograniczen dawala gwarancj¢ istnienia rozwigzania.
Mozliwo$é generowania takiej specyfikacji jest uwarunkowana posiadaniem wiedzy
w postaci warunkow wystarczajacych. Zgodnie z metodg logiczno-algebriczng poszukiwanie
takiej wiedzy odbywa si¢ poprzez rozwigzanie odpowiedniego problemu decyzyjnego.

68



4. Weryfikacja bazy wiedzy

Podstawowym wymogiem pracy systemu wspomagania decyzji w trybie interakcyjnym
jest konieczno$¢ posiadania warunkéw gwarantujacych istnienie odpowiedzi na zadany zbior
pytan rutynowych. Przez takie warunki rozumiane s wlasciwosci obiektu (relacje), ktore
gwarantuja, ze w obiekcie spelnione beda wlasciwosci (relacje) zadane przez decydenta.
Pozyskiwanie tego typu warunkéw odbywa si¢ w procesie weryfikacji bazy wiedzy.
Weryfikacja bazy wiedzy polega na zbadaniu jej spdjnosci. Zgodnie z metoda logiczno-
algebraiczng sprawdzenie spojnosci bazy wiedzy polega na stwierdzeniu czy pomiedzy
zadanymi wlasciwosci wejsciowymi Fu(u) 1 wyjsciowymi Fy(y) istnieje zwigzek logiczny.
Inaczej mowiac, czy w kontekscie zadanych faktow F(u,w.y) opisujacych obiekt spetniona
jest implikacja Fu(u) = Fy(y)?

Decydent formujac pytanie okresla zwykle swoje oczekiwania poprzez sformutowanie
postaci wlasciwosci wyjsciowej Fy(y). Aby baza wiedzy byla spdjna pod katem zadanego
pytania, dla wlasciwosci Fy(y) musi istnie¢ niepusty zbior wlasciwosci wejsciowych Fu(u).
Oznacza to, ze badanie spOjnos¢ bazy wiedzy polega na wyznaczeniu wilasciwosci Fu(u).
Poszukiwanie wiasciwosci wejsciowej, dla znanej wlasciwosci wyjsciowej i faktow F(u,w,y)
opisujacych obiekt, sprowadza si¢ do rozwigzania oméwionego w poprzednim rozdziale
problemu decyzyjnego. W efekcie otrzymywane sa fakty Fu(u), ktére traktowane sa jako
warunki gwarantujace istnienie odpowiedzi na zadane pytanie. Podsumowujac, weryfikacja
bazy wiedzy sprowadza si¢ do rozwigzania odpowiednio sformulowanego problemu
decyzyjnego.

Pojecie spdjnosci jest roéznie opisywane w literaturze [1], [42], [96], w ogélnym
przypadku mozna powiedzie¢, ze dany zbior zdan logicznych np. F(u,w.y), tworzacych pewna
baze wiedzy, jest spojny jezeli migdzy jego elementami istnieje zwigzek umozliwiajacy
wyznaczenie, przy uzyciu odpowiedniego algorytmu, elementoéw tego zbioru. W rozwazanym
przypadku mozna uznaé, ze zbior F(u,w.y)UFu(u), bedacy czgscia reprezentacji wiedzy KB,
jest spojny z pewnym zbiorem faktéw Fy(y) jesli ze zbioru F(u,w,y)UFu(u) mozna wykaza¢
(na drodze wnioskowania) prawdziwo$¢ (badz nie) Fy(y). Przedstawione ujgcie jest zgodne
z opisanym powyzej podejsciem, w ktérym przez spdjnos¢ rozumie si¢ zwiazek o charakterze
implikacyjnym (Fu(u) = Fy(y)) migdzy wlasciwosciami wejsciowymi Fu(u) 1 wyjSciowymi
Fy(y). Scislej spojnosé jest scharakteryzowana w postaci ponizszej definicji.

Definicja 4.1.
Niesprzeczny zbior faktow F(u,w,y)UFu(u) jest spojny z dodatkowym zbiorem Fy(y)
jezeli z faktow F(u,w,y)UFu(u) mozna wyznaczy¢ na drodze wnioskowania tylko Fy(y) albo

Weryfikacja spdjnosci bazy wiedzy moze polega¢ na sprawdzeniu czy zadany zbior
F(u,w,y)UFu(u) jest spojny z zadanym Fy(y) lub na poszukiwaniu takiej postaci wlasnosci
Fu(u) ktéra zagwarantuje spdjnos$¢ F(u,w,y)UFu(u) z zadanym Fy(y). Drugi przypadek jest
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szczegoblnie atrakcyjny w kontekscie systemow wspomagania decyzji. Wtasno$¢ Fu(u) w tym
konteks$cie rozumiana jest jako zbiér warunkéw wystarczajacych spojnosci bazy wiedzy.
Wykorzystanie problemu decyzyjnego do weryfikacji spdjnosci jest réwniez zgodne
z przyjeta definicja. Wynikiem problemu decyzyjnego jest taka posta¢ Fu(u), ktéra
gwarantuje spetnienie F)(y) (dla spelnionego Fu(u) niedopuszczalny jest —Fy(y)).

Proces weryfikacji bazy wiedzy odbywa si¢ w kontekscie przyjetej reprezentacji
wiedzy. Z kolei formulowanie postaci wiedzy poprzez okreslenie postaci schematdow faktow,
realizowane jest na etapie projektowania systeméw wspomagania decyzji. Istotne jest zatem
aby sformutowana posta¢ faktéw odpowiadala w pelni relacjom opisujacym funkcjonowanie
modelowanego obiektu, a w szczegélnosci umozliwiala wyznaczenie warunkow
wystarczajacych. Innymi stowy system powinien dysponowac taka reprezentacjaq wiedzy KB,
ktora pozwala na prowadzenie procesu wnioskowania. Spetnienie tego wymogu jest zadaniem
trudnym i Scisle zaleznym od natury obiektu.

W rozdziale tym proces tworzenia bazy wiedzy oraz jej weryfikacji zilustrowany zostat
na przykladzie systemu transportowego (dopuszczajacego zachodzenie blokad). Dla
przyjetego sposobu reprezentacji wiedzy podane zostaly sposoby budowy efektywnych
czasowo strategii wyznaczania warunkow wystarczajacych.

4.1. Badanie spdjnosci bazy wiedzy

Rozwazana klasa systemow transportowych moze by¢ modelowana w kategoriach Systemow
Wspolbieznych Proceséw Cyklicznych (SWPC) [50], [51], [19] [20] , co ilustruje rysunek
4.1.

W systemie klasy SWPC wyrodznia sig:

e R={R;, Ry, ..., Ry} — zbior k - zasoboéw, odpowiadajacych kolejnym sektorom, po
ktorych poruszajg si¢ wozki,

o P={P, P, ..., P,;} —zbidr q - proceséw, gdzie kazdy proces reprezentuje marszrute
okreslonego wozka poruszajacego si¢ w systemie,

o P;=(R, Ry, ..., R,) — sekwencja, ktorej elementy (zasoby) okreslaja marszrutg i-tego
procesu, realizujacego kolejne operacje, proces moze rozpoczyna¢ si¢ od dowolne;j
operacji,

o Sp=R", R, .., R") — stan poczatkowy, sekwencja, ktérej elementy okreslaja
zasoby, od ktorych kolejne procesy P;, ... ,P,;, rozpoczynaja prace, R® e P,
R%eP,...,R cP,

e O=(o, 0,...,00) — reguly priorytetowania, sekwencja, ktorej elementy o; okreslaja
reguly obstugi ruchu na zasobach wspéldzielonych R;. Przez zaséb wspoéldzielony
rozumie si¢ zasob wystepujacy co najmniej w dwoch marszrutach P; i P;, zaséb
lokalny jest zasobem, ktory wystgpuje dokladnie w jednej marszrucie P;.
o = (Pj, Py, ... , P, ) — i-ta regula obstugi ruchu, sekwencja okreslajaca kolejnos¢
realizacji proces6w na i-tym zasobie wspotdzielonym,
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© p0 = Di1> P1.2s -+ » Plmls P21s D22 <+ s Pam2s o> Pal> Dg,2s -+ » Dgmg) — S€kwencja
operacji, ktorej elementy reprezentujq operacje realizowane w systemie, gdzie pj
oznacza j-tg operacj¢ elementarng i-tego procesu,

e x=(x;,Xx2 ... ,X,) — harmonogram pracy, jest sekwencja, ktorej elementy x; okreslajq
terminy rozpoczecia operacji reprezentowanych w sekwencji p przez i-te wspotrzedne,
tzn. x; —okresla termin rozpoczecia operacji p; 7, X — okresla termin operacji p;,2, X, —
termin operacji py,mgs

o (= (i, t, ... , I,) — sekwencja czasow, ktorej elementy #; okreslaja czasy trwania
operacji odpowiadajace operacjom o terminie rozpoczecia x;.

b)
MAGAZYN
v -R- """"""""""""""""""
' Ry Ry>
O O
1
1
1 R 0, =P, P,
1 31 3,2 K 3
L O— @
1
1
1 P,
'R, 4) . R
| «—
: 0,,=,p,
I
'Ry R,
! :
OO0 O
Legenda:
Ry
b E]b—:'v] E P pp— Q — zas6b lokalny odpowiadajacy,
> > d Re, sektorowi (x,y)
=% --P»—P>—>  _ pierwsza, druga, trzecia, czwarta trasa — zasob-wspoldziclony,
D transportu, o; — regula obstugi proceséw na i-
— sektory tras opisywane przez pary (x,y), tym zasobie,
xye{l,2,3,4}, P, — i-ty proces.

Rys. 4.1. System transportowy ESP a) ilustracja pogladowa , b) model SWPC

Przyjeto, ze rozwazana klasa systemow spetnia nastgpujace zalozenia:

1. Realizowane procesy sa jednokierunkowe, tzn. realizowane zgodnie z kierunkiem
marszruty transportowej P;.

2. W marszrutach transportowych nie wystgpuja nawroty, tzn. w marszrucie procesu P;
okreslony zasdb R; moze wystapi¢ co najwyzej raz.

3. Operacje realizowane na tym samym zasobie wzajemnie si¢ wykluczaja, tzn. w danej
chwili na danym zasobie moze by¢ wykonywany tylko jeden proces.

4. Procesy sa realizowane cyklicznie w zadanych oknach czasowych W. Jeden cykl
procesu oznacza pojedyncze wykonanie wszystkich operacji wskazanych przez
marszrute procesu. Na rysunku 4.2 zilustrowano przyktad okna czasowego . W oknie

71



trwajacym 9 jednostek czasu kazdy proces: P;, P,, P3, jest realizowany doktadnie jeden
raz. JeSli procesy zakorficza prace przed 9 jednostka czasu to czekajg na rozpoczecie
kolejnego okna na zasobie, na ktérym ukoriczyly prace.

R, RN . R
w123 4567
~—
Okno czasowe W =9

8 10 11 12 13 14 15 16 17 18t

Rys. 4.2. Diagram Gantt’a ilustrujacy wykorzystanie proceséw P.

Zasob, ktory wystepuje w marszrutach, co najmniej dwéch proceséw nazywany jest
zasobem wspdtdzielonym. Kolejno§¢ cyklicznych realizacji proceséw na zasobie
wspoétdzielonym jest zadana przez regul¢ obstugi o;. Regula ta jest definiowana jako
ciag proceséw, ktére kolejno realizowane sa na zasobie wspdtdzielonym R;
np.: 6; = (P, Ps, P3).

Proces, ktéry oczekuje na dost¢p do zasobu wspdtdzielonego z chwilg jego zwolnienia
natychmiast rozpoczyna swoja operacj¢ (oczywiscie o ile jaki§ inny proces nie
wyprzedza go w ustalonej uprzednio kolejnosci). W trakcie oczekiwania na dostgp do
zasobu proces przebywa na zasobie, w ktérym ukonczyt prace.

Przedstawione zatozenia stanowig ogélng wiedz¢ okreSlajaca pewna klas¢ systemu

transportowego. W przypadkach praktycznych spotka¢ mozna mniej lub bardziej ztozone

opisy

systemOw. Spotykane uszczegétowienia dotycza, na przyktad, mozliwosci jednoczesnej

realizacji wielu proceséow na jednym zasobie, mozliwosci przerywania operacji na

poszczegdlnych zasobach, itp.

Rozw

gdzie:

azany system transportowy opisywany jest nast¢pujaca reprezentacja wiedzy:
KB =<0, S0, X, PD; Re>, 4.1)

O, S0, X, PD — zbiory sekwencji @, Sy, x, Pp, O O, Sye SO, x € X, Ppe PD,

{6, So, x, Pp} — zbidr sekwencji opisujacych system transportowy; gdzie Pp —
sekwencja zmiennych  pomocniczych  (np. wynikajacych z  ograniczeri
implementacyjnych),

Re = {6, Sy, x, Pp: Q(6, Sp, x, Pp) = 1} — relacja okreslajaca wartosci elementéw
sekwencji @, Sy, x, Pp,

Q(6, Sy, x, Pp) — ciag wartosci logicznych faktéw zbioru F( &, Sy, x, Pp),

F(6, Sy, x, Pp) — zbiér faktéw opisujacych zasady funkcjonowania systemu, tzn.
zasady realizacji operacji poszczeg6lnych proceséw, kolejnosci operacji, ograniczenia
zasobowe, zasady okreSlajace liczbg obstugiwanych proceséw itp.

Przyjeto, ze zbidr faktow ma postac:
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F(O, Sy, x, Pp) = Fu(®, So, x, Pp) U Fy(O, Sy, x, Pp),

gdzie:

FA®, Sy, x, Pp) — zbidr faktow opisujacych ogoélne zasady panujace w systemie
(zgodnie z przyjetymi zalozeniami rozwazanej klasy systemow), tzn. fakty
gwarantujace realizacj¢ operacji procesu zgodnie z przyjetymi marszrutami, fakty
opisujace zachowanie si¢ procesdw na zasobach wspoétdzielonych, itp. Fakty F,
charakteryzuja zasady wspolne dla wszystkich systeméw rozwazanej klasy.

Fy(®, Sp, x, Pp) — zbiér faktéw dodatkowych opisujacy charakterystyczne,
indywidualne cechy rozwazanego systemu, np. fakty mowiace o tym, ze pewien
proces musi rozpocza¢ si¢ w okreslonym czasie po ukonczeniu operacji innego
procesu, fakty okreslajace stala kolejnos¢ obstugi proceséw na zasobie

wspotdzielonym, itp.

Cecha charakterystyczng przedstawionych zalozen jest to, ze posta¢ faktow F, jest
wspélna dla kazdego systemu transportowego rozwazanej klasy, natomiast Fj jest rdzna
i zalezna od jego indywidualnych wiasciwosci.

W oparciu o tak zdefiniowana baz¢ wiedzy KB mozna prowadzi¢ proces wnioskowania,
ktorego celem jest wyznaczanie warunkéw gwarantujacych istnienie odpowiedzi na zbidr
pytan rutynowych. W ogdlnosci, pytania te moga dotyczy¢ dowolnej wlasciwosci systemu
opisanej sekwencjami @, S, x, Pp. Konstrukcja rozwazanych pytan zwykle umozliwia
postrzeganie reprezentacji wiedzy KB jako ukladu wejscie/wyjscie. Znajomos¢ wlasciwosci
opisujacych wejscie ( lub wyjscie) uktadu umozliwia poszukiwanie wlasciwosci wyjsciowych
(lub wejsciowych) uktadu.

Przyjeto szczeg6lny przypadek gdy wejsciem sa wartosci zmiennych sekwencji Sy, @,
a wyjsciem uktadu jest wartos$¢ zmiennych sekwencji x (rysunek 4.3):

— . x
Sy, O KB =<0, S0, X, PD; Re>

—> F(8, Su, %, Pp) —

Rys. 4.3. KB jako uktad wejscie/wyjscie

Tego typu podzial umozliwia, w oparciu o wlasciwosci sekwencji Sy, @, wnioskowanie
o wlasciwosciach harmonogramu x i odwrotnie, w oparciu o znane wlasciwosci
harmonogramu x, mozliwe jest wnioskowanie o wlasciwosciach sekwencji Sy, @
Wiasciwosci wejsciowe i wyjsciowe sg reprezentowane odpowiednio przez zdania logiczne
wejsciowe Fu(Sy, ©) i zdania logiczne wyjsciowe Fy(x).

W takim podejsciu, na etapie wnioskowania nalezy odpowiedzie¢ na pytanie:

Czy istnieje postaé sekwencji Sy i ©, ktore gwarantujq, ze otrzymany harmonogram x
odpowiada bezkolizyjnej i bezblokadowej realizacji proceséw?

Poszukiwanie odpowiedzi na powyzsze pytanie jest réwnoznaczne z badaniem
spojnosci bazy wiedzy. Pytanie sprowadza si¢ do wyznaczenia warunkéw, w postaci zdan
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logicznych Fu(Sp, @) opisujacych relacje migdzy elementami sekwencji Sp 1 &, ktore
gwarantujg ze na wyjsciu ukladu otrzymany zostanie harmonogram bezblokadowy
i bezkolizyjny. W przedstawionym ujgciu poszukiwana wilasciwos¢ Fu(Sy, @) stanowi
jednoczesnie warunek gwarantujacy spojnos¢ bazy wiedzy KB = <O, S0, X, PD; Re> z Fy(x).

W kontekscie przyjetej postaci ukladu wejécie/wyjscie oznacza to wyznaczenie
tafcucha wyrazen logicznym laczacy wejscie z wyjsciem uktadu, tak ze na wyjsciu otrzymana
(spetniona) zostanie zadana wlasciwos¢.

Weryfikacja bazy wiedzy realizowana jest zgodnie z procedura przedstawiong na

rysunku 4.4.

v

Wyrazenie werbalne opisu
obiektu w postaci relacji
miedzy zmiennymi SWPC

v

Sformutowanie wiasciwosci
wyjsciowej Fy(y)

v

Sformutowanie Schematu
faktow

v

Rozwiazanie problemu
decyzyjnego, wyznaczenie
Fi(u)

;

Rys. 4.4. Procedura weryfikacji bazy wiedzy

Procedura obejmuje kolejno etapy:
1. Wyrazenie zalozen  charakteryzujacych  klas¢  rozwazanego  systemu
transportowego, w postaci relacji opisujacych zwigzki migdzy zmiennymi modelu
SWPC.
2. Wocharakteryzowanie, w kontekscie zmiennych modelu SWPC, zadanej przez
decydenta, wlasciwosci wyjsciowej (w tym przypadku stan blokady i kolizji).
3. Wyrazenie wyznaczonych relacji w postaci schematu faktow.
4. Wozwigzanie problemu decyzyjnego w oparciu o reprezentacj¢ wiedzy KB
(otrzymanej ze schematu faktow) — wyznaczenie warunkow wystarczajacych Fu.
Zgodnie z przedstawiona procedura weryfikacja bazy wiedzy obejmuje etapy
przeksztalcania jej z postaci opisowej do zbioru faktéw i reprezentacji wiedzy oraz etap
wyznaczania warunkow wystarczajacych. Wyznaczenie niepustego zbioru warunkow
wystarczajacych Fu(Sy, ©) oznacza spojnos¢ bazy wiedzy pod katem zadanego pytania. O ile
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ztozonos$¢ obliczeniowa pierwszych trzech etapéw, przedstawionej procedury, jest trudna do
okreslenia ze wzgledu na niedeterministyczny charakter tych etapéw, o tyle etap ostatni
polegajacy na rozwigzaniu problemu decyzyjnego charakteryzuje si¢ zlozonoscig
wyktadnicza.

Nastgpne rozdzialy opisuja kolejno realizacj¢ opisanych powyzej zagadnien, na
przykladzie obiektéw nalezacych do rozwazanej klasy systemow transportowych.

4.2. Warunki gwarantujace spojnos¢ bazy wiedzy

Na rysunku 4.5a) przedstawiony zostal przypadek, w ktorym zbiér F( @, Sy, x, Pp) nie
jest spojny z wihasciwoscia Fy(x). Jest to typowa sytuacja spotykana w praktyce rzadko si¢
zdarza by zadane przez uzytkownika ograniczenia (wyrazone w postaci Fy(x)) byly spetnione
bez wzgledu na mozliwe wartosci zmiennych @, Sy. Moze jednak istnie¢ dodatkowy zbidr
Fu(Sy, ©), ktory dodany do zbioru F(@, Sy, x, Pp) gwarantuje, ze otrzymany zbidr F(&, Sy, x,
Pp) U Fu(S), ®) bedzie spojny z Fy(x) (rysunek 4.5b)). Zbior Fu(Sy, ®) w ogdlnym
przypadku nazywany jest warunkiem gwarantujacym spojnos¢ bazy wiedzy.

2) 2 e Fu(S50))

v
F(®, Sy, x, Pp) F(®, Sy, x, Pp)
_________ brak e s
spdjnosci l ShajResE
Fy(x) Fy(x).

Rys. 4.5. Przyklad: a) braku spojnosci zbioru F(&, Sy, x, Pp) z Fy(x), b) spojnosci F(&, Sy, x, Pp) U Fu(S,, ©)
z Fy(x)

W przedstawionym rozdziale w kolejnych punktach zgodnie z procedura przedstawiong
na rysunku 4.4 omowione zostalo podejscie wyznaczania warunkéw Fu(Sy, ©@). Warunki te
dla rozwazanego systemu transportowego sg interpretowane jako warunki gwarantujace
istnienie odpowiedzi na zadane pytania.

4.2.1. Struktura reprezentacji wiedzy w systemie wspétbieznych

procesow cyklicznych

W ponizszym punkcie przedstawiono sposéb formutowania zatozen, dotyczacych
rozwazanej klasy systemow transportowych, w postaci ograniczen okreslajacych zwiazki
migdzy zmiennymi modelu SWPC.

Ogolne zasady opisujace zachowanie si¢ procesow w systemie SWPC, wyrazane sa
w postaci zbioru faktow F,. Fakty F, reprezentuja na poziomie logicznym przyjete ponizej
ograniczenia sposobu realizacji proceséw P:
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Kolejnos¢ realizacji poszczegolnych operacji. Kolejno$¢ operacji realizowanych

w systemie jest okreslona przez zatozenia 1 i 2 (realizacja jednokierunkowa i bez nawrotow).
W modelu SWPC sekwencje regul priorytetowania @ i stanu poczatkowego procesow Sy,
determinujg porzadek realizacji poszczegolnych operacji p, a zatem majgq wplyw na terminy x
rozpoczecia realizacji poszczegdélnych operacji.

Przyje¢ta posta¢ stanu poczatkowego Sp determinuje terminy x rozpoczecia operacji p
w obrgbie marszrut realizowanych procesdw P. Operacje procesu opisanego marszrutg P;
realizowane sg kolejno na zasobach wskazanych przez marszrute, rozpoczynajac od zasobu
wskazanego przez i-ty element stanu Sj. Kolejnos¢ realizacji operacji jest wyrazana poprzez
terminy ich rozpoczecia x. Zwigzek migdzy stanem poczatkowym Sy, a terminami rozpoczgcia
operacji x przedstawia uktad (4.2):

Dla Sp= (R}, R, ... , R’)), P;i=(Ros Ry, ... , R), i =12, ..., q, elementy sekwencji x',
= (X1, Xi2, --- » Ximi) Speiniajq nastgpujacy uktad nieréwnosci.

[

X ij= 0

Xij+1 2 x*iJ+ lij

Xij+22 Xij+1 T lij+i

< (4.2)
Ximi = Xiymi-1 i mi-1

Xi 12 Ximitlimi

\xiJ'-l 2 Xip-2 + b2
gdzie: x'; — sekwencja terminéw x;; rozpoczecia operacji realizowanych przez i-ty proces na
zasobach wskazanych przez marszrutg P;; x;; — termin rozpoczg¢cia operacji p;;;
sekwencja x'; zbudowana jest z elementéw sekwencji x,
m; = ||Pi| — liczba zasobow wchodzacych w sktad marszruty P;,
Xy j — termin rozpoczegcia operacji i-tego procesu na zasobie R, (element sekwencji
So), X' ; jest elementem sekwencji x's, j — wspohrzedna terminu rozpoczecia operacji
X ; W sekwencji x's,
t;; — czas realizacji operacji p;.

Intuicja przedstawionego ograniczenia jest nastgpujaca: stan poczatkowy Sy determinuje
zasob R*’;, a tym samym operacje X Jj» od ktorej i-ty proces rozpoczyna swoja prace. Kolejne
operacje i-tego procesu powinny rozpoczyna¢ si¢ nie wczesniej niz terminy ukonczenia
operacji poprzednich. W ogolnosci, dla kazdego procesu formulowany jest oddzielny uklad
nierownosci (4.2). Przedstawione ograniczenie sprowadza si¢ wigc do tego by elementy
harmonogramu x spetniaty g-elementowy zbior uktadéw nier6wnosci (4.2).

Przyklad 4.1. Kolejnos$¢ obslugi operacji nalezacych do wspdélnych marszrut

Celem przyktadu jest sformutowanie ukfadu nieréwnosci (4.2) dla dwéch procesow

realizowanych w systemie przedstawionym na rysunku 4.6.
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Dany jest system transportowy z rysunku 4.6. W systemie realizowane sa cyklicznie
dwa procesy: P = {P;, P2}, P; = (R}, Rz, Rs5), P> = (Ry, R3, Ry, Rs5). W jednym cyklu
realizowanych jest 7 operacji (kazdy proces wykonuje jednokrotnie operacje odpowiadajace
przyjetej marszrucie): po = (P11, P12 P13 P21 P22, P23 P24). Sekwencji p odpowiada
harmonogram pracy x = (x;, X2, X3, X4, X5, X, X7). Przyjeto nastepujacy stan poczatkowy:
So = (Rs, R3).

Pri: X P13 X3 Legenda:
R < R
: \ @ /p;; X R’O — i-ty zasob lokalny,
P12t X2 pz,ﬁ Xy I Ri — I-ty zas6b wspotdzielony,

l @ pi; —J-taoperacja elementarna
R; Ry realizowana przez proces P,
g O P; —i-ty proces,
2 Xs E- . o ..
P2,2: X5 P23 Yo x; —termin rozpoczecia i-tej operacji

elementarne;j.

Rys. 4.6. Przyktad systemu SWPC

Dla kazdego procesu uktad nierownosci (4.2) przyjmuje postaé:

Dla P;: Dla P»:
x3=0 x5=0
XiZ2Xyttiy 3 X6 = Xs +Is
X222 X1+ 1] X7> X6+ ts

X42Xx7t 17

Dla stanu poczatkowego Sy proces P; rozpoczyna pracg od zasobu Rs czyli operacji p; 3.
Zgodnie z przyjeta zasada, termin x3; (odpowiadajacy operacji p;3) jest rdwny zero
(odpowiada chwil poczatkowej). Kolejne operacje p; s, pi 2, procesu P; moga si¢ rozpoczaé
nie wczesniej niz terminy ukonczenia operacji poprzedzajacych. Operacja p;; moze
rozpocza¢ si¢ nie wezesniej niz termin ukonczenia operacji p; 3 stad: x; > x3 + £3. Podobnie
operacja p;, nie moze si¢ rozpocza¢ wczesniej niz termin ukonczenia operacji p;; stad:
x2> x;+ t;. Dla procesu P, ukfad nieréwnosci budowany jest analogicznie. Spelnienie przez
elementy harmonogramu x sformutowanych ukladéw nier6wnosci gwarantuje, ze procesy
beda realizowane zgodnie z przyjeta, w marszrutach, kolejnoscia.

=

Podobnie regula obstugi ruchu o; (wchodzaca w skiad sekwencji @) determinuje
kolejnos¢ operacji p realizowanych przez procesy P na okreslonym zasobie wspétdzielonym
R;. Innymi stowy, reguta o; wptywa na wartosci elementéw x, ktore odpowiadaja operacjom
realizowanym w obrebie jednego zasobu wspoéldzielonego. Zwiagzek migdzy o, a x

przedstawia uklad (4.3).
Dla @ = (0o, Op, ... ,00), 0= (P, P, ..., P,), gdzie: j =12, ..]@ |, elementy
sekwencji X', = (X1, X2/, ... » Xei;) Spetniaja nastepujacy uktad nieréwnosci:
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( ;
O
Xit 172 X%+ by

xi+2J'Z Xi+lj t tiv1y
(4.3)
< X ejj > Xej-1, + tej—]J 5

X172 X ejj t lejj

Xi.1j2 Xi-2j T li-2j

gdzie: ¢; = ||gj| — liczba procesow (realizowanych na zasobie wspéldzielonym R))
wchodzacych w sktad j-tej reguly obstugi ruchu oj,
¥, — sekwencja terminéw rozpoczgcia operacji realizowanych przez procesy
wehodzace w skiad o; na zasobie wspotdzielonym R;; x;; — termin rozpoczgcia i-tego
procesu (nalezacego do sekwencji ;) na zasobie wspoldzielonym R;; sekwencja X s
zbudowana jest z elementéw sekwencji x,
x7,— termin rozpoczecia operacji pierwszego procesu sekwencji o (i-tego w sekwencji
¥ ;) na zasobie R;, x%; jest elementem sekwencji ¥ o
1;; — czas realizacji operacji, reprezentowanej przez termin rozpoczecia x;.

Intuicja przedstawionego ograniczenia jest nastgpujaca: Rozwazane sa procesy
realizowane na wspolnym zasobie R;. Reguta o; determinuje kolejnos¢ realizacji procesow.
Operacja pierwszego procesu opisanego terminem x?; powinna byé realizowana przed
operacja drugiego procesu, stad: x;:;; > x7; + t;;. Drugi proces reguly oj, opisany terminem
Xi+1j, powinien by¢ realizowany przed procesem trzecim, stad: Xi2; = Xivry t livay.
Analogicznie budowane sg ograniczenia dla pozostatych procesow co prowadzi do uktadu
nieréwnosci (4.3).

W ogélnosci, dla kazdego zasobu wspoétdzielonego formutowany jest uktad nier6wnosci
(4.3). Przedstawione ograniczenie sprowadza si¢ wigc do tego by elementy harmonogramu x

spetnialy g-elementowy zbior uktadow (4.3).
Przyklad 4.2. Kolejno$¢ obslugi operacji na zasobach wspoéldzielonych

Celem przykladu jest sformutowanie uktadu nieréwnosci (4.3) dla systemu z rysunku
4.6.

Dla rozwazanego w poprzednim przykladzie systemu (z rysunku 4.6) przyjeto
nastepujace reguly priorytetowania: @ = (03, 03), 02 = (P1, P2), 05 = (P}, P,). Reguty okreslajg
kolejno$¢ obstugi proceséw na zasobach wspétdzielonych R; i Rs. Dla zadanych regut terminy
rozpoczecia operacji na tych zasobach musza spetniac nastepujace nierdwnosci (zgodnie
z (4.3)):

Dla oo: Dla os:

Xy = X2t 1, X7 2 x3t13
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Przyjeto, ze na zasobach R; i Rs proces P; jest realizowany przed procesem P,. Wigc
w przypadku zasobu R, operacja p;; (procesu P;) moze by¢ realizowana po zakonczeniu
operacji p; 2 (procesu P;), stad ograniczenie w postaci: x4 > x, + #,. Analogicznie dla zasobu
Rsoperacja p 4 (procesu P,) moze by¢ realizowana po zakonczeniu operacji p; 3 (procesu P;),
stad ograniczenie w postaci: x7 > x3 + 3.
|
Obstuga procesu przez zasoby lokalne. Przyjete zalozenia mdowiace o wzajemnym
wykluczaniu si¢ zasobéw i oczekiwaniu procesu na zwolnienie zasobu, do ktérego proces
zada dostepu (zatozenia 3 i 6), determinujg zachowanie si¢ proceséw na zasobach lokalnych.
Podobnie jak poprzednio, zalozenia te sa reprezentowane w postaci odpowiednich ograniczen
narzucanych na zmienne modelu SWPC. Na rysunku 4.7 przedstawiono przyktad obstugi
procesu P; (wozek) przez zasoby lokalne R; i R,. Do procesu P; przydzielone s dwie
operacje p;;, pierwsza to operacja realizowana na zasobie, na ktérym woézek aktualnie
przebywa, druga to operacja, ktéra chce wykona¢ na zasobie kolejnym (do ktérego zada
dostepu). Wozkowi P; przyporzadkowane sa operacje py j: X1 1 py 2t X2;
p1.1: X — operacja P; na zasobie R;, ktora rozpoczyna si¢ w terminie okreslonym przez
X1,
p1.2: X2 — operacja P; na zasobie R,, ktéra rozpoczyna si¢ w terminie okreslonym przez

X2.
R, R, Legenda:
— O - 5 Q — Ri O — i-ty zas6b lokalny,
................................. v ,
Prr: X P12t X2 =Xt — proces P; (wozek),
x;  —termin rozpoczgcia i-tej operacji

elementarnej,
pij —J-taoperacja elementarna

realizowana przez proces P;.
Rys. 4.7. Obstuga procesu przez zasoby lokalne
Proces P; rozpoczyna realizacj¢ operacji p; ; na zasobie R; w chwili x;. Po zakonczeniu
operacji p;; proces P; natychmiast rozpoczyna operacje p;., na zasobie R, Termin
rozpoczecia operacji p; 2 (x2) rowny jest czasowi zakonczenia operacji p; s (x;+t). Stad, dla
rozwazanego przyktadu, termin rozpoczgcia operacji na zadanym zasobie lokalnym mozna
sformutowaé w postaci nastgpujacego wyrazenia:

X2=x;t+1.

Ogolnie, ograniczenie opisujace warto$¢ terminu rozpoczgcia x; operacji przez j-ty proces na
zadanym zasobie lokalnym ma postac:

Xi =X T tig, (4.4)
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gdzie: x;, x;.; — terminy rozpoczgcia operacji realizowanych przez j-ty proces na sasiednich
zasobach lokalnych.

Obstuga procesu przez zasoby wspoldzielone. Podobnie jak w przypadku zasobow
lokalnych, zatozenia 3, 5, 6, determinuja zachowanie proceséw na zasobach wspoétdzielonych.
Zachowanie to wyrazane jest w postaci ograniczen narzucanych na zmienne x modelu SWPC.
Na rysunku 4.8 przedstawiono przyktad obstugi procesow P; i P, przez zaséb wspoldzielony
R,. Proces P; wykonujac operacj¢ p; ; na zasobie R; zada dostgpu do zasobu R (operacja p; »).
Operacja p;> nie moze zosta¢ rozpoczg¢ta dopdki nie zostanie zakonczona operacja p;
i dopoki proces P, nie zwolni zasobu R,, czyli nie rozpocznie operacji pz» na zasobie Rj.
Termin rozpoczecia operacji p; 2 (x2) jest wige rowny terminowi rozpoczgcia operacji ps 2 (xy4)
lub zakonczenia operacji p; > (x; + t;).

Tego typu sytuacja wystepuje jedynie wtedy gdy regula obstugi proceséw na zasobie
R, okresla pierwszenstwo obshlugi procesu P».

l Legenda:
R, R, 0= (P, P)) _ P
proces P; (wozek),
—O—Q ="
.................................. r | Ui (D - asth lokalny,
iX,d i
P11t X p ijjl O — zasob wspoétdzielony,
I, '
P O P22 xy=x3t X;  —termin rozpoczgcia i-tej operacji
L2 elementarnej,
x, = max{x,, x;+;} . .
pij —J-taoperacja elementarna

realizowana przez proces P;.

Rys. 4.8. Obstuga procesow przez zasoby wspotdzielone

Przedstawiong zasad¢ obstugi procesu, dla rozwazanego przykladu mozna

sformutowaé w postaci:
X, =max{xy, x;+;}.

Wykorzystanie operatora max pozwala na okreslenie terminu rozpoczgcia operacji p; 2 tak aby
ta operacja rozpoczela si¢ po zakonczeniu operacji p;;, gdy zaséb R; bedzie wolny (P
rozpocznie pracg na Rz — operacja p; 2).

Zgodnie z powyzsza intuicja, ogoélne ograniczenie opisujace wartos¢ terminu
rozpoczecia x; procesu Py na zasobie wspoldzielonym R, ma postac:

x; = max{x;, xi-;+ti-1}, 4.5)

gdzie: x;— termin rozpoczgcia operacji przez proces P; na zasobie wspotdzielonym R,,
x;.; — termin rozpoczecia operacji poprzedzajacej operacj¢ reprezentowang przez
termin x;,
x; — termin rozpoczgcia operacji przez proces P, (proces, ktory jest realizowany na
R, przed P)) na zasobie R,:; (zasob wystgpujacy jako nastepny po R, w marszrucie
procesu P,).
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Termin rozpoczecia operacji x; przez proces P; na zasobie wspoldzielonym R, jest
rowny terminowi ukonczenia, przez proces P;, operacji wczesniejszej x;.; lub terminowi
zwolnienia zasobu R, przez proces P, pracujacy na zasobie R, przed procesem P;.

Podsumowujac, przedstawione powyzej cztery ograniczenia (4.2), (4.3), (4.4), (4.5),
opisujace wzajemne zwigzki migdzy elementami sekwencji x, Sy, @, stanowig og6lny opis
rozwazanej klasy systemoéw transportowych w kontekscie modelu SWPC. W oparciu o nie,
mozliwa jest budowa postaci faktow F, stanowiacych czg$¢ reprezentacji bazy wiedzy KB.

Do opisu systemu mozna wykorzysta¢ dowolna posta¢ faktéw F, pod warunkiem, ze
przyjeta postaé gwarantuje spetnienie powyzej zdefiniowanych ograniczen, tzn. bez wzgledu
na czas, miejsce i rodzaj realizowanego procesu zawsze spetnione beda ograniczenia (4.2),
(4.3), (4.4), (4.5). Inaczej méwigc wymagane jest by ogélne zasady charakteryzujace obiekt
reprezentowane byly w postaci faktow F, ktére zagwarantuja spelnienie tej wiedzy
w kontekscie wszystkich zmiennych decyzyjnych (w tym przypadku elementéw sekwencji x,
So, O).

Nalezy podkresli¢, ze spelnienie ograniczen (4.2), (4.3), (4.4), (4.5), gwarantuje
dodatkowo brak wystgpienia kolizji w trakcie pracy proceséw [59], [92]. Sformulowane w
rozdziale ograniczenia stanowig efekt realizacji pierwszego z przedstawionych w poprzednim
punkcie zagadnienia obejmujacego proces weryfikacji bazy wiedzy (zagadnienie dotyczace
sformulowania zatozen klasy systemu w postaci relacji zmiennych modelu SWPC). W dalszej
kolejnosci wymagane jest opisanie stanu blokady w postaci zwiazkéw (relacji) miedzy
zmiennymi modelu SWPC.

4.2.2. Réwnanie stanu

Rozwazany jest uproszczony przypadek gdy: F(@, Sy, x, Pp) = F/ @, Sy, x, Pp) — czyli
zbior faktow zawiera tylko ogdlne fakty odpowiadajace ograniczeniom rozwazanej klasy
systemow. Brak jest natomiast jakichkolwiek dodatkowych faktow Fy(@, Sy, x, Pp)
wynikajacych na przyklad z indywidualnych wlasciwosci rozwazanego systemu
transportowego, takich jak priorytetowanie obstugi okreslonych woézkéw, dostgpnosé
poszczegblnych maszyn, dedykowane zadania pracy poszczeg6lnych wozkow, itp.

Realizacj¢ procesow w systemie SWPC mozna opisa¢ poprzez sekwencje stanow
S = (Sp, Sp, ... , Sy), gdzie: S; = (R¥}, R",, ... , R”,) jest i-tym stanem systemu, elementy
ktorego okre$lajq zasoby zajmowane przez procesy P, ... , P,. W przedstawionej sekwencji
elementy Sy, ..., Sy, reprezentujg kolejno stany systemu wystgpujace w oknie czasowym W.

Zwykle w sekwencji stanow S znany jest tylko stan poczatkowy Sy, pozostale stany sg
nieznane. Poszukiwana jest posta¢ sekwencji S. W tym celu wykorzystywana jest graficzna
reprezentacja standow S.

Stan S; systemu SWPC jest reprezentowany przez graf zadan zasobowych G* = (N*,B"),
w sklad ktérego wchodzg zbiory N* i B”. W ogélnym przypadku, jest to graf niespdjny. Dla
danego stanu systemu S; graf ten okresla zasoby, na ktérych realizowane sa poszczegolne
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procesy, terminy rozpoczgcia operacji na zajetych zasobach i zadania dostgpu do zasobow
wspoldzielonych. Graf G* = (N, BY) jest charakteryzowany nastepujaco:

o N =N, U Ny = (R, Russ .., RS",,,q,-} — jest zbiorem wierzchotkow

reprezentujacych zasoby R, na ktérych w danym stanie S; realizowane sa operacje

(zbiér N*,) oraz zasoby, do ktérych procesy zadaja dostepu po ukonczeniu biezacej

operacji (zbiér N*;). Kazdemu wierzchotkowi jest przyporzadkowana wspétrzedna

(etykieta) wierzcholka:
P; — gdy w danym oknie czasowym W, w kolejnych stanach systemu,
na R, ; operacje sa realizowane

4 (RSin,i) =
A — gdy w danym oknie czasowym W, w kolejnych stanach systemu,
na R*,; operacje nie sg realizowane

gdzie: P; — proces, ktéry w kolejnych stanach, jako pierwszy otrzymuje dostep do
zasobu R*,,,
A — symbol oznaczajacy, ze w oknie czasowym W na zasobie R”,; operacje nie
beda juz realizowane.

o B'={(B", B% ..., B",.} — jest zbiorem tukéw, gdzie: ||B¥|| = ¢, B = (R;s R)) —
luk taczacy wierzchotek R; z wierzcholkiem R, gdzie: R;, R; € N”. Luk B
reprezentuje proces realizujacy w stanie S; opreracj¢ na Rj, po zakonczeniu ktorej
zada dostgpu do zasobu R;.

e Kazdemu tukowi przyporzadkowana jest wspotrzedna (etykieta) tuku ¢(B%})) = *x,”,
gdzie: Px,” — wspolrzedna okreslajaca termin rozpoczecia operacji p-tego procesu na

zasobie Ry.
e Gdy dla tukow BUD, . B, s spetnione jest Ry # R, i R; # Ry to wspotrzedne tuku
spelniaja nieréwnos¢:
vas(i+l) > va5i+ptv3i, (46)

gdzie: ”x,” — termin reazlizacji operacji realizowanej przez p-ty proces przed operacja
opisang terminem x,*" "),
P15 czas trwania operacji reprezentowanej przez “x,”.
Zalezno$¢ (4.6) jest konsekwencja przyjetego ograniczenia (4.2) dotyczacego
kolejnosci realizacji operacji. Termin rozpoczecia operacji x,""” w stanie Sj.;
powinien by¢ wiekszy lub réwny od terminu ukonczenia operacji (x,” + “1,")
w stanie go poprzedzajacym S;.
Przyktadowe grafy zadan zasobowych reprezentujace okreslone stany sytemu zostaly
przedstawione na rysunku 4.9.
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RI,A o Gci= (Mi,Bsi)
RZ’PI
o

X3

2

3 ‘R4,P3

R_;,Pz.x_—>

Ml - {RI: RZ: R-/: R5}
= {B’ 12,3Y23,Bw34}
(/’(B VI.Z) x1, (B’ 2,3) X35

AB" 1 2)= xs.
Gm= (Ivsl,Bﬂ)
] RI‘A
R61Pl A/xl
[ ]
/ R,A 2 RyPy3  R,Ps
o—>0 —» @
p22 X __>© - X3 Xs
Nﬂ - {Rl' R61 R7r R39 RJ}

B = {Bwlo,B 7.3 34}

P21 x3 pn X5 P32: X6
Legenda: (D(Bwl.ti) = x5, ®(B" '73) = X3,
AB"12) = xs.
Ry, P; : , .
® — wezel reprezentujacy zasob R; gdzie k _
wspotrzedna wezla y(R) = Pj, radie tuk (B")) ="x,", k— numer procesu
— proces P, (wozek), ' reprezentowanego przez tuk B*,,
x;  —termin rozpoczgcia i-tej operacji R; O i-ty zasob lokaln
= & Y,

elementarnej,

i —Jj-t eracja elementarna realizowana R; i
P jp; eozpprocjea; P, s ! — i-ty zasob wspoldzielony,
i

Rys. 4.9. Przyk{ady reprezentacji okreslonych stanéw w postaci grafow: a) stan systemu reprezentowany przez
graf spojny, b) stan systemu reprezentowany przez graf niespojny

Zachowanie systemu SWPC jest opisane przez sekwencje graféw zadan zasobowych G
= (G G*,G%, ..., G™) scharakteryzowana nastepujaco:

e Sekwencja G reprezentuje, w postaci grafow zadan zasobowych G", wszystkie stany
S; jakie wystepuja w systemie w oknie czasowym W. Grafy G*, wystepujace w oknie
czasowym W, sa uporzadkowane od grafu poczatkowego G* po ostatni graf G™.

e Kazdy graf zadan zasobowych G" posiada t¢ sama liczbg tukow B réwna liczbie
proces6w ¢ realizowanych w systemie: IB|| = q. Grafy moga posiada¢ r6zna liczbe
wierzchotkéw N°.

e W rozwazanej klasie systeméw liczba stanow jest ograniczona przez liczbg operacji
elementarnych » realizowanych w oknie W: ||G|| < n

o Zbior graféow Gp (zbidr wszystkich postaci grafow G*) opisujg parametry Sp i
©, atym samym uklady nieréwnosci (4.2), (4.3). Parametry Sy i @ wplywajgq na
kolejnos¢ realizacji procesow w systemie, a tym samym, poprzez uktady (4.2) 1 (4.3),
ograniczaja potencjalne wartosci harmonogramu x. Grafy G" reprezentujace stany
systemu SWPC spelniaja warunek narzucony na wspoirzedne tukow (4.6). Zbior
grafow Gp jest zatem ograniczony do zbioru grafow Gp"', zawierajacego tylko te
grafy, ktore spelniaja uklady (4.2), (4.3), oraz wiasnos¢ (4.6) (rysunek 4.10).
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Legenda:
Gp — zbiér wszystkich grafow G,

Gp" - zbiér graféw G spetniajacych
wlasnosc (4.6),

(4.3),

Rys. 4.10. Zbiér graféw Gp

W zbiorze graféow Gp  poszukiwane sa sekwencje graféw G, ktére reprezentuja
bezblokadowe stany systemu.

Na rysunku 4.11 przedstawiono reprezentacj¢ sekwencji stanow S w postaci sekwencji
grafow zadan zasobowych G. W systemach SWPC procesy realizuja swoje operacje
cyklicznie, zatem osiggane kolejno stany systemu musza doprowadzi¢ do ponownego
pojawienia si¢ stanu poczatkowego Sp. Naturalnym jest wigc stwierdzenie, ze warunkiem
poprawnej pracy systemu jest istnienie lancucha sekwencji stanéw, ktéry rozpoczyna sig¢
i konczy tym samym stanem S; (rysunek 4.11). Lancuch sekwencji stanéw powinien
gwarantowac realizacj¢ procesow zgodnie z przydzielonymi im marszrutami.

— 5, —F 5, §

S — 8  —rSsS

S I -

GSO __’ GS] —_— GS2 —’

> Gs(w-l) > Gsw > GsO

4 L

GSI :A(GSO) Gs2 =A(GS]) - Gs(w-]) =A(GS(W-2)) GSW ____A(GS(W-I)) GSO =A(C;SW)

Legenda:
S; — i-ty stan systemu G' — i-ty graf zadan zasobowych

Rys. 4.11. Reprezentacja sekwencji stanéw S w postaci sekwencji grafow G

W celu wyznaczenia tancucha standw S wykorzystuje si¢ reprezentacje w postaci
sekwencji grafow zadan zasobowych G. W odroznieniu od standéw S;, grafy zadan
zasobowych G* stanowia opis stanowy (wspdirzedne wierzchotkéw) oraz opis czasowy
(wspotrzedne tukow) realizacji proceséw. Inaczej méwiac, graf G* reprezentuje okreslony
stan systemu S; wraz z elementami harmonogramu x odpowiadajacymi operacjom
realizowanym w danym stanie. Wyznaczenie tancucha stanow S prowadzi do wyznaczenia
analogicznego tafncucha graféw zadan zasobowych G (rysunek 4.11).

Sprowadza si¢ to do wyznaczania kolejno grafow G", az do ponownego otrzymania
grafu G*’. Graf G**" jest otrzymywany z poprzedzajacego go grafu G*. Graf G**" jest
konsekwencja spelnienia przez graf G* zadan zasobowych:

G =AGY), (4.7)
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gdzie: A(G") — operator spehienia zadan zasobowych definiowany nastgpujaco:

AGH =G

gdy:
G* = (N°,BY, G* = (W*,B?), G®, G°c Gp, G® € Gp™", N°= N", U N,
N, = N* N’, — zbior réznoelemnentowy, wspotrzedne hukow B’ spetniaja
ograniczenia spetniaja (4.4) i (4.5).

gdzie: N’, zbiér zasobéw R, na ktérych realizowane sa operacje w stanie b
(wspotrzedne poczatkowe tukow B).

Efektem spelnienia zadan zasobowych A(G") jest graf G*+h opisany zbiorem tukéw
B oraz zbiorem wierzehotkow N, Graf G**? jest jednym z gafow zbioru G,
G e GSUD odzie: GAUP < Gp™'— jest zbiorem potencjalnych postaci grafu G**7,
GAD = (G, 20D, G20, L, G DY. Kazdy graf zbioru G4U*") opisany jest zbiorem
N4 charakteryzujacym sie tym, ze podzbi6r N4 D, ( zbiér zasobéw R, na ktérych
realizowane sg operacje w stanie S;+)) jest podzbiorem wierzchotkéw grafu G D, = N

0+ co oznacza ze w szczegdlnym przypadku G D

Graf G* réwniez nalezy do zbioru G
jest grafem G*. Kazdy graf zbioru G, "
reprezentujg procesy realizujace operacje na zasobach okreslonych w zbiorze N4 D Graf
G*D jest grafem, ktérego wartosci wspdirzednych tukow B (odpowiadajacych

elementom sekwencji x), spelniaja ograniczenia zadan zasobowych (4.4) i (4.5). Ograniczenia

opisany jest ponadto zbiorem tukéw BA,,-S("” ), tuki

te prowadza do postaci rownan stanu, otrzymywanych z zaleznosci (4.8), umozliwiajacych
wyznaczenie wspotrzednych tukéw grafu G*"*D a tym samym okreslenie jego postaci.

W przypadku gdy G” nie spetnia zadan zasobowych, to wszystkie wartosci
wspbtrzednych (zgodnie z (4.8)) wynosza: Px,5(x), wowczas to graf G*""D ma taka sama
posta¢ co G”. W takim przypadku stan systemu nie zmienia si¢ — system osiaga stan blokady.

Réwnania stanu dla g proceséw wyznaczane sg z nastgpujacego wyrazenia:

(Px,5 491, gdy R, jest zasobem lokalnym i p-ty proces
jest reprezentowany przez luk nalezacy do
podgrafu *G*, lub gdy R, jest zasobem
wspoldzielonym i  p-ty  proces jest
reprezentowany przez tuk nalezacy do
podgrafu GV i R, nie posiada tuku
wychodzacego,

‘ (4.8)
max{ "x," 1, 7x, " } ady R, jest zasobem wspétdzielonym i p-ty
proces jest reprezentowany przez fuk
nalezacy do podgrafu “G” i R, ;; posiada tuk
wychodzacy,

vaS(I+1)(x) =

A

P (%) gdy p-ty proces jest reprezentowany przez
tuk nie nalezacy do podgrafu *G".

dap=1,...,¢q
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gdzie: Px,*¢ *D(x) — wspotrzedna tuku, grafu G, reprezentujacego p-ty proces w stanie S;+;,

R, si — zasob, na ktérym realizowana jest operacja o terminie rozpoczecia By
Py, — wspotrzedna luku reprezentujacego proces p w grafie G,
P.S' _ czas trwania operacji reprezentowanej przez termin “x,”,
Pex SO _ wspolrzedna tuku opisujacego proces P, w grafie reprezentujacym stan Sy
(wstepujacy przed lub po stanie S;). Wspolrzedna jest terminem rozpoczecia operacji
procesu P, (wystgpujacego na zasobie R,y przed procesem P,) na zasobie
wystepujacym w marszrucie procesu P, po zasobie R, ;.

Proces p reprezentowany jest przez tuk nalezacy do podgrafu ’G" jezeli wspohrzedna

Py tego tuku nalezy do zbioru wspotrzednych podgrafu °G™: x,” e *x”, gdzie:
> 4

si _ ¢z Ssi  z_Si z_ Si

X =B, X, X

w sktad podgrafu “G*, do ktérego nalezy tuk procesu P, (numeracja elementéw zbioru

nz} — zbidr wspdtrzednych wszystkich tukéw wchodzacych

%"l jest zgodna ze zwrotem tukéw w grafie “G"),
nz = ||"B|| - liczba wspotrzednych x w podgrafie *G”.
W wyrazeniu (4.8) podgraf “G* oznacza z-ty spéjny podgraf grafu G* opisany zbiorami
weztow N i tukéw “B. Wierzchotki i tuki spelniaja nastgpujace whasciwosci podgrafow S Ca
e Dla kazdego wierzchotka “R,,; € °N jezeli istnieja tuki skierowane do tego wierzchotka
to co najmniej dla jednego tuku “B;; = (R,,i, Rx,) spetniona jest zalezno$¢:

‘P(Rnd') :pa ] (49)

gdzie: pa — oznacza proces reprezentowany przez tuk “B;; skierowany do R, ;.
e Dla kazdego wierzchotka *R,; € °N i skierowanego od tego wierzchotka tuku
“Bi; = (R, Rnj) spetniona jest zaleznos¢:

YURn) =pr, (4.10)

gdzie: pr — oznacza proces reprezentowany przez tuk “B;; skierowany od “R,..

W ogélnosci graf G, moze nie zawiera¢ podgrafu “G”. Istnienie podgrafu °G* jest
uzaleznione od marszrut proceséw P, okreslajacych wartosci wspotrzednych (R,
przyporzadkowanych wierzchotkom. Maksymalna liczba podgrafow jest ograniczona liczba
proceséw realizowanych w systemie z < g (z — liczba podgrafow, g — liczba realizowanych

procesow).
Przyklad 4.3. Postacie podgrafow *G”

Celem przyktadu jest ilustracja, dla wybranych grafow G", postaci podgrafow °G” oraz
okreslenie dla kazdego z nich zbioréw *x”.
Rysunek 4.12 przedstawia przykladowe grafy G*, &%, G%.
W przedstawionych grafach kolorem czerwonym oznaczono podgrafy 26"

e Dla grafu G* okreslono posta¢ podgrafu 1G5 (przedstawiony rysunek 4.12 a), graf

G*!, kolor czerwony). Wszystkie wezly i tuki G*! spemniajq zatozenia (4.9), (4.10),
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podgrafu ‘G™. Stad, zbiér 'x* terminéw operacji wystepujacych w podgrafie 'G* ma
postac:

1 sl
x = {xy, x3, xs5}.

e Dla grafu G* wyznaczono podgraf 'G* (przedstawiony na rysunku 4.12 b), graf G*,
kolor czerwony). Podgraf 'G*?opisany jest zbiorami ‘N> = {R;, Ry, R;}, 'B** = (B
2,2, B3}, Tylko dla tych zbioréw weziéw i tukéw spetnione sa zatozenia (4.9),

(4.10), podgrafu °G". Stad, zbiér 'x* terminéw operacji wchodzacych w skiad
podgrafu 'G* ma postac:

2= (a3}

e Dla grafu G* wyznaczono podgraf G (przedstawiony na rysunku 4.12 c), graf GY,
kolor czerwony). Podgraf IG¥ opisany jest zbiorami ‘N = {Rs Rs}, 'B = {Bss}.
Tylko dla takich zbioréw wierzchotkéw i lukéw spetnione sa zatozenia (4.9), (4.10),
podgrafu °G". Stad, zbiér 'x*' terminéw operacji wchodzacych w skiad podgrafu 'G*
ma postac:

1x33= {x3}.

a) Gsl - (N.Y],BSI) b) GSZ — (NSZ,BSZ) e p GSJ - (st,Bs3)
R.z,A R,‘A o P> Py .R5,A

N e N

X1 RZrPI X 5. 1 . A

t ® Ry, P; R,P, ®
R6’P2
X3 2 X3 2
1

R; P,® +& e R4P; ® R;P, R P, .T'. R, P;

NSI = {RI) RZ) R4: RS}’
B ={(B*";,,B";3,B" 34},

N?={R;, Ry, Ry },
B? = {B%,,B%;,B%,),

N* = {Ry, Ry, Ry, Rs, Rs},
Bs3 — {B s31’2 , BS33,4 , BS35,6}3

3
oB SI1,2) = X5 ¢(Bsz],z) = X ¢(Bs31,2) = X
5.
@B"2) = x3, AB?5) = xs, AB"3) = x5,
PB*54) = x5, xB”2) = xs, B 56) = x3,
Legenda:
Ri,P' : . L . .
e — wierzchotek reprezentujacy zaséb R;, gdzie wspéirzedna wezta ((R;) = P;
k i ; .
"y = tuk @(B™;) ="x,", k — numer procesu reprezentowanego przez tuk B”;,
Xx;  —termin rozpoczgcia i-tej operacji elementarne;.

Rys. 4.12. Przyktadowe postacie graféw: a) caly graf spetnia zatozenia (4.9), (4.10); b) tylko gatezie 2, 3
spetniaja zlozenia (4.9), (4.10); c) tylko gataz 2 spetnia zatozenia (4.9), (4.10)

W przedstawionych przyktadach, dla kazdego grafu istnieje tylko jeden podgraf.
W ogolnosci jednak moze by¢ ich wigcej. Wyznaczone zbiory bl A L okreslaja

b

wspotrzedne tukéw reprezentujacych procesy, dla ktérych mozliwe jest wyznaczenie gatezi
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w kolejnych grafach. Graf G”, dla ktérego nie istnieje podgraf ’G" reprezentuje stan,

w ktorym niemozliwe jest wyznaczenie wspolrzednych grafu G" co jest réwnoznaczne ze

stanem blokady systemu. -
Rownanie (4.8) formutowane dla kazdego (p-tego) procesu realizowanego w systemie,

pozwala na wyznaczenie terminu rozpoczgcia operacji w stanie S+ na zasobie, do ktérego

proces zada dostepu, bedac w stanie S;.

Dla grafu G* = (N”, B”), gdzie:

NSi = {RSin,l, RSin,Za ooy RSin,qi}a BSi = {BSia,Sa BSik,la ey BSiy,z}a ¢(BSik,l) =vaSi:
graf G0 = (N0 B Dy bedacy wynikiem operatora A(G™) jest opisany zbiorami:

NGD = (D | RCHD o RO i)
Bt = {BY('H)a,s, -BS(I+1)/(,[3 ,BS(H—])y‘z}a ¢(Bs(x+1)k,1) =vas(z+1),

gdzie:

p — proces reprezentowany przez tuk B,

Py S0HD =Py st Dy dlap=1.2, ...,4q,

Py, S D(x) — wspolrzedna tuku reprezentujacego proces p w stanie S;. Wspotrzedna jest

wyznaczana z zaleznosci (4.8),

NUD _ 7biér wierzchotkéw odpowiadajacych operacjom reprezentowanym przez

wyznaczone terminy Px," ",

B _ 7bi6r tukéw odpowiadajacych operacjom reprezentowanym przez wyznaczone
terminy “x,"""".

Istota réwnania (4.8) polega na wykorzystaniu operatora max reprezentujacego
ograniczenie (4.5) do wyznaczenia lukow wchodzacych w sktad podgrafu ’G". Wyznaczenie
wsp6lrzednych mozliwe jest jedynie dla tukow (proceséw) nalezacych do podgraféw “G”.
Wspotrzedne pozostatych tukoéw moga zosta¢ wyznaczone przez rownania opisujace kolejne
grafy G**P (graf wstepujacy w sekwencji G po grafie G*). Zastosowanie réwnania (4.8) do
sprawdzenia zadan zasobowych moze prowadzi¢ do trzech przypadkow:

e W grafie G¥, istnieje pusty zbiér podgraféw *G*. Oznacza to ze, kolejny graf
ma ta samg postaé co G”. Dzieje si¢ tak, gdyz przy braku podgrafu ‘G* wszystkie
wspbtrzedne tukow grafu G" przenoszone sa do grafu G (zgodnie z (4.8)):
Py, S D(x) =Px 5(x). Wszystkie kolejne stany sa takie same, czyli procesy nie moga by¢

GS(i+1)

realizowane.

e Caly graf G* spetia zatozenia (4.9), (4.10). Oznacza to ze, dla wspétrzednych
wszystkich tukéw grafu kolejnego G formulowane sg réwnania stanu (réwnania
otrzymywane z (4.8) w postaci 7x,"*(x) = Px," + 74," Tub Px," " (x) = max {'x,” + 71",
Pex,91) umozliwiajace wyznaczenie tych wspotrzednych. Jezeli otrzymane réwnania
nie sg sprzeczne oznacza to, ze przejscie systemu do kolejnego stanu S+ ) odbywa si¢
w wyniku réwnoleglej realizacji operacji wszystkich procesow.
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e W grafie G”, istnieje niepusty zbiér podgraféw *G*. Oznacza to ze, w kolejnym grafie
G*D czesé wspblrzednych tukéw (nalezacych do °G™) jest opisana okreslonym
zbiorem réwnan, pozostate wspolrzedne sa przenoszone do G, Jegli otrzymane
rOwnania sa nie sprzeczne to przejscie do kolejnego stanu S+ ;) odbywa si¢ w wyniku
rownoleglej realizacji operacji procesow reprezentowanych przez tuki podgrafu G

Ostanie dwa przypadki opisujg sytuacje umozliwiajace przejscie do stanu kolejnego,
pierwszy prowadzi do blokady systemu.

Rozwazany jest pierwszy przypadek, gdzie w grafie G* nie mozna wyznaczy¢ podgrafu
°G*. W takim przypadku wszystkie tuki B i wierzchotki N* nie spelniaja wyrazen (4.9),
(4.10). Przyktadowy graf zostal przedstawiony na rysunku 4.13.

le — (Nsl,B xl)
R.I’Pl Rs A N‘;l = {Rll, R,, 154, Rs,leﬁ},
x\3\ P 4 Bs =I{BY 1,25 BY 3,45 B\ 5.6}7
! " /’ @ (Bv‘ll,z) = (%1, %2):
R2,P2 L4 @(B‘ 3.-/) = (x5’x6)7
Re P, @ (3”5,6) = (%3, X4),
R3,P2 .____1____>. RJrP_?
X5
Legenda:
Rinj
° — wierzcholek reprezentujacy zaséb R;, gdzie wspoirz¢dna wezta y(R,) = P,
ks huk @B”;)) ="x,", k- numer procesu reprezentowanego przez tuk B”;.

vasl
Rys. 4.13. Przykladowa postaé¢ grafu nie zawierajacego zadnego podgrafu “G”

Graf przedstawiony na rysunku 4.13 nie zawiera podgrafu °G*. Zgodnie z (4.8), w takiej
sytuacji nie jest mozliwe wyznaczenie wartosci zadnej wspolrzednej tukéw grafu G*
(wszystkie wspotrzgdne przyjmuja postaé Py 5 (x)). Jest to réwnoznaczne z zablokowaniem
wszystkich procesow. Okazuje si¢, ze tego typu graf powstaje w przypadku sprzecznosci
ograniczen okreslajacych kolejnos¢ operacji w marszrucie (4.2) i ograniczen okreslajacych
kolejnos¢ operacji na zasobach wspoldzielonych (4.3).

W przypadku gdy ograniczenia (4.2) i (4.3) nie sa spelnione, graf G* nie zawiera
podgrafu °‘G” co oznacza, ze system jest zablokowany. Stad mozna wyprowadzi¢ nastepujacy
wniosek, ze kazdy graf G*, ktéry nalezy do zbioru Gp*’k (zawierajacy grafy spelniajace
miedzy innymi ograniczenia (4.2) i (4.3)) zawiera co najmniej jeden podgraf °G”. Nie
oznacza to jednak, ze spetnienie (4.2) i (4.3) gwarantuje istnienie rozwigzan bezblokadowych.
Rownania stanu otrzymane z wyrazenia (4.6) moga prowadzi¢ do sprzecznosci co jest
rdwnoznaczne z blokada systemu. Spelnienie ograniczen (4.2) i (4.3) powoduje usunigcie
tylko pewnej czgsci rozwigzan blokadowych.

Podsumowujac, spetnienie zadan zasobowych przez graf G polega na wyznaczeniu
grafu G (w oparciu o zalezno$é (4.8)). Wyznaczenie grafu G*"D polega z kolei na
wyznaczeniu wspélrzednych tukéw B a tym samy wierzcholkow N Procesy
reprezentowane przez tuki, dla ktérych wyznaczono wspoélrzedne, rozpoczynajg operacje na
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kolejnych zasobach (wynikajacych z marszrut P;). W ten sposob system osiaga nowy stan S;.;
reprezentowany przez graf G,

Postepujac analogicznie, z grafu G wyznaczany jest graf G i dalej grafy
kolejne. Stworzony w ten sposob tancuch grafow zadan zasobowych odpowiada sekwencji
stanow S osigganych w systemie (rysunek 4.11). Grafy wyznaczane sa do momentu

otrzymania grafu poczatkowego Sy,
Przyklad 4.4. Idea formulowania réwnan stanu

Celem przyktadu jest ilustracja réwnan stanu dla stanu systemu z rysunku 4.14 oraz
rownan stanu dla stanu kolejnego.

Dany jest system z rysunku 4.14. Przyjete marszruty proceséw P, stan poczatkowy Sy
i sekwencja regul priorytetowania @, implikuja graf systemu postaci jak na rysunku 4.14.

W danym stanie G*! znane sa wartosci parametréow Xx;, X3, x5, x; (wspolrzedne
poczatkowe ukéw). Spetnienie zadan zasobowych dla grafu G*' polega na wyznaczeniu grafu
G*?. Poszukiwane sg wiec wartosci X2, x4, xg, Xs (Wspotrzedne tukow G*).

sl — sl psl
! P11t X Ri pysixs P4,1% X7 b) R, P(,:‘ gN B R)-P
' P..l ’R_; ] ’. < ° 543
R6:Pl.‘/xl X7

R7’Pl 2 R33P2 3 .R4,P3
—_—

o—>e
- X3 X5
R7 P. + 3 NYII = {Rl’l R6) R]7! R35 11247 R5}ls
P2,1% X3 20 P32t Xs B’ 7 {B")6 B 7.3 B4, B},
] - ] - 1. =
(0(3‘11.6) =X, (B 73) = x3, B 34 )= x5,
Legenda: AB's,1) = x7,
Rl’Pj . . . k .
®  —wezel reprezentujacy zaséb };)’ gdzie: > ~lik B")) ="x", k—numer procesu
- - “:Zg‘;’i"?d(wé‘;f‘ga YR) = L), Y reprezentowanego przez tuk B,
p 1 s R
Xi — termin rozpoczgcia i-tej operacji O — i-ty zasob lokalny,
elementarne;j, R
; . : i :
piy  —Jj-taoperacja elementarna realizowana — i-ty zasob wspotdzielony.

przez proces Pj,

Rys. 4.14. Przykiad stanu systemu SWPC: a) stan S, b) graf G"
W grafie zadan zasobowych G*! wyréznia sie dwa podgrafy:

IGSI - (INSI, IBSI) gdZie: INSI - {R], R6, Rj}, IB.S‘] = {BS15,I, BSII,6},
268 = (ON*1,?B°ly  gdzie: N = {Ry, Rs, Ry}, ’B* = {B"'73, B 16},
G = !, B gdzie: N°! = N/ UNS!, B = BB
Wspotrzedne tukow wchodzacych w sktad grafow 1G5, 2G*, wyrazone sa w postaci
zbiorow:
= a7, 21,
= {3, 25}
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Zgodnie z réwnaniem (4.8) wspotrzedne tukow grafu G*° maja postaé:

Dla P;: x2="x2(x) =x; +1,,

Dla P,: x4 = ZxVSZ(x) = max{x; + 13, 3xv52(x)},

Dla P3: x5 = 3xvsz(x) =xs5+1s,

Dla Py x5 = x,(x) = max{x; + t7, 'x,”(x)}.

Otrzymane réwnania stanu dla G** maja postac:

L2 () =x; + 1,
%x,"2(x) = max {x; + 15, x5+ 15},
%, (x) = x5 + 15,
%5(x) = max{x; + 17, x;+1,}.

W oparciu o powyzsze rdéwnania mozliwe jest wyznaczenie poszukiwanych
wspolrzednych x,, x4, x5, xs. Wyznaczenie tych wspolrzgdnych pozwala na przejscie do
nastepnego grafu G*2. Graf G* zostal przedstawiony na rysunku 4.15. Nowe wsp6irzedne
poszczegolnych weztow y (R,,;) grafu G*? wynikaja z przyjetych marszrut P realizowanych

procesow.

Postepujac analogicznie, w oparciu o rdwnania stanu oraz 0 wyznaczone wartosci x2, Xy,

X6, X3, mozna wyznaczy¢ kolejny graf G*, a z niego wyznaczaé nastepne.

a) R, b) G” = (N",B%)
R,A R;5P3
‘ Rs ¢
Rs, A =
8
P33+ X12 ® Ry, P,
X6 3
X2 ! X4 |2
o
P3,2: X6 o * - R, A
R,P;  R;,A
2
NSZ = {Ré R Ry, R.ia‘R-h R5_, R},
B* ={B*,,, Bszs,z, 3‘24.5, B‘26.7 |
2\ — 2\ 2R
(/’(3‘21.2) =X, (B"32) = x4, AB*45) = x4,
S. —
AB"67) = x3,
Legenda:
Ruds 1 tuj 5b R, gdzie: k i »
[ ] — wezel reprezentujacy zasob R; gdzie: = ~tuk ¢ B ) ="x.", k- numer procesu
wspéir;cd(nalwglf;a wR) = PJ w reprezentowanego przez tuk B’Si, s
— proces P; (wozek),
R
Xi — termin rozpoczgceia i-tej operacji y O — i-ty zas6b lokalny,
elementarne;j,
pi;  —J-taoperacja elementarna realizowana Ri

przez proces P,

— i-ty zas6b wspotdzielony.

Rys. 4.15. Przyklad stanu systemu SWPC: a) stan S, b) graf G*

Przedstawione podejscie umozliwia wyznaczanie tancucha grafow zadan zasobowych
(rysunek 4.11) poprzez kolejne wyznaczanie graféw G*. W tym celu wprowadza sie pojecie
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stanu osiggalnego. Dany jest zbidr proceséw, ich marszruty P, stan poczatkowy Sy oraz reguly
priorytetowania @.
Definicja 4.1

Stanem osiggalnym nazywamy taki stan S;, ktéremu odpowiada graf osiagalny
G" € Gp” otrzymany z grafu G" (reprezentujacego stan poczatkowy Sp) w wyniku
skonczonej, i-tej liczby spetnien zadan zasobowych:

G =ANAD(... ANGD) ... ),

gdzie: A(GY) — i-ta realizacja operatora spenienia zadan zasobowych.

Przedstawiona definicja stanowi podstawg¢ do  wyznaczania stanu S
( reprezentowanego przez Gy w oparciu o osiagalny stan przeszly S; (reprezentowany
grafem G*). Wyznaczenie grafu G***?, przy znajomosci postaci grafu osiagalnego G, jest
mozliwe w wyniku wielokrotnego spetnienia przez graf G* zadan zasobowych:

G0 = ABARD . ANGT ... Y),

gdzie: AY(GY) — i-ta realizacja operatora spelnienia zadan zasobowych.

Wyznaczenie grafu G**P polega wiec na wyznaczeniu wspotrzednych tukéw i w oparciu
y P | Sp y 2

o nie, okregleniu zbioru wierzchotkow N***® oraz tukéw B P, W tym celu wykorzystuje sie

nastgpujacy lemat:

Lemat 4.1
Dany jest stan osiagalny S; reprezentowany przez graf zadan zasobowych G*. Dane sg
marszruty procesow P;, reguly priorytetowania @, grafy G***", G**?, | G*"*FD ¢ Gp™,

ktore spelniaja ograniczenia (4.4), (4.5). Stan Sj.; reprezentowany jest przez graf zadan
s(i+k) ** . " . e -
zasobowych G € Gp , gdzie wspotrzegdne tukow opisuje réwnanie:

PX, S0 () = Py SERY psy, sl psy sk2) | Py Siey L)) dlap,ps=1,...,q (4.11)

gdzie: PX,**P _ wspotrzedna x, luku B reprezentujacego p-ty proces w grafie G,
Dowaéd

G* jest grafem osiggalnym, zatem G* e Gp**. W grafie G* istnieje niepusty zbior
podgraféw “G*. Kolejny graf G*'*" nalezy do Gp"" i spetnia ograniczenia (4.4), (4.5) wigc
mozliwe jest w oparciu o (4.8) wyznaczenie wspdlrzednych tukéw grafu G*V*", GU*1 jest
zatem rowniez grafem osiggalnym. Podobnie dla kolejnych graféw, jesli naleza do Gp"
i spelniaja (4.4), (4.5) to speiaja zadania zasobowe, czyli istnieje tancuch Iaczacy graf G*
z G0, Wspbtrzedne tukow grafu G*¢+h wyznaczane sa z zaleznosci (4.8), ktorej
argumentami sg wspotrzedne grafu G +kD poprzedzajacego graf G*"® w tancuchu grafow.
Z kolei do wyznaczenia wspoirzednych koncowych G wykorzystuje sie zaleznosé (4.8)
z argumentami wspohrzednych grafu G****2 W konsekwencji wspotrzedne GV sq

wyznaczane rekurencyjnie. Stad stuszna jest zaleznos¢ (4.11).
c.k.d.
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Réwnania (4.11) nazywane sa ogélnymi réwnaniami stanu. Pozwalajg one okresli¢ czy
istnieje w zbiorze graféow Gp~ $ciezka laczaca kilka kolejnych osiggalnych grafow zadan
zasobowych G¥, GV, ..., G*"*Y. Réwnania (4.11) pozwalaja wyznaczy¢ wspéirzedne
hukow grafu G*U*% tylko i wylacznie w oparciu o wspohrzedne tukéw grafu G*. Nie jest
wymagana znajomo$é wspéhrzednych x graféw posrednich: G0, G2, | GtkD,

Lemat 4.1 prowadzi réwniez do nastepujacego wniosku: Jesli z G¥ mozliwe jest
wyznaczenie G | to wszystkie grafy posrednie GY, gdzie: i <j < i+k, spelniaja zadania
zasobowe.

Postugujac sie Lematem 4.1, w szczegdlnym przypadku, mozna sformutowaé réwnania
umozliwiajace wyznaczenie ze stanu poczatkowego Sy stan ostatni S,, okna czasowego W.
Czyli z pierwszego grafu G wyznaczy¢ graf G™. Ogodlne réwnanie stanu dla systeméw
opisanych sekwencja zadan zasobowych G = (G*,G*,G%, ... , G™) ma postaé:

PXS ()=, ™ (P, D (P, DL Py L)), dlap =1, ., g, (4.12)

gdzie: w — liczba graféw wchodzacych w sklad sekwencji zadan zasobowych G,
PX,™— wspbtrzedna Px,™ tuku reprezentujacej proces P, w stanie G™.
Rownania (4.11), (4.12) stanowia opis czasowo-stanowy systemow SWPC. Wynikajq
one bezposrednio z przyje¢tych regut i zasad opisanych zaleznosciami (4.2), (4.3), (4.4), (4.5).
Opis tego typu stanowi podstawe do wyznaczania warunkow wystarczajacych systemu, tzn.
warunkow prowadzacych do rozwigzan bezblokadowych i bezkolizyjnych.

Przyklad 4.5. Ilustracja grafow zadan zasobowych w oknie czasowym W

Przyktad ma na celu ilustracj¢ grafow zadan zasobowych reprezentujacych realizacje
proceséw w oknie czasowym W. Dany jest system z rysunku 4.16.

R, PLi X Legenda:
R;
/ \ O — i-ty zasob lokalny,
P13 X3 P] D12t X2 R

R; P R; — i-ty zasOb wspotdzielony,
__——>
P23t X6 D215 X4 p;  —j-taoperacja elementarna realizowana
@ przez proces P;,
P; — i-ty proces,

. Xi — termin rozpoczgcia i-tej operacji
OR3P2,2- s elementarnei.
Rys. 4.16. Przyklad systemu SWPC
Parametry systemu w oknie czasowym W:

P ={P;, P2}, P;=(Ry, R2, Ry), Py =(R2, R3, Ry),

po = (P11s P12 Pl3> D215 P22 P23)s
X = X1, X2, X35 X4 X5 X5),
t= (11, t2, 13, ty, ts, ).

Przyjety stan poczatkowy Sy i reguly priorytetowania ® maja postac:
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So=(R2, R3), @= (03, 04), 02=(P1, P2), 04=(P1, P2).

G’ =V',B"

X2
Ry P '4—_1_.R2,P2
2

X5

[
R; A
N() = {RZJ R3’ R-/}a
B’ = {302,4, 303,4},
AB"5.1) = %2 AB3.4) = x5,

G =V,B)
®R b A
1

X1

[ ] Rz,P]
X4

2
®
R39 PZ

N ={R,, Rs, R;},
B ={B, B},
¢(B31.z) = x;, (B’23) = x4

GI . —] (NI,BI) Gz — (NZ,BZ)
.RIIPZ 'R/,A
X3 X ]
: 2
Ry, P e R, A @ ——» ¢ R, P,

LY

[
R; A
N'={R;, Rs R},
Bl = {BI-/,I’ Bl3.4}s
(0(314./) = X3, ¢(B[3,4) = X5,

G” = (N",B")

Legenda:
X2’ Ri’Pj
R4,P104—41—0R2,p2 L4
Y
® k
' R3, A -
N’ ={R;, Rs, R}, v

B = {820, B34,
KB 2.0 =x2", AB" 34) = X5, X;

Rys. 4.17. Grafy reprezentujace realizacjg systemu w oknie czasowym W

X6

N2 = {RI: R2! RJ}?
B’ = {324,2, 32/.4},
(0(324,2) = X65 ¢(le,2) =X

— wierzchotek
reprezentujacy zasob R,
gdzie wspélrzgdna wezta
WR) = P,

— luk @(B%; ) =Px % k—numer
procesu reprezentowanego
przez tuk BYj,

— termin rozpoczgcia i-tej
operacji elementarne;j.

Na rysunku 4.16 przedstawiono kolejno 5 graféw. Grafy G, G, G, G, G,
reprezentuja kolejne stany Sp, S;, Sz, S3 systemu, w oknie czasowym W oraz stan Sp
w kolejnym oknie. Sekwencja grafow zadan zasobowych dla /¥ ma posta¢ G = G, G, G,
G3). Zgodnie z (4.8), rownania stanu dla grafow G’ G, G, G, G, maja postac:

DlaG’:
vao(x) =X2,
2 20) = x5.
DlaG':

11
Xy (X) = x3=x2t12,

%%, () = 20,(x).
Dla G°:

h,2(6) = x1= x3+13,

vaz(x) = xs = max{xs+fts, x3+i3}.
Dla G’:

@) = ),

2xv3(x) =Xx4= X6T1s.
Dla G’

1.0 (%) = x2’= max {x;+11, X4 + 14},

vao’(x) =xs5 = X411y
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Powyzsze rownania pozwalaja na wyznaczenie grafow G', G°, G’ tworzacych lancuch
graféw zadan zasobowych.
Rownania stanu, umozliwiajace wyznaczenie grafu G"', maja postaé (zgodnie z (4.11)):

X7 () = x2" = max{(xy+t2+t5+1;), max{(xs+ts), (xo+t2+t5+ts + 1)} },
2X,7 () = x5"= max{(xs+ts), (x2Ht2+H13)} +s+ty .

Rownania te pozwalaja na wyznaczenie wspoirzgdnych grafu G” tylko w oparciu

o wspotrzedne (x,, x5) tukéw grafu G’. Do wyznaczenia grafu G’ nie sa wiec potrzebne
wspotrzedne graféw posrednich.

|

Przedstawione podejscie do reprezentowania stanéw modelu SWPC w postaci grafow

zadan zasobowych, pozwolilo na wyznaczenie zwigzkéw pomigedzy kolejnymi stanami

systemu (a tym samym migdzy zmiennymi modelu SWPC) w postaci og6lnych rownan stanu.

Rownania te pozwalajg, w oparciu o stan poczatkowy Sp, na wyznaczenie kolejnych

osiagalnych standw spelniajacych ograniczenia (4.2), (4.3), (4.4), (4.5). Opis ten stanowi

podstawe do scharakteryzowania stanu blokady niezbednego do weryfikacji bazy wiedzy.

W nastepnym rozdziale omowiono sposob opisu stanu blokady w oparciu o zaproponowane

powyzej podejscie.

4.2.3. Blokada w systemie wspotbieznych proceséw cyklicznych

Na rysunku 4.18 przedstawiono stan systemu SWPC zwany stanem blokady. Stan
blokady charakteryzuje si¢ tym, ze zadania zasobowe okreslonych proceséw nie mogg zostaé

spelnione gdyz procesy tworza cykl zadan zasobowych.

b)
Gﬂ — (Ml,le)
R;, P
RI,PJ' - 5] X9 ° 5 4 4
/
X1
.RZIPI x7\ 4
X3 |2
- B §
R3,P2 Xs R4,P3
¢ ) Nﬂ = {Rl? RZ, R3: RJ)_R5}9 . X
. : " S Y 1 1 \ g
P31 X5 P32 X6 B" ={B",; B33, B 34, B"45,B"51},
\ P S — s - 1 —
B 127X B 53=1x3, B 34=x;, B"s= x5,
A p—
Legenda: B5.1=xg,
Rl:f)j . . k i
® - wezel reprezentujacy zasob R; gleC — > _tuk V)(B”/‘j) = vaxi, k—mnumer procesu
) = k Xy it
3 V‘;Z{)::{sri’cd(r::é‘;vsga WR) =P} reprezentowanego przez luk B, s
p 1 s 3
Xi — termin rozpoczgcia i-tej operacji O — i-ty zasob lokalny,
elementarnej, R,
p;  —Jj-taoperacja elementarna realizowana i O — ity zas6b wspoldzielony.

przez proces P;,

Rys. 4.18. Przyklad stanu blokady: a) stan systemu S}, b) graf zadan zasobowych G
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Definicja 4.1

Blokada jest stanem S; systemu, ktéremu odpowiada graf G* = (N, B”") zawierajacy co
najmniej jeden podgraf ’G* bedacy cyklem.
Definicja 4.2

Jezeli podgraf *G* jest cyklem i ‘G = G" to stan S; jest nazywany stanem blokady
catkowitej. Znaczy to, ze wszystkie procesy systemu sa zablokowane.
Definicja 4.3

Jezeli “G* jest grafem zawierajacym cykl i °G* jest podgrafem G, takim ze N < N*
i’B" = B, wtedy odpowiadajacy mu stan jest nazywany stanem blokady czgsciowe]. Znaczy
to, ze w stanie blokady znajduje si¢ tylko czgs¢ wszystkich procesow systemu.

Przyklad 4.6. Réwnanie stanu dla blokady

Celem przyktadu jest ilustracja procesu budowy réwnan stanu dla stanu z rysunku 4.18.
Rozwazmy system w stanie blokady przedstawiony na rysunku 4.18. W danym grafie G"
znane sa wartosci wspohrzednych x;, x3, x5, X7, Xo. Poszukiwane sa wartosci wspotrzednych x,
X4, X6, X3, X10, grafu G, Zgodnie z (4.8):

dla Pp:x; = 'x,%(x) = max{x; + 1;,"%,%(x)},
dla Py: x4 = 2xv52(x) = max{x; + 13, 3xvsz(x)}

dla P3: x5 = xv (x)— max{x5+t5, Xy (x)}
dla Py xs = x,2(x) = max{x;+17,” xv )},

dla Ps: x;0 = >x,2(x) = max{xg + to, e, 2(x)).
Zgodnie z powyzszym, réwnania stanu dla rozwazanego systemu maja postac:

. sz(x) x; = max{x; + t;, max{x; + t3, max{xs + t5, max{x; + t7,max{xo + f9,x2} } } } },
4 sz(x) x4 = max{x; + t3, max{xs + 5, max{xy + t7, max{xo + tg, max{x; + 4, x4} }} }},
5 Sz(x) xs = max{xs + 5, max{x; + t7, max{xy + to,max{x; + ¢;,max{x; + 3, %6} } } } },
xvsz(x) xg = max{x; + t7, max{xy + ty, max{x; + t;, max{x; + f3, max{xs + s, xstiid},
: sz(x) x70 = max{xo + ty, max{x; + f;, max{xs + t3, max {xs + ts,max{x; + t7,xs0} } } } }.

Rozwiazujac przedstawione réwnania okazuje sig, Ze charakteryzuja si¢ one nastepujacymi
wiasciwosciami:
® Dla (x;<x;+t) v (xi<x3+tz)v(x<xs+i5)v (x;<x7+ t7) Vv (x; <x9+ t9),
gdzie: i =2, 4, 6, 8, 10, rownania stanu opisujace stan systemu z rysunku 4.18 s
sprzeczne.
° Dla (x;>x; + 1) A (X = x3+13) A (X = X5+ 15) A (xi > x7+17) A (x> x9 + t9), gdzie:
i=2,4,6,8,10, rownania stanu opisujace stan systemu z rysunku 4.18 sa
tozsame.

Rozwazmy ogolny przypadek stanu blokady dla g — proceséw (rysunek 4.19).
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a) b)

i_
Ni - {Rb RZa eee s Rk-h Rk}’
T __ S7 S/ )
B ={B"13 ... B'v1s B'11}»
S/ —_ Ay —
B 12=x1, ... B p14=Xn3
B'vo = %5y

Legenda:
Rl: P, J 5 :
® — wezel reprezentujacy zasob R; gdzie
wspotrzedna wezta (R = P;,
— proces P, (wozek), R
X — termin rozpoczgcia i-tej operacji ' O — i-ty zasob lokalny,
elementarnej, R.
! O — i-ty zasob wspotdzielony.

k si g
e T tuk o(B;)) ="x,", k— numer procesu
y

si
reprezentowanego przez tuk B,

Rys. 4.19. Przyklad blokady dla g — proces6w: a) stan systemu S, b) graf zadan zasobowych G

Analogicznie do przyktadu 4.6, rownania stanu, dla proceséw reprezentowanych przez
tuki nalezace do podgrafu “G* tworzacego cykl, maja postac:

P, S D(x) = max {Px,” +P1,", max{ ?""x,” + @EDpsic L max{ @ xS+ DS max {Fx,
+ 915 max{'x," +21,", max{>x," + 25 max{ ¢y, + O DS P %, D)
3313}
dlap=1,..,4.
gdzie: ¢.= |FB”|| - liczba tukéw (proceséw) wchodzacych w sktad podgrafu grafu ‘GY,
P, S D(x) — wspotrzedna tuku grafu G*"*D reprezentujacego p-ty proces w stanie Si /,

(4.13)

Px,* — wspotrzedna tuku reprezentujacego proces p w grafie G",
zt"'j — czas trwania operacji reprezentowanej przez termin rozpoczgcia zxs"j.
Podobnie jak w przykladzie 4.6 okazuje si¢, ze przedstawione rdwnania (4.13)
charakteryzuja si¢ wlasnosciami:
e Dla Px, 0 D<P S Pl p=1,..,¢q., pl=1,..,q., réwnanie (4.13) jest sprzeczne,
o Dla Px 0D > rysi 4 Pt p =1, .., ¢, pl=1, .., q. rownanie (4.13) jest
tozsamosciowe.
Przedstawione wlasciwosci prowadzg do nastepujacego lematu:
Lemat 4.2
Dany jest graf G* reprezentujacy stan osiagalny S;. Graf G* zawiera podgraf °G". Jezeli
podgraf “G* jest cyklem, to roéwnanie stanu (4.8) opisujace “G” jest tozsamosciowe lub

sprzeczne.
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Dowdd

Jezeli G* jest cyklem, to réwnanie (4.8) opisujace ‘G” przyjmuje posta¢ réwnania
(4.13). Z wiasnosci tego rownania wynika, ze jest ono tozsamosciowe lub sprzeczne. Stad tez
rownanie (4.8) dla grafow tworzacych cykl jest tozsamosciowe lub sprzeczne.

c.k.d.
Dla rownan stanu o charakterze tozsamosciowym, Lemat 4.2 jest réwniez spetniony
w kierunku odwrotnym:
Lemat 4.3

Dany jest graf G reprezentujacy stan osiagalny S;. Graf G zawiera podgraf ‘G
Jezeli rownanie stanu (4.6) opisujace “G" jest tozsamosciowe to, podgraf “G* jest cyklem.
Dowadd

Jesli S; jest stanem osiagalnym to graf G” e Gp**, czyli spelnione sq ograniczenia
kolejnosciowe (4.2), (4.3), oraz G” spetnia ograniczenia (4.4), (4.5). Zgodnie z zaleznoscia
(4.8), wspotrzedna “x,”(x) moze przyjaé jedna z trzech postaci. Latwo dostrzec, ze tylko
posta¢ odpowiadajaca zagniezdzonym operatorom max moze mie¢ charakter tozsamosciowy.
Odpowiada ona zaleznosci (4.13). Zatem gdy réwnanie (4.8) jest tozsamosciowe przyjmuje
ono posta¢ réwnania postaci (4.13) (opisujacego stan tworzacy cykl). Stad tozsamosé
réwnania (4.6) jest rownoznaczna z wystapieniem cyklu.

c.k.d.

W kontekscie systemow transportowych przedstawione lematy nalezy interpretowac
nastepujaco: Jesli przyjete reguly priorytetowania @ i stan poczatkowy Sy doprowadza do
sytuacji, w ktérej w systemie pojawi si¢ stan S; reprezentowany przez graf zadan zasobowych
G*, dla ktérego réwnanie stanu (4.6) jest tozsamosciowe, to stan S; zawiera cykl (co oznacza,
ze system jest w stanie blokady czesciowej lub catkowitej). Konsekwencja Lematow 4.1, 4.2
4.3 jest Lemat 4.4:

Lemat 4.4

Dany jest stan osiagalny S; reprezentowany przez graf zadan zasobowych G", dane sa
marszruty proceséw P;, reguly priorytetowania @, grafy GV, G, | G"FD e Gp”,
ktore spelniajg ograniczenia (4.4), (4.5). Stan Sj.; reprezentowany jest przez graf zadan
zasobowych G*'*% e Gp™", gdzie wspbhrzedne koncowe tukéw opisuje réwnanie (4.11).

Jezeli istnieje taki graf zadan zasobowych GY, gdzie i < j < i+k reprezentujacy
osiggalny stan posredni S; migdzy stanami S; i S;+, ktéry zawiera podgraf *G" bedacy cyklem,
to ogdlne rownanie stanu (4.11) jest tozsamosciowe lub sprzeczne.

Dowaéd

Jezeli GY zawiera podgraf “G* bedacy cyklem to réwnanie stanu (4.8) opisujace ten graf
zgodnie z Lematem 4.2 jest tozsamosciowe. Wowczas ogdlne réwnanie (4.11), ktorego
argumentem jest rOwnanie stanu grafu GY,jest tez tozsamosciowe.

c.k.d.
Lemat 4.4 prowadzi do nastgpujacych wnioskow: Jezeli system transportowy jest
opisany sekwencja stanow S = (Sp, Ss, ... , Sis ... , Sy ) gdzie znany jest stan poczatkowy Sp,

a S; jest stanem osiagalnym i jest to stan blokady (graf G* zawiera podgraf bedacy cyklem), to
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ogolne réwnanie stanu (4.12) (bedace szczegdlnym przypadkiem (4.11)), umozliwiajace
wyznaczenie stanu S,, (wspolczynnikow grafu G"), jest sprzeczne lub tozsamosciowe. Lemat
4.4 dla rownan stanu o charakterze tozsamosciowym jest roéwniez spetniony w kierunku
odwrotnym:

Lemat 4.5

Dany jest stan osiagalny S; reprezentowany przez graf zadan zasobowych G*. Dane sa
marszruty procesow P;, reguly priorytetowania @, grafy G***, "9 G*FD ¢ Gp™,
ktore spetniaja ograniczenia (4.4), (4.5). Stan przyszly S« reprezentowany jest przez graf
zadan zasobowych G*'*% e Gp”~, gdzie wspohzedne koncowe tukow opisuje réwnanie
(4.11).

Jezeli rownanie stanu (4.11) dla standéw S;, S;+, jest tozsamosciowe, to istnieje taki graf
zadan zasobowych GY (w lancuchu graféw zadan zasobowych G), gdzie i < j < i+k,
reprezentujacy stan osiagalny S, posredni migdzy stanami S; iS4, ktéry zawiera podgraf *G”
bedacy cyklem.

Dowdd

Rownanie (4.11) jest roOwnaniem tozsamosciowym w przypadku gdy istnieje co
najmniej jedno réwnanie tozsamosciowe Py, S0
s+ \(x) (wyrazone w postaci (4.8)) jest tozsamosciowe

“Dx), wehodzace w sklad tego réwnania.
Zgodnie z Lematem 4.3, réwnanie “x,
gdy opisuje procesy reprezentowane przez graf ‘G” bedacy cyklem. Zatem jezeli réwnanie
(4.11) jest tozsamosciowe to jeden z graféw opisywany przez argumenty rownania (4.11) jest

cyklem.
c.k.d.

Lemat 4.5 prowadzi do nastgpujacego Twierdzenia 4.1:
Twierdzenie 4.1

Dany jest system transportowy, opisany marszrutami P. Znany jest stan poczatkowy Sy,
znane sa reguly priorytetowania @. Stany systemu S sg reprezentowane przez sekwencje
grafow zadan zasobowych.

Jezeli ogdlne rownanie stanu (4.12) jest tozsamosciowe to dany system transportowy,
w oknie czasowym W, osiagnie stan blokady czg¢sciowej badz catkowite;.
Dowéd

Rownanie (4.12) jest szczegdlnym przypadkiem réwnania (4.11). Zgodnie z Lematem
5, jesli rownanie (4.12) jest tozsamosciowe, to istnieje graf GY zwierajacy podgraf bedacy
cyklem. Grafy G* stanowig reprezentacje standéw S; osiaganych przez system w oknie
czasowym W. Zatem jezeli rdwnanie (4.12) jest tozsamosciowe, to w oknie czasowym

wystapi stan blokady.
c.k.d.

W oparciu o Twierdzenie 4.1 mozliwe jest poszukiwanie warunkéw systemu, ktore
gwarantuja bezkolizyjng i bezblokadowa prace wozkéw samojezdnych. Twierdzenie to jest
konsekwencjg przyjetych ograniczen (4.2), (4.3), (4.4), (4.5), stanowiacych reprezentacjg
zatozen charakteryzujacych rozwazang klasg systemow transportowych. Ograniczenia opisujg
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relacje zachodzace migdzy stanem poczatkowym Sy, regutami priorytetowania @ i sekwencja
termindw rozpoczecia operacji x.

Interpretacja twierdzenia jest nastgpujaca: jezeli dla zadanego stanu poczatkowego Sy
i regut priorytetowania ®&, w wyniku spelnienia ograniczen (4.2), (4.3), (4.4), (4.5), istnieja
elementy sekwencji x, ktore nie posiadaja jednoznacznej wartosci, to w systemie osiagniety
zostanie stan blokady.

Na uwage zastuguje wigc fakt, ze jednej parze Sy i @ odpowiada tylko jedna sekwencja
x gwarantujgca spelnienie zalozen stawianych klasie sytemu. Dla zadanej postaci sekwencji Sp
i ®, odpowiada sekwencja x, ktorej elementy sa wyznaczane z ogdlnych réwnan stanu (4.12).
Rownania te oparte sg o rOwnania stanu (4.8), dla ktorych jesli istnieje rozwigzanie, to jest to
rozwigzanie pojedyncze (terminowi rozpoczgcia operacji x przyporzadkowana jest jedna
wartos¢). W zwigzku z tym jesli rownanie (4.12) nie jest tozsamosciowe to posiada tylko
jedno rozwigzanie (jedna posta¢ sekwencji x). Innymi stowy dla zadanego stanu
poczatkowego i regut priorytetowania istnieje tylko jeden harmonogram pracy wozkéw
gwarantujacy bezkolizyjna i bezblokadowa prace systemu.

W praktycznym przypadku, wyznaczanie wartosci x (a tym samym okreslenie czy
system osiggnie stan blokady) dla zadanych postaci sekwencji Sy i @ sprowadza si¢ do
rozwigzania g-elementowego uktadu réwnan postaci (4.12), gdzie g okresla liczbg procesow
realizowanych w systemie. Jezeli w wyniku rozwigzania ukltadu otrzymane zostanie jedno
rozwigzanie sekwencji x, to system nie osiggnie w oknie ¥ stanu blokady, w przypadku wielu
rozwigzan sekwencji x system osiagnie w oknie czasowym W stan blokady czgsciowej lub
catkowitej. Kazde réwnanie ukladu stanowi wyrazenie w skfad, ktérego wchodzi
w elementéw “x,”™(x), gdzie w okresla licz¢ stanéw realizowanych w oknie czasowym W.
Elementy ”x,”(x) wyznaczane sa miedzy innymi z réwnan (zgodnie z (4.8)) opisanych przez
gz operacji max (gz - liczba lukéw w podgrafie °G”).

Do rozwigzania uktadu, a tym samym do wyznaczenia wartosci elementow sekwencji x,
nalezy wykona¢ g-w-qz operacji max. Przyjmujac, ze z jedna operacja max zwigzany jest
jeden krok obliczeniowy oraz, ze w = n (n — liczba operacji elementarnych realizowanych
w systemie, w trakcie trwania okna W) i gz = g, liczba krokéw obliczeniowych Z, konieczna
do wyznaczenia wartosci elementow sekwencji x wynosi:

Z.=q’n, (4.14)

gdzie: g — liczba procesow realizowanych w systemie,
n — liczba operacji elementarnych realizowanych w systemie w trakcie trwania okna
w.

Zalezno$¢ (4.14) stanowi goérne oszacowanie liczby operacji koniecznych do
stwierdzenia czy dla zadanych parametrow Sy i @ system osiaggnie stan blokady. Nalezy
zaznaczy¢, ze jest to problem o zlozonosci wielomianowe;.

W rozwazanym przypadku (dla pytania postawionego w punkcie 4.1) poszukiwane sg
jednak takie postacie warunkéw Sp i @, dla ktorych system bedzie si¢ charakteryzowal
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brakiem blokady i kolizji. Zwykle odbywa si¢ to poprzez sprawdzanie dla wszystkich
wartosci Sp i @, czy system nie osiaga stanu blokady (poprzez rozwiazanie g-elementowego
uktadu réwnan opisanego w postaci rownan (4.10)). Dla wyznaczonego w ten sposob zbioru
sekwencji Sp i @, okreSlane sa w dalszej kolejnosci zwigzki (w postaci relacji)
charakterystyczne dla tych zbiorow. Zwiazki te wyrazone w postaci zdan logicznych stanowig
warunki gwarantujace brak blokad lub kolizji w systemie.

Przeszukiwanie przestrzeni wartosci Sy, @, pod katem istnienia harmonograméw
bezblokadowych odpowiada niejako przeszukiwaniu metoda prob i bledéw. Otrzymane
wartosci zmiennych sg analizowane pod katem istnienia relacji miedzy zmiennymi Sy, &,
ktore zagwarantujg spetnienie zadanej wlasciwosci.

Wraz ze wzrostem rozmiaru systemu transportowego (wigksza liczba procesow,
zasobow, wiekszy rozmiar marszrut) ro$nie rozmiar sekwencji Sp i @. W przypadku sekwencji
stanéw poczatkowych Sy, przestrzen potencjalnych wartosci rosnie w sposéb wyktadniczy
wraz ze wzrostem rozmiaru sekwencji (ks?, ks — liczba zasobow, g — rozmiar sekwencji Sp).
Podobnie jest w przypadku sekwencji @, kazdej regule priorytetowania o; odpowiada
przestrzen potencjalnych wartosci, ktorej rozmiar ros$nie permutacyjnie (funkcja typu silnia)
wraz ze wzrostem rozmiaru sekwencji o; (ws;! — liczba mozliwych kolejnosci obstugi
procesOw na zasobie R;, ws; — rozmiar sekwencji oj).

Ze wzgledu na to, ze zalezno$¢ rozmiaru przestrzeni potencjalnych wartosci od
rozmiaru sekwencji Sp i @ nie ma wielomianowego charakteru, problem wyznaczenia
wiasciwosci systemu, ktorych spetnienie gwarantuje brak blokady, jest zatem problemem NP-
trudnym. W praktycznych problemach rozmiar przestrzeni potencjalnych wartosci jest tak
duzy, ze niemozliwe jest jej przeszukiwanie stosujac przeglad zupelny. W tym celu
wykorzystuje si¢ metody umozliwiajace automatyczne poszukiwanie takich wlasciwosci
systemu oparte na technikach programowania z ograniczeniami implementujacych metode
logiczno-algebraiczna.

Twierdzenie 4.1 stanowi opis zwiazkow jakie musza zaistnie¢ migdzy zmiennymi x, Sy
i ® modelu SWPC, aby w systemie wystapit stan blokady. Twierdzenie to wraz
z ograniczeniami (4.2), (4.3), (4.4), (4.5), stanowi jednoczesnie podstawe do budowy
schematu faktéw opisujacych obiekty w postaci systeméw transportowych rozwazanej klasy.
W kontekscie zagadnien obejmujacych proces weryfikacji bazy wiedzy przedstawionych
w punkcie 4.1, wyznaczone twierdzenie odpowiada realizacji drugiego zagadnienia
(wyznaczenie relacji, migdzy zmiennymi modelu SWPC, opisujacej spetnienie wiasciwosci
wyjéciowej — stan kolizji i blokady). Kolejny rozdziat dotyczy budowy schematu faktow
w oparciu o sformulowane zwiazki — Twierdzenie 4.1 i ograniczenia (4.2), (4.3), (4.4), (4.5).

4.2.4. Warunki wystarczajace

Wyprowadzone w poprzednim punkcie Twierdzenie 4.1 jest stuszne przy zatozeniu, ze
spetnione sg ograniczenia (4.2), (4.3), (4.4), (4.5), (grafy G" spehniaja zadania zasobowe).
Ograniczenia te stanowia wigc swoiste warunki wystarczajace, ktorych spetnienie umozliwia

101



wyznaczenie rozwigzan bezblokadowych. Opisuja one relacje zachodzace pomigdzy
elementami sekwencji x, a wiec sq one warunkami wystarczajacymi w kontekscie tych
zmiennych. W tego typu systemach poszukuje si¢ jednak warunkéw gwarantujacych
bezblokadowa pracg, bedacych opisem relacji w kontekscie zmiennych Sy, @ (poszukiwanie
wlasciwosci wejsciowej Fu(Sy,®) ukladu z rysunku 4.3). Posta¢ Sp i @ wyznacza sig
rozwiazujac problem decyzyjny. Jednak by moéc prowadzi¢ wnioskowanie umozliwiajace
wyznaczenie tych wlasnosci, konieczne jest posiadanie reprezentacji wiedzy (KB), a scislej
moéwigc schematu faktow Fpo(®, Sy, x, Pp, pr), gdzie: pr — zmienne parametryczne.
Wymagane jest by schemat faktow zawieral wiedze gwarantujacgq otrzymanie rozwigzan
bezblokadowych na etapie wnioskowania.

Inaczej moéwiac, zbior faktow musi umozliwi¢ korzystanie z Twierdzenia 4.1.
Twierdzenie to zatem stanowi swego rodzaju ograniczenie okreslajace posta¢ faktow
opisujacych wiedzg o systemie transportowym.

Wiedza w postaci

og6lnych zasad . T .

4 Nie istnieje schemat
Sformutowanie wiedzy w faktow spelnigjacy
postaci schematu faktow ograniczenia
Fpd @, So, x, Pp, pr) (4.2). (4.3), (3-4), (4.3)

- A
w 1

Zmiana postaci faktow

Fl’a(95 S07 X, PD? pr)

w1§rdzeme _4_1 ? —
Spelnione ograniczenia > >
(4.2), (4.3), (4.4),

Czy istnigje inna postac™>,
schematu faktow ?_ =

Fakty Fa(@, Sa, X, Pp, pl')
reprezentuja ogolne zasady
funkcjonowania obiektu oraz
pozwalaja na poszukiwanie
rozwigzan bezlokadowych i
bezkolizyjnych

Rys. 4.20. Procedura budowy faktow F,(&, Sy, x, Pp)

Wiedza ogélna (zatozenia dla klasy systemow) wyrazana jest w postaci faktow F(6),
So, x, Pp). Na rysunku 4.20 przedstawiono procedur¢ budowy schematu faktow Fpo(&, So, x,
Pp, pr). Jezeli fakty sformulowane dla zadanego zbioru warto$ci parametréw pr, nie
gwarantuja spetnienia ograniczen (4.2), (4.3), (4.4), (4.5), (a tym samym gwarantuja shusznos¢
Twierdzenia 4.1), to nalezy zmieni¢ posta¢ faktow i ponownie sprawdzi¢ czy nowe fakty
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odpowiadaja ograniczeniom (4.2), (4.3), (4.4), (4.5). Procedur¢ nalezy powtarza¢ az do
momentu uzyskania postaci faktéw implikujacej spelnienie ograniczen (4.2), (4.3), (4.4),
(4.5).

Efektem przedstawionej procedury jest tzw. ogdélna posta¢ faktow uniwersalnych
(schematu faktéw), opisujacych dowolny system wspdtbieznych proceséw cyklicznych. Zbior
schematu faktéw ma postaé (zgodnie z podejéciem przedstawionym w rozdziale 3):
Fpi(®, Sy, x, Pp, pr) = {F14 O, So, x, Pp, pr), F2,8, So, x, Pp, pr), ..., Fxd &, Sy, x, Pp, pr) }.
Korzystajac ze schematu faktow mozliwe jest automatyczne generowanie reprezentacji
wiedzy.

Idea automatycznego generowania reprezentacji wiedzy dla arbitralnie zadanego
systemu obstugi wozkéw samojezdnych, przedstawiona zostala na rysunku 4.21. Systemy
obstugi wézkéw samojezdnych opisane ograniczeniami logistycznymi, mozna przedstawiaé
w postaci systemow wspotbieznych proceséw cyklicznych. W oparciu o ograniczenia (4.2),
(4.3), (4.4), (4.5), przedstawione w sekcji 4.3, mozliwe jest sformutowanie ogodlnej postaci
faktow Fpu(®, Sy, x, Pp, pr), postaci zaleznej od wartosci parametrow pr systemu. Taka
ogolna postaé faktow stanowi schemat faktéw systemu transportowego.

Schemat faktéw stanowi swoisty szkielet, ktdry uzupelniany o parametry pr
konkretnego systemu, pozwala na budoweg reprezentacji wiedzy KB opisujacej wlasciwosci
(zachowanie) systemu obstugi wozkéw samojezdnych. Dla kazdego systemu wspotbieznych
procesow cyklicznych, w sktad ktérego wchodzi g proceséw, k zasobéw znane sg sekwencje
P, t oraz R — stanowia one podstawowe parametry systemu transportowego. Ponadto
definiowane sg sekwencje dodatkowe zmiennych decyzyjnych (parametry pomocnicze)
i funkcje okreslajace zachowanie si¢ systemu, umozliwiajace budowe schematu faktow.

f em lugi wozkéw samojezdnych )

Ograniczenia logistyczne / Rzeczywisty system \
D: Struktura:

System SWPC

Zalozenia dotyczace wspotpracy
procesow

L

( Schemat faktow AY. Parametry:
Parametryczna posta¢ faktow \ P, Rt )

Fp G, S, X, Pp, pr)

JL

o 7 N
( Reprezentacja wiedzy dla zadanego systemu rzeczywistego

KB =<6, Sy, x,Pp; Fo(©, Sy, x, Pp)>

edéde

Rys. 4.21. Proces generowania reprezentacji wiedzy dla okreslonego systemu w oparciu o schemat faktéw

Wyszczegdlniane sg parametry: ko — liczba zasobéw lokalnych, ks — liczba zasobow
wspotdzielonych, w; — liczba proceséw obstugiwanych przez i-ty zasob wspotdzielony.
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Procesy obstugiwane przez i-ty zaséb wspoéldzielony sgq przedstawiane w postaci
sekwencji Ws;:

WSi=(Pj, P[, ,Po), i= ],2, . kS, Pj, P[, ,Pa (S P, HWS,” =W, (415)

Sekwencja termindéw rozpoczgcia elementarnych operacji, proceséw obstugiwanych
przez i-ty zasob definiowana jest w postaci:

No;= (xj, Xty ... s %), i=1,2,... , kS; X, Xk, .. , Xc € X; ||Nof| = w;, (4.16)

Sekwencja No; okresla terminy rozpoczgcia poszczegdlnych operacji przez
odpowiadajacy im proces na i-tym zasobie.
Sekwencja Sp; jest sekwencja, ktorej elementy okreslajg procesy obstugiwane na i-tym
zasobie przed innymi procesami.

Spi= Ly, Pps . 5 Po)y i=12,...,kp, (4.17)

gdzie: crdSp; — oznacza proces, ktéry na zasobie R; jest obslugiwany przed procesem

crdiWsi,

crdSp;= A — oznacza, ze proces crd;Ws; jest obstugiwany na zasobie R; jako pierwszy.
Sekwencje Sp; i Ws; wykorzystywane sg do reprezentowania regul prioryterowania o;. Dla
zasobu wspotdzielonego R; definiuje si¢ posta¢ sekwencji Ws; (ktéra stanowi listg
obstugiwanych na zasobie R; procesow). Regula o; jest jedna z permutacji elementow
sekwencji Ws;. W zaleznosci od postaci reguly o; oraz przyjetej postaci sekwencji Wi,
elementy sekwencji Sp; sq opisane nastgpujaco:

{crdind(crd ws,o1-191 dlaind{crd Ws,,o,} > 1
crd Sp, = Gkt ,
A dlaind{crd Ws,,0,} =1
gdzie: ind{crd;Ws;, o; } — operator indeksu wynikiem, ktérego jest indeks elementu crd;Ws;
w sekwencji o;. Operator ind definiowany jest nastepujaco:
ind{a, E} =b < crdyE= a,
a — element sekwencji E,
b — indeks a-tego elementu w sekwencji £
Na przyktad, zaktadajac, ze Ws;= (P;, P2, P3, P4) to sekwencji o; = (P>, P3, P, P4) odpowiada
sekwencja Sp; = (P3, A, P2, P)).
Sekwencja Sp; wykorzystywana jest do budowy faktéw odpowiadajacych ograniczeniu (4.5).
Dodatkowo definiuje si¢ operatory:

A6 "=" jezelix, jest terminem rozpoczgcia operacji na zasobie lokalnym
~ Ay = . . v . i1
">" jezelix, jest terminem rozpoczgcia operacji na zasobie wspoldzielonym

WR{R. ,b} x,, jezelioperacja procesu crd,Ws, nie jest ostatnig operacja na zasobie R,
"5 =1 0 jezeli operacja procesu crd,Ws, jest ostatnia operacja na zasobie R,
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gdzie: x,,, — termin rozpoczgcia operacji wystepujacej na zasobie R, po ukonczeniu realizacji
operacji procesu crd,Ws, na zasobie R,.

X, jezeli operacja procesu crd,Ws, nie jest pierwsza z operacji

wykonywanych na zasobie R,

BRR, 505 = 0 jezelioperacja procesu crd,Ws, jest pierwsza z operacji

wykonywanych na zasobie R,
gdzie: x,, = X, + f,, — termin ukonczenia operacji wystgpujacej na zasobie R, przed
rozpoczeciem operacji procesu crdyWs, na zasobie R,.

i-l
ka jezeli i>1

Dfi} =4+
0  jezeli i=1

gdzie: my, — liczba operacji elementarnych realizowanych przez k-ty proces: my = [|[Py]l.
Wprowadzone operatory stanowia wyrazenia pomocnicze, wykorzystywane do budowy
faktow chodzacych w sktad formutowanego schematu faktow. Schemat faktow ma postac:

Fp(®, Sy, x, Pp, pr) = {F1d8, So, x, Pp, pr), ... , Fs4(0, Sy, x, Pp, pr)}. (4.18)

e Ograniczenia kolejnosciowe (4.2), (4.3) opisane sg przez fakty postaci:

F]a(@, So, x, Pp, pr): (Crd,-So = CI‘de,-) = (X[D{,-} +]15 0) A (x[D{i} +j+1] ~A {D{l} +j+]}
Xy + DGy ) A o A @iy +miy ~ALD{Y + mid X(pgiy + mi-n T HDLGY + i) A
gy ~A{D{E} +1} X(ogiy +m) + QDG +ni WA - AKX +j-1) ~AID} +J-1} Xy +
j-21 7 Epgiy+j21)

JE=12, w3 i=12, 00 4

Przedstawiony fakt nalezy interpretowa nastgpujaco: Jesli okreslony proces P;

rozpoczyna swoja prace od pewnego zasobu R, (okreslonego w sekwencji Sp:

R, = crdSy) to termin rozpoczgcia operacji procesu P; na zasobie R, jest rowny:

X(p@y+, = 0. Wartosci terminéw kolejnych operacji sg rowne lub wigksze od wartosci

ukoniczenia operacji je poprzedzajacych. Tego typu fakty budowane sa dla wszystkich

realizowanych procesow.
e Zasady dotyczace zachowania si¢ procesow na zasobach (ograniczenia (4.4), 4.5))
opisane sg przez fakty:

Dlaki=2,..,w;i; li=12,..,w; i=12, .., ks;

F2/ 8, So, x, Pp, pr): (crd;o; = crdiWs;) = (crduSpi = A),

F34®, Sy, x, Pp, pr): (crdyio; = crdWs;) = (crd;Spi = crdyi-107),

Dlaki=1,..,wi, li=12, ..,wi; i=12,.. ks

F1a(®, Sy, x, Pp, pr): (crduSp; = A) = (crduNo; = PR{R; k} ),

Fs5/®, Sy, x, Pp, pr): (crduSp; = crdiWs;) = (crduNo; = max{WR{R;li}, PR{R; k}}),
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gdzie: Pp = {Noj, ... , Nogs, Sp1y o s Sprss WS1s ooy Wsksy — zbior zmiennych

pomocniczych, ktérych wartosci sa wyznaczane ze zmiennych @, Sy, x, pr, (zmienne

pomocnicze nie sa zadawane przez uzytkownika),

PrEdPrs coos Py s aos 3 Tns Rils Ry, ..., Ry } — zbioér parametrow.

Przedstawione fakty odpowiadaja intuicji ograniczen (4.4), (4.5). Dla okreslonego

zasobu wspotdzielonego R; opisanego regula priorytetowania o; okreslane sa wartosci

termindw rozpoczecia operacji No na tym zasobie. Termin rozpoczecia okreslonej

operacji crdNo; przez pewien proces P, wyznaczany jest jako warto$¢ maksymalna

z wartosci operatordw WR{R, i}, PR{R;k}: max{WR{R;li}, PR{R; k}}.

Tak sformulowana postaé schematu faktéw umozliwia automatyczne generowanie

,szczegOtowej” reprezentacji wiedzy KB dla dowolnej struktury systemu wspotbieznych

procesoéw cyklicznych.
Przyklad 4.7. Reprezentacja wiedzy dla przykladowego systemu SWPC

Celem przykladu jest ilustracja reprezentacji wiedzy dla zadanego systemu SWPC.

Dany jest system wspétbieznych procesow cyklicznych (rysunek 4.22), modelujacy
strukture pewnego systemu obstugi wozkéw samoj ezdnych. Nalezy wyznaczy¢ reprezentacje
KB tego systemu.

System opisany jest nastgpujacymi parametrami:

Pl = (RIS R29 R4)s P2 = (RZa R45 R3)’ R = (RI, R?: R39 R4)3
x = (%1, X2, X3, X4, X5, %6) » t =(2, 2,2, 1, 3, 2).

Legenda‘

) DS x; P22t X5

— i-ty zasob lokalny,

P X / p 23¢ X6 i . . e TEAC
— i-ty zas6b wspolidzielony,
p, , —J-taoperacja elementarna
realizowana przez proces Pj,

D12t X> P21t Xy P, —i-ty proces,

x; —termin rozpoczgcia i-tej
operacji elementarne;j.

Rys. 4.22. System wspotbieznych proceséw cyklicznych

Sekwencje Ws, No maja postac:
Ws; = (P1, P2), Ws2=(P1, P2), Noj=(x2,%4), Noz= (x5, x¢)-
Sekwencje o7, 02, Sp1, Sp2, So & sekwencjami 2 elementowymi.
= (P, Py), 02 = (P, Pp), Sp1 = (Po, Pr), Sp2=(Py, Po), So=(R; R))
gdzie: @ = (01, 02), @ € O, Sp=(Sp1, Sp2), Sp € SP

Dla przedstawionej struktury reprezentacja wiedzy przyjmuje postac:
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KB=<S50, O, X, SP; Re>

gdzie: Re={( Sy, ®, x, Sp): O(So, O, x, Sp) = 1}.

W oparciu o sformutowany schemat, zbudowany zestaw faktow F(Syp, @, x, Sp) ma
postac:
Fakty dotyczace czaséw rozpoczgcia operacji procesow P, Po:

Fii(erdiSo =R;)) = x1=0)A(x2 2 x;+1) A(x3 2 X2+ 13),
Fao(crdiSo =R2) > (2=0)A(x3 2 x2+ ) A (X = x3+13),
Fs:(crdiSo =Ry) = (x3=0) A (x; = x3 +H)A(x2 2 x1 + 1)),
Fp(erdsS) =R)) = (xy=0)A (x5 2 x4+ 1) A(x3 = x5+ 15),
Fs:(crdsSo =Ry) > (xs=0)A(xs = x5+ 15) A(xq4 = X6+ 16),
Fs: (crd>Sop =R3) = (x6=0) A (x4 2 x5+ 16) A (X5 = X4 T 1y).

\%

Fakty dotyczace czasdw rozpoczgcia operacji na zasobach R, Ry:

F7. (crdyo; = Py) = (crdiSp; = A),

Fg: (crd10'1 = Pg) = (Cf‘szp1 = /1),

Fo: (crdyop = Pp) = (crd;Sp; = crd, oy),

Fo: (crdyo; = Py) = (crdxSp; = crd,oy),

Fi (CFd[Spl = /1) = (x; = PR(R],I)),

Fio: (crngp1 = A) = (X4 = PR(R],Z)),

Fiz: (erdiSpr= P1) = (x; = max{WR(R;,1),PR(R;,1)}),
Fi3: (crdaSpr = Pr) = (x4 = max{WR(R;,1),PR(R;,2)}),
Fiq4: (crdiSpr = P3) = (x; = max{WR(R},2),PR(R;,1)}),
Fis: (crdsSpr = Py) = (x4 = max{WR(R,2),PR(R},2)}),
F]gi (crd10'2 = P[) = (C?‘d[Spg = A),

Fi7: (crd;os = P) = (crdaSp; = A),

Fis: (crd,on = P;) = (crdSp2 = crd; o),

F192 (Crdzdg = Pg) = (crngpg — Cf'd]O'g),

Fy: (crd;Spg= A= (xs5= PR(R>,1)),

Fy: (crngpg = A) = (x6 = PR(R2,2)),

Fzz! (crd;Sp2= P[) = (x5 = max{WR(Rg,l),PR(Rg,l)}),
Fas: (C‘i‘ngpz =P = (xs= max { WR(R,1),PR(R,2)}),
Fyy: (CFd]sz = Pz) = (X5 = max{ WR(R2,2),PR(2,1)}),
F25.' (C?‘ngpz = Pg) = (x6 = max{ WR(R2,2),PR(R2,2)}),

Wyznaczone fakty F; — F,s stanowia zestaw w oparciu, o ktéry mozliwe jest
poszukiwanie warunkow wystarczajacych gwarantujacych realizacj¢ wszystkich procesow
w cyklach nie przekraczajacych zalozonego terminu H.
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Przedstawiony schemat faktow Fp.(@, Sy, x, Pp, pr) stanowi jedna z wielu mozliwych
reprezentacji relacji (ograniczenia (4.2), (4.3), (4.4), (4.5) oraz Twierdzenie 4.1) opisujacych
obiekt (system transportowy). Z tej perspektywy prezentowany schemat faktow odpowiada
realizacji zagadnienia 3 weryfikacji bazy wiedzy przedstawionego w punkcie 4.1. Kolejne
zagadnienie (zagadnienie 4 z punktu 4.1) obejmuje juz wykorzystanie sformutowanego
schematu faktow do wyznaczania warunkow wystarczajacych.

Dysponujac zdefiniowanym schematem faktéw mozliwe jest, dla réznych wartosci
parametrow systemu transportowego (R, f, P;), automatyczne wyznaczanie postaci
reprezentacji wiedzy KB.

W oparciu o wyznaczong reprezentacj¢ prowadzone jest wnioskowanie majace na celu
wyznaczenie wlasciwosci wejsciowej Fu(Sp, ), ktéra gwarantuje spetnienie Zzadane]
wlasciwosci wyjsciowej Fy(x). W tym celu rozwigzywany jest problem decyzyjny.

W rozdziale 3 przedstawiona zostala idea formulowania problemu decyzyjnego
w postaci dwéch probleméw klasy PSO (PSOsyi, PSOsy2). Mozliwe jest zatem wykorzystanie
technik programowania z ograniczeniami (a tym samym ich zalet) do rozwigzywania tego
typu problemu. Jednak podejscie oparte tylko na wykorzystaniu mechanizmow propagacji
ograniczen i dystrybucji zmiennych okazuje si¢ w wielu przypadkach niewystarczajace do
rozwigzania problemu decyzyjnego w akceptowalnym (przez uzytkownika) czasie. Z tego tez
wzgledu powstaje potrzeba poszukiwania czasowo efektywnych strategii przeszukiwania
potencjalnej przestrzeni rozwiazan. W kolejnym rozdziale omoéwiono podejscie poszukiwania
rozwiazan oparte o czesciowe przeszukiwanie przestrzeni potencjalnych rozwiazan.

4.3. Strategie przeszukiwania

Przedstawiona na rysunku 2.4 struktura interakcyjnego systemu wspomagania decyzji
zawiera Modul efektywnych strategii przeszukiwania. Jest on odpowiedzialny za dobor
strategii poszukiwania rozwiazania PSO, oraz dobor strategii wyznaczania warunkow
wystarczajacych (w tym przypadku strategii rozwiazywania problemu decyzyjnego
i weryfikacji spéjnosci bazy wiedzy). O ile literatura [81], [53], [29], [9], bogata jest w opisy
réznego rodzaju strategii poszukiwania rozwiazan dopuszczalnych, o tyle tematyka dotyczaca
wyznaczania warunkéw wystarczajacych (a tym samym strategii poszukiwania takich
warunkow) nie cieszy si¢ popularnoscia.

Przez strategie poszukiwania rozwigzania nalezy rozumie¢ sposob, w jaki nastgpuje
badanie drzewa potencjalnych rozwigzan. Dazy si¢ do tego, by wykorzystywane strategie
maksymalnie ograniczaly czas poszukiwania rozwigzania. W przedstawionym kontekscie,
wyréznia si¢ dwie podstawowe grupy strategii. Pierwsza z nich sq strategie okreslajace
spos6b ,,poruszania” si¢ w przestrzeni potencjalnych rozwiazan. Do najczesciej stosowanych
mozna zaliczy¢ te, ktére bazujg przede wszystkim na poszukiwaniu zwanym ,, okrajaniem
drzewa” SBS (ang. Slice Based Search), a takze te wykorzystujace zasadg ,, najpierw w glgb”
DFS (ang. Depth First Search).
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Strategia Depth First Search polega na analizie pierwszej galezi drzewa, poczawszy od
jego wierzchotka, az do ostatniej gatezi (liscia). Procedura poszukiwania powtarzana jest dla
kolejnych gatezi drzewa. Jej realizacja sprowadza si¢ do podstawiania dziedzin zmiennych
decyzyjnych poczawszy od warto$ci najmniejszych.

Interleaved Depth First Search (IDFS) jest procedura poszukiwania bazujaca na
strategii DFS. Przy uzyciu strategii IDFS analizowane sa wszystkie punkty wyboru
(potencjalne rozwiazania) danego poziomu drzewa, a nastgpnie proces poszukiwania odbywa
sie na kolejnym poziomie. Podejscie takie pozwala unikna¢ zbednych Sciezek, tzn. galezi,
ktore nie zawierajq rozwigzania.

Istota strategii przeszukiwania okrojonego (SBS) jest zalozenie, ze jezeli okreslona
heurystyka nie znajduje rozwiazania, oznacza to, ze rozwigzanie zostatoby znalezione przy
innych wyborach w procesie przeszukiwania. Wybory, ktére nie zostaty podjete nazywane sg
rozbieznosciami (niezgodnosciami). W konsekwencji, przez zwigkszanie liczby dozwolonych
niezgodnodci, strategia SBS systematycznie bada drzewo poszukiwan. Na wstepie dozwolona
jest niewielka liczba niezgodnosci. Jedli poszukiwanie nie jest zakonczone sukcesem,
wowczas liczba niezgodnoéci zwigksza si¢ az do momentu, gdy znalezione zostanie
rozwiazanie, badz tez przeglad drzewa zostanie wyczerpany.

Istnieje wiele odmian tego typu strategii, wsrod nich najbardziej popularne to: strategia
przeszukiwania gleboko-ograniczonej niezgodnosci (ang. Depth-Bounded Discrepancy
Search, DDS), strategia przeszukiwania pierwszy-najlepszy (ang. Best-First Search,
BFSearch), strategia przeszukiwania zagniezdzonego (ang. Nested Search, NS), itp. [81]. Do
drugiej grupy strategii mozna zaliczy¢ strategie okreslajace sposéb budowania drzewa
przestrzeni potencjalnych rozwiazan. Na uwage zastuguja w tym przypadku strategie
okreglajace kolejnos¢ podstawiania zmiennych. Jedna z tego typu strategii [29], [32], [31],
okresla kolejno$é wedlug rozmiaru dziedzin tych zmiennych. Przyjmowane jest, ze
w pierwszej kolejnosci pod uwage brane sa zmienne 0 najmniejszej dziedzinie. W pracach
[53], [55], przedstawiona zostala uogdlniona posta¢ tej strategii. Dedykowana jest ona dla
probleméw z dynamicznie zmieniajaca si¢, w trakcie przeszukiwania przestrzeni, liczba
zmiennych.

Z przedstawionej analizy wida¢, ze projektant systemu wspomagania decyzji ma
mozliwos¢ wyboru sposréd szerokiego wachlarza rozwiazan. Istotna jest w tym przypadku
znajomo$é problemu i doboru strategii pod katem jego cech i wiasciwosci.

W kontekscie wyznaczania warunkéw wystarczajacych, dostgpne strategie opieraja si¢
na przegladzie zupelnym, bazujacym na analizie tablicy prawdy. Tego typu strategia zostata
wykorzystana do rozwiazania przyktadow 2.4 i 2.5. Postgpowanie to nie pozwala jednak na
rozwiazywanie (w trybie interakcyjnym) probleméw o wigkszej (wystepujacej w praktyce)
liczbie formul elementarnych. Do rozwiazania problemu decyzyjnego wykorzystuje si¢
strategie, ktérych istota jest dekompozycja problemu na szereg podproblemow
i rozwigzywanie ich sekwencyjnie lub réwnolegle [38].

Ze wzgledu na charakter procedur wnioskowania metody logiczno-algebraicznej do
rozwigzania problemu decyzyjnego mozna wykorzystaé techniki ~programowania
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z ograniczeniami. Uklady réwnan (3.5) i (3.6) mozna wyrazi¢ jako zbidr ograniczen
i poszukiwaé w przestrzeni potencjalnych rozwigzan tych, ktore spetniajq tak zdefiniowany
zbidr ograniczen.

4.3.1. Strategia przeszukiwania dwuetapowego

Rozwigzanie problemu decyzyjnego wymaga wyznaczenia wszystkich istniejagcych
elementow zbioru S,. Istotne jest, to ze w przypadku wyznaczania warunkow
wystarczajacych, (faktow Fu(u)), wymagane jest posiadanie wiedzy tylko na temat wartosci
jakie przyjmuja zmienne u. Zatem do wyznaczenia zbiorow S,; (lub S,2) konieczna jest
znajomos$¢ wartosci zmiennych u oraz gwarancja, ze dla wartosci zmiennych u istnieje co
najmniej jedna kombinacja wartosci zmiennych w i y, ktdre spetniaja narzucone ograniczenia.
Stad tez nie jest niezb¢dne wyznaczanie wszystkich wartosci zmiennych decyzyjnych (tak jak
to zwykle jest realizowane w przypadku przegladu zupeilnego), a jedynie tylko wartosci
zmiennych u.

W oparciu o przedstawiona ide¢ opracowana zostala dwuetapowa strategia
przeszukiwania zwana strategia przeszukiwania rozwigzan dedykowanych. Ponizej
przedstawiono poréwnanie (oceng) opracowanej strategii w stosunku do podejscia
przeszukiwania catego drzewa przestrzeni potencjalnych rozwigzan.

Rozwazmy w pierwszej kolejnosci rozwigzanie problemu decyzyjnego, przy uzyciu
technik programowania z ograniczeniami, polegajace na dystrybucji wszystkich zmiennych
decyzyjnych (jest to typowe podejscie wykorzystywane w technikach programowania
z ograniczeniami).

Rozwiazanie problemu decyzyjnego polega na wyznaczeniu wszystkich warunkow
wystarczajacych Fu(u), ktore gwarantuja spelnienie zadanej wlasciwosci Fy(y). Wymagane
jest zatem wyznaczenie wszystkich rozwiazan dopuszczalnych probleméw PSOs,; i PSOsys.
W klasycznym podejsciu sprowadza si¢ to do przeszukania calego drzewa przestrzeni
potencjalnych rozwiazan, tzn. analizy kolejno wszystkich mozliwy kombinacji zmiennych
u,w,y. W celu zilustrowania jak pracochlonne (w sensie koniecznej liczby krokow
obliczeniowych) jest takie postgpowanie, rozwazono ponizszy przyklad.

Przyklad 4.8. Oszacowanie liczby krokéw obliczeniowych dla PSO z trzema zmiennymi
decyzyjnymi

Celem przyktadu jest oszacowanie liczby krokow obliczeniowych koniecznych do
przeszukania drzewa potencjalnych rozwiazan w przypadku gdy przeszukiwaniu podlega cate
drzewo potencjalnych rozwigzan.

Dany jest problem: PSO = (({u, w, y}, D), C),

gdzie: u, w, y — zmienne decyzyjne, kolejno oznaczajace zmienne wejsciowe, pomocnicze
i wyjsciowe reprezentacji wiedzy KB,
D = {D,, Dy,, D,} — zbiér dziedzin zmiennych u, w, y, przyjeto ze ||D,|| = n, = 3, [|Dyl|
=ny =3, ||Dyl| =ny=3,
C — zbiér ograniczen opisanych na zbiorze zmiennych decyzyjnych u, w, y.
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W rozwazanym problemie wyr6zniono trzy zmienne decyzyjne u, w, y, ktére moga
przyjmowaé wartosci z trojelementowych dziedzin D,, D,, D,. Poszukiwanie wartosci
zmiennych, dla ktérych spelnione sa ograniczenia C, polega na eksploracji drzewa
potencjalnych rozwigzan przy wykorzystaniu mechanizméw propagacji ograniczen
dystrybucji zmiennych. W przyktadzie przyje¢to, ze na kazdym etapie dystrybucji problem jest
dzielony na dwa podproblemy uzupetniane o ograniczenia dystrybucyjne postaci: Cp: v = d,
—Cp: v # ds, gdzie: v — jest jedng ze zmienny decyzyjnych u, w, y, podlegajaca dystrybucji, ds
jest skrajng (maksymalng lub minimalng) warto$cia dziedziny D,

W pierwszej kolejnosci nalezy okresli¢ rozmiar drzewa potencjalnych rozwigzan Ry
liczony jako suma weztow i liSci wchodzacych w sklad drzewa. Na rysunku 4.23 a)
przedstawione zostalo drzewo odpowiadajace rozwazanemu przyktadowi. Rozmiar drzewa Ry
= 53, zatem w przypadku najbardziej niekorzystnym (przyjgte ograniczenia nie zawezaja
rozmiaru drzewa) do wyznaczenia wszystkich rozwigzan dopuszczalnych nalezy wykonaé 53
kroki obliczeniowe (pojedyncze wezly i liscie drzewa oznaczajq realizacj¢ pojedynczego

kroku obliczeniowego).

Legenda:
@ - wezel drzewa: propagacja ograniczen,
@ - li§¢ drzewa (rozwigzanie problemu PSO):
propagacia ograniczen, kitrej wynikiom jost m - obszar drzewa potencjalnych rozwiazan wycigty w wyniku

du- - dystrybucja zmiennej u: uzupetnienie problemu o ograniczenie Cp,

du. - dystrybucja zmiennej u: uzupelnienie problemu o ograniczenie ~Cp,

rozwiazanie dopuszczalne, 0 e curaniczeli C.

Rys. 4.23. Drzewo potencjalnych rozwiazan: a) z zaznaczonym obszarem wycigtym w wyniku ograniczen,

b) w uktadzie pozioméw dystrybucji jednej zmiennej

Na rysunku 4.23b) przedstawiono drzewo z rysunku 4.23 a) w ukladzie
czteropoziomowym, gdzie kazdy poziom ilustruje procesy dystrybucji jednej okreSlonej
zmiennej. Na przyklad, gal¢zie pierwszego poziomu (pionowe i poziome) wychodzace
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zweztow 1 1 19 okreslaja proces dystrybucji zmiennej u, z kolei galezie wychodzace
z weztdw 2, 8, 20, 26, 37, 43, okreslaja procesy dystrybucji dla zmiennej w. Galezie poziome
okreslajg etapy dystrybucji zwigzane z dodawaniem ograniczen typu —Cp, galezie pionowe
okreslajg etapy dystrybucji zwigzane z dodawaniem ograniczen typu Cp. Latwo dostrzec
zwigzki miedzy rozmiarem drzewa, a liczbg zmiennych i ich dziedzin. Liczba pozioméw
drzewa Lp jest o jeden wigksza od liczby zmiennych: Lp = k, + k,, + k. Szerokos¢ drzewa jest
z kolei zalezna do dziedzin poszczegdlnych zmiennych. Liczba weztow Ly; na i-tym poziomie
jest krotnoscia, pomniejszonego o jeden, rozmiaru dziedziny zmiennej odpowiadajacej
danemu poziomowi: Ly; =j4{n; -1 ), j — wspotczynnik krotnosci.

Rozmiar drzewa zgodnie z rysunkiem 4.23 b) jest obliczany jako suma weztow kazdego

poziomu:
Rr=Ly;+ Ly2+ Lys + Lyg.

Z kolei, liczbe weztdéw dla kolejnych poziomdéw zgodnie z rysunkiem 4.23 b) wyznacza si¢

z zaleznosci:
Lyi=ny—1; Ly2= (ny— Dny; Lys = (ny— 1) nyny; Lyg = nynyny,.
Stad:
Rr=n,— 1+ (ny—1)n, + (n,—1) nyn, + nynyn, = 2nnyun, — 1. (4.19)

Z powyzszej zalezno$¢ mozna skorzysta¢ przy wyznaczaniu rozmiaru drzewa potencjalnych
rozwigzan. Dla danych przyjetych w przykladzie, rozmiar drzewa wynikajacy
z przedstawionej zaleznosci (4.19) wynosi 53.

W rzeczywistych przypadkach bardzo rzadko ma si¢ do czynienia z sytuacja gdy
konieczne jest przeszukiwanie calego drzewa. W wyniku wielokrotnej propagacji ograniczen
cze$¢ galezi drzewa jest ,,odcinana”. Na rysunku 4.23 a) szarym kolorem oznaczono
przyktadowy obszar, ktory zostal wycigty w wyniku propagacji ograniczen. Stanowi on tg
cze$é drzewa, dla ktorej wartosci zmiennych decyzyjnych nie spetniaja co najmniej jednego
ograniczenia z zadanego zbioru C. W takim przypadku do wyznaczenia wszystkich rozwigzan
dopuszczalnych wymagana jest realizacja 21 krokéw obliczeniowych. Mozna stwierdzi¢, ze
liczba krokéw obliczeniowych Z koniecznych do rozwigzania problemu PSO jest opisana
nastepujaca zaleznoscia:

Z=gC)-Rr. (4.20)

W przedstawionym wyrazeniu, funkcja &C) okresla w jakim stopniu rozmiar drzewa
potencjalnych rozwiazan zostaje zawegzony w wyniku zadanego zbioru ograniczen C:
g0): C — [0,1]. W wielu praktycznych przypadkach PSO bardzo trudno (jesli w ogéle to
mozliwe) jest okresli¢ posta¢ funkcji &C). Zwykle tez liczba krokéw obliczeniowych Z,
koniecznych do rozwiazania problemu PSO, wyznaczana jest na drodze eksperymentalne;.
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W przykladzie 4.8. przedstawiono koncepcj¢ wyznaczania liczby krokow

obliczeniowych koniecznych do wyznaczenia wszystkich rozwigzan problemu PSO
opisanego przez trzy zmienne decyzyjne. Problemy PSOs,; i PSOs,2 (Wykorzystywane do
rozwigzania problemu decyzyjnego) sa opisywane przez wigksza liczb¢ zmiennych
decyzyjnych (wchodzacych w sktady sekwencji u, w, ), gdzie kazda z nich moze by¢ opisana
przez inng dziedzing. Drzewo potencjalnych rozwigzan, w ukladzie poziomow
reprezentujacych dystrybucje jednej zmiennej przedstawione zostato na rysunku 4.24.

L2, ..., ny-1

?:7¥2_?—7 F ﬁ—n _—:?—’_—I

J» ﬁq'm hﬁéﬁ TP e e
'y&éééébééé 666664 6666 6o 660 666
Legenda:

n, — rozmiar dziedziny zmiennej u;: nu; = ||Dull,

k. — liczba zmienny wejsciowych,

‘ - 1is¢ drzewa (rozwiazanie problemu PSO): k, — liczba zmiennych pomocniczych,
propagacja ograniczen, ktorej wynikiem jest &, — liczba zmiennych wyjsciowych.
rozwiazanie dopuszczalne,

@ - wezel drzewa: propagacja ograniczen,

Rys. 4.24. Ogo6lna posta¢ drzewa potencjalnych rozwigzan w uktadzie pozioméw dystrybucji jednej zmiennej dla
probleméw PSOg,; i PSOsy,;

Postepujac analogicznie jak w przykladzie 4.8. wyznaczono zalezno$¢ opisujaca
rozmiar Ry; drzewa:

Ry =2(n" -n," n)-1, (4.21)

u w

gdzie: ny, ny, n, — okredlaja kolejno liczbg elementéw zbioréw D,, Dy, Dy: n, = |D,|,
1y = [Dyll, ny =Dy,
kus kw, ky — okreslaja kolejno rozmiar sekwencji u, w, y: k, = [[ul], k, = [wl], &, = |V]].
Liczba krokéw konieczna do wyznaczania wszystkich rozwiazan dopuszczalnych problemu
PSOs,; (lub PSOs,;) zgodnie z zaleznoscig (4.20) ma postaé:

Z,=£,C) -, -nt nty-1] 4.22)

Nalezy podkresli¢, ze przedstawione wyrazenie moze by¢ wykorzystywane do
wyznaczania liczby krokéw obliczeniowych w problemach, w ktérych mechanizm
dystrybucji zmiennych polega na podziale problemu na dwa podproblemy i uzupetnienie ich
dwa przeciwne ograniczenia dystrybucyjne Cp, ~Cp. Jest to najczgsciej uzywany mechanizm
dystrybucji w komercyjnych srodowiskach programowania z ograniczeniami [77], [99].
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Analogiczne wyrazenia mozna budowa¢ dla innych mechanizméw dystrybucji,
np. polegajacych na podziale problemu na trzy podproblemy.

Wyrazenie 4.22 jest iloczynem dwoch elementéw (funkceji £/(C) i rozmiaru drzewa Ry;
=2 - ™ - m)-1), ktére w sposob przeciwstawny wplywaja na liczbe krokéw
obliczeniowych. Wraz ze wzrostem rozmiaru problemu (rosnacy rozmiar dziedzin, rosngca
liczba zmiennych), rozmiar drzewa potencjalnych Rz, rozwiazan rosnie wyktadniczo. Wraz ze
wzrostem liczby ograniczen maleje warto$¢ funkcji &/(C) co prowadzi do zmniejszana liczby
krokéw obliczeniowych. W wielu przypadkach wptyw funkcji £,(C) jest na tyle niewielki, ze
otrzymana liczba krokéw obliczeniowych jest na tyle duza, ze niemozliwe okazuje si¢
przeszukanie catego drzewa potencjalnych rozwigzan w czasie akceptowalnym przez
uzytkownika.

Na wstepie rozdzialu przedstawiona zostala wlasciwo$¢ polegajaca na tym, ze

w przypadku rozwigzywania probleméw decyzyjnych nieistotne sg wartosci zmiennych w i y.
Istotne jest posiadanie wiedzy na temat zmiennych u gwarantujacych, ze istnieje co najmniej
jedna kombinacja zmiennych w i y spelniajacych zadane ograniczenia.
Wtasnos$¢ ta umozliwia $wiadome pomijanie podczas przeszukiwania pewnych obszarow
(gatezi zwigzanych ze zmiennymi w i y) drzewa potencjalnych rozwigzan. Ograniczenie
obszaru przeszukiwania przyczynia si¢ do ograniczenia niezbednej liczby krokow
obliczeniowych. Przedstawiona wlasno$¢ zostala wykorzystana do opracowania strategii
efektywnego czasowo (w trybie on-line) poszukiwania rozwigzania tego problemu.

Zaproponowana strategia polega na przeszukiwaniu drzewa w dwoéch etapach. Istota
strategii sprowadza si¢ do czgsciowej dystrybucji zmiennych decyzyjnych — gdzie przez
czesSciowa dystrybucje rozumie si¢ przeszukiwanie drzewa przy wykorzystaniu dystrybucji
tylko dla wybranej grupy zmiennych (a nie jak dotychczas dystrybucji wszystkich
zmiennych).

Na wuzytek dalszych rozwazan wprowadza si¢ pojecia rozwigzan pelnych
i dedykowanych. Przez rozwigzanie dedykowane rozumiana jest trojka (u, w, y) (gdzie u, w, y
- oznaczaja kolejno zmienne wejsciowe, wewnetrzne, wyjsciowe bazy wiedzy), w ktorej
wszystkie elementy u, posiadaja jednoelementowe dziedziny: VD, € D: “Du,” =1, a dziedziny

elementow sekwencji w, y pozostaja wieloelementowe: (3D, € D:||Dm.||>1) v
v(3D,, € D:|D,,|>1).

Przez rozwigzanie pelne rozumiana jest taka posta¢ zmiennych u, w, y, w ktorych
wszystkie elementy posiadaja dziedziny jednoelementowe.

W strategii przeszukiwania wyrdznia si¢ dwa etapy postgpowania, rysunek 4.25:
e poszukiwanie rozwiazan dedykowanych (z wieloelementowymi dziedzinami),
e sprawdzanie istnienia rozwigzan petnych.

W pierwszym etapie poszukiwane sa rozwigzania dedykowane (dystrybucja tylko
wartosci sekwencji #). Wyznaczone w ten sposob rozwiazania charakteryzujg si¢ tym, ze
tylko elementy wektora # posiadaja okreslong wartos¢, tzn. tylko dla elementéw sekwencji u
dziedziny sg jednoelementowe.
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W drugim etapie sprawdzane jest istnienie rozwigzan peilnych. Polega ono na tym,
ze dla kazdego z wyznaczonych rozwiazan dedykowanych przeprowadzane jest poszukiwanie
(poprzez dystrybucje zmiennych w, y), tylko jednego rozwiazania (jednej gatezi drzewa).
Znalezienie cho¢ jednego rozwiazania petnego jest dowodem na to, ze dla danego
rozwigzania dedykowanego (czyli dla pewnych wartosci u) istnieja wartosci w, y, spetniajace

ograniczenia Q(u, w, y) = 1, OyQy) = 1,
1,2, wee s Nyp

—_
ul-?— ceee I -----------------------------

P A e &
j“'ﬁ:ﬁ? é‘“‘ a'!fﬁr# 6’%" 7—? ?"'
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Legenda:

1,7 — r0ZMi zin
@ - wezet drzewa: propagacija ograniczen, ! (;“ aﬁg"zllﬁ dziny zmiennej u;: eéig;;;::::;ima rozwiazan
’ li§¢ drzewa, rozwigzanie problemu petne k, — liczba zmienny wejSciowych,
PSO, ky, — liczba zmiennych pomocniczych, II - etap poszukiwania rozwiazan
0 li§¢ drzewa, rozwigzanie problemu ky — liczba zmiennych wyjS$ciowych, petnych.

dedykowane PSO,

Rys. 4.25. Ogdlna posta¢ drzewa potencjalnych rozwigzari w uktadzie pozioméw dystrybucji jednej zmiennej dla
dwuetapowej strategii przeszukiwania rozwiazarn dedykowanych

Zaproponowana strategia pozwala na znaczne ograniczenie liczby krokéw
obliczeniowych. Dzigki temu, ze w drugim etapie dla kazdego rozwigzania dedykowanego
poszukiwane jest tylko jedno rozwiazanie petne, w obszarze drzewa odpowiadajacym
zmiennym w i y wyznaczana jest tylko jedna galaZ dopuszczalna, pozostale galezie sa
ignorowane (kolor szary). Nie jest konieczne tym samym przeszukiwanie calego drzewa
potencjalnych rozwigzan lecz tylko jego pewnego fragmentu. Rozmiar przeszukiwanego
drzewa Ry, mozna wyznaczy¢ z zaleznoSci:

R72 = Rpar+ Rron, (4.23)

gdzie: Rrzp, Ryap, okreslaja odpowiednio liczbg krokéw obliczeniowych w etapie I i etapie I1.
Liczba krokéw obliczeniowych w etapie pierwszym Ry, jest wyznaczana z zaleznoSci
(4.21) przy zatozeniu, ze istnieje tylko sekwencja u. WielkoS¢ Ry, opisana jest zaleznoScia:

R, =2n" -1, (4.24)

gdzie: n, — okresla liczbe elementéw zbioru Dy: n, = ||D,,
k,— okreSlaja rozmiar sekwencji u: k, = ||u],
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Ze wzgledu na to, ze w etapie drugim poszukiwane jest tylko jedno rozwigzanie
(pojedyncza gataz), liczba wezldéw jest krotnoscia sumy liczby elementéw sekwencji w i y:
Rron=j{k, + k), gdzie suma k,, + k, oznacza liczb¢ wezldw jednej galezi, j - jest liczbg galezi
réwnag liczbie rozwigzan dedykowanych. W najgorszym przypadku, j jest rowne maksymalnej
liczbie rozwigzan dedykowanych j = n Rra jest postaci:

Rron=n" kw + k), (4.25)

gdzie: n, — okresla liczbg elementow zbioru D,: n,= ||D,|,
k,— okreslaja rozmiar sekwencji u: &, = ||ul|,
ku, kv, k, — okreslaja kolejno rozmiar sekwencji u, w, y: k, = ||ul|, &, = [, &, = |]].
Z zaleznosci (4.23), (4.24) wynika, ze rozmiar drzewa potencjalnych rozwigzan (przy
zastosowaniu dwuetapowej strategii przeszukiwania ma postac)

R, =n""(2+k, +k,)-1. (4.26)
Zgodnie z zaleznoscig (4.20) liczba krokow obliczeniowych opisuje zaleznos¢:
Z,=6,C)-[n, @ +k, +k,)-1] . 4.27)

Podobnie jak w przypadku klasycznego podejscia, rozmiar drzewa podlegajacy
przeszukiwaniu ro$nie wykladniczo wraz ze zwigkszaniem si¢ rozmiaru problemu. Jednak
w przypadku stosowania dwuetapowej strategii przeszukiwania obszar jest znacznie mniejszy
niz w przypadku klasycznym. Zakladajac dla uproszczenia, ze £,(C) = &(C) (co nie zawsze
jest prawda) stosunek liczby krokéw obliczeniowych w przypadku klasycznym
i zastosowaniu dwuetapowe;j strategii przeszukiwania Z,/Z; mozna wyrazi¢ nastepujaco:

Z, 2+k,+ k,

Ly TRy (4.28)

k, k,
Z] znw I’ly 8

Stosunek Z,/Z; stanowi oszacowanie zysku stosowania dwuetapowej strategii przeszukiwania
rozwigzan dedykowanych w stosunku do podejscia opartego na catkowitej dystrybucji

zmiennych.
Przyklad 4.9. Oszacowanie zysku stosowania dwuetapowej strategii przeszukiwania

Przedstawiony przyklad ilustruje oszacowanie zysku stosowania dwuetapowej strategii
przeszukiwania rozwigzan dedykowanych dla zadanego problemu PSO.
Dany jest problem:

PSOSuI = (Vs D)’ C)’
gdzie: V=uuwuy,

u={uy, uz,uz}, w={wi, waws,we},y={y1,¥2},
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D=D,v D, UD,, D,={D,, Dy2,Dy3},Dy,;={1,2,3,4,5} dlai=1,2,3, D,, = {D,,,
Dy.2, Dy 3, Dy 4}s Dyi= {1, 2,3} dlai=1, ... 4}, Dy = {Dy;1, Dy2}, Dy, = {1, 2, ... ,7}
dlai=1,2},
C={0u,w,y)=1,00()=1}.
Dla tak zdefiniowanego problemu (odpowiadajacego uktadowi (3.5) ) poszukiwany jest zbidr
S,.; wartosci zmiennych wejsciowych, dla ktérych spelnione sa ograniczenia C:

Sur = {u: Qu, w,») = 1, Oy(y) = 1} .

Dla podanych danych rozmiary sekwencji i dziedzin wynosza: n,= 5, n, =3, n, =7, k, = 3,
k=4, k=2.

Zgodnie z zaleznoscig (4.21) rozmiar drzewa potencjalnych rozwigzan w typowym
podejsciu opartym na catkowitej dystrybucji zmiennych wynosi: Ry; = 2,6 - 10°.

W przypadku zastosowania dwuetapowej strategii przeszukiwania rozmiar drzewa
potencjalnych rozwigzan Rr», zgodnie z zaleznoscia (4.26), wynosi: Rz = 1000.

Zysk stosowania dwuetapowe]j strategii przeszukiwania rozwigzan dedykowanych
zgodnie z (4.28) wynosi:

éz3,8-10"4.
Z

1

W rozwazanym przyktadzie zysk z zastosowania zaproponowanej strategii pozwala uzyskaé
rozwigzanie przy zmniejszonym naktadzie obliczeniowym o 4 rzgdy wielkosci.
|

Zysk otrzymywany w przypadku stosowania dwuetapowej strategii przeszukiwania
rozwigzan dedykowanych jest wynikiem wykorzystania dostrzezonej wlasciwosci
(polegajacej na tym, ze dla problemu decyzyjnego istotne sa tylko wartosci zmiennych
wejsciowy u) . W tym kontekscie zaproponowana strategia stanowi szczegdlny przypadek
metody podziatu i ograniczen. W pierwszym etapie odbywa si¢ (podczas cyklicznie
powtarzanych proceséw propagacji i dystrybucji) ocena potencjalnych rozwigzan pod katem
wartosci elementow sekwencji wejsciowej u, ktore spetniajgq zadane ograniczenia C. Inaczej
mowiac, w zbiorze wszystkich mozliwych wartosci odbywa si¢ wstgpna selekcja rozwiagzan,
ktére w kontekscie okreslonych zmiennych spetniaja wymagane ograniczenia.

Kazdemu z otrzymanych rozwigzan dedykowanych odpowiada okreslona przestrzen
potencjalnych wartosci elementow sekwencji w i y.

W drugim etapie, osobno dla kazdego rozwigzania dedykowanego odbywa si¢ ocena
(poprzez przeszukiwanie przestrzeni potencjalnych wartosci elementéw sekwencji w 1 )
okreslajaca, czy wartosci elementow sekwencji w i y spelniaja zadane ograniczenia. Taka
weryfikacja pozwala stwierdzi¢, ktore z rozwigzan dedykowanych sa poszukiwanymi
rozwigzaniami pelnymi (dopuszczalnymi). Istota przedstawionej strategii jest wstgpna
selekcja, ktora pozwala ograniczy¢ si¢ w dalszych poszukiwaniach tylko do przestrzeni
rozwigzan dedykowanych.

117



W dodatku C przedstawione zostalty wyniki eksperymentéw poréwnawczych miedzy
zaproponowang strategia a metodami opartymi na przegladzie zupelnym oraz algorytmami
rekurencyjnymi. W obu przypadkach wyniki wskazywaly na korzys¢ dwuetapowej strategii
przeszukiwania.

Dwuetapowa strategia przeszukiwania rozwigzan dedykowanych stanowi podstawowy
mechanizm wykorzystywany w procesie rozwigzywania problemu decyzyjnego, a tym
samym w procesie wyznaczania warunkéw wystarczajacych 1 weryfikacji bazy wiedzy. Poza
przedstawiong strategia, w celu zmniejszenia koniecznej liczby krokéw obliczeniowych,
wykorzystywane sa réwniez mechanizmy minimalizujace liczbe zmiennych decyzyjnych
(przez co zmniejsza si¢ rozmiar przestrzeni potencjalnych rozwigzan). W przypadku
systemow transportowych odbywa si¢ to poprzez kompresje struktury polaczen migdzy
zasobami. W wyniku kompresji struktury systemu, reprezentacja wiedzy KB
charakteryzowana jest przez mniejsza liczbe faktéw co w efekcie prowadzi do mniejszej
liczby ograniczen i mniejszej liczby zmiennych decyzyjnych.

4.3.2. Kompresja struktury systemu wspétbieznych proceséw

cyklicznych

Zaproponowana w punkcie 4.2 struktura schematu faktow Fp, (@, Sy, x, Pp, pr)
umozliwia automatyczne generowanie reprezentacji wiedzy stanowigcych opis ogdlnych
zasad funkcjonowania systemu. Systemy transportowe o rozmiarach spotykanych
w rzeczywistosci (typowe wielkosci to ok. 20 woézkéw samojezdnych i 50 sektoréw )
opisywane sa przez reprezentacj¢ wiedzy (KB) w skiad, ktorej wchodzi okoto 1000 faktow
i 200 zmiennych decyzyjnych.

Poszukiwanie warunkow wystarczajacych poprzez rozwigzanie probleméw PSO przy
tak duzej liczbie zmiennych, nawet przy wykorzystaniu dwuetapowej strategii przeszukiwania
rozwigzan dedykowanych, zwigzane jest z duzym nakladem czasowym, ktérym nie zawsze
dysponuje uzytkownik systemu. Prezentowane ponizej rozwiazania polegaja na zmniejszeniu
liczby faktow i zmiennych poprzez kompresj¢ struktury systemu SWPC.

Pierwsze usprawnienie polega na ,,scalaniu” ze sobg zasobow lokalnych nalezacych do
wspoOlnego procesu. W tym celu, w strukturze SWPC wprowadza si¢ pojecie galezi. Galezia
struktury SWPC, nazywany jest zbioér zasobow R, < R, polaczonych ze sobg szeregowo
i charakteryzujacych si¢ tym samym zbiorem obstugiwanych procesow. Jezeli i zasobow
lokalnych Ry ;, Ry 2, ..., Ry, gdzie: Ry 1, Ry, ..., Rp€R, tworzy gataz w strukturze SWPC, to
galaz ta moze by¢ reprezentowana przez dwa zasoby zastgpcze Rz, 1 Rz, gdzie:
Rzi1 U Rzi2 = {Rp1, Ri2, .-y Rii}s Rzt = {Ripits s Rijok}s Rzi,i = {Rpiok+1s s Rii}s
lok € {1,2, ...,i-1}, (rysunek 4.26).
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Ry, Ry, Ry,» Ry Ry Rwn
@ -O—-O— w -O—0O—
Ry, Ry, & Ry, » Ry
i

Ri, Ry> Ruiiok1 Reiok Ruok+1 }‘,LJukoJ Ry Ryi
DD—O--»O—O D—O-->»O—O
Legenda:
Ry, RZL,i .
“(O) - ity zasb lokalny, @) - -ty lokalny zastb zastepezy,
Ry

— i-ty zasOb wspotdzielony.

Rys. 4.26. Idea scalania zasobow lokalnych

Tak definiowane zasoby Rz, ;, Rz, tworza grupy zasobow lokalnych bedacych czgscia
galezi. Zasoby zastgpcze traktowane sg jak typowe zasoby lokalne. Obowiazuja dla nich takie
same zasady i ograniczenia jak w przypadku typowego zasobu lokalnego. Przypisanie do
procesu P; zasobu Rz, ; (lub Rz, 2) oznacza, ze proces jest realizowany kolejno na zasobach
Ri 1y <y Rpjoki- Przypisanie zasobu Rz, ; (lub Rz, ) do sekwencji Sy oznacza, ze okreslony
proces P; (realizujacy operacje na zasobach Ry, Ry, 2, ..., Ry;) rozpoczyna swoja operacj¢ od
pierwszego zasobu reprezentowanej grupy czyli od R;; (lub w przypadku Rz, > od zasobu
Ry 10k+1)- Jezeli proces koniczy swojq pracg na zasobie Rz, ; (lub Rz, ») oznacza to, ze proces
koniczy swojg pracg na ostatnim zasobie grupy Rz, ; (lub Rz, »).

Przyporzadkowanie zasobow lokalnych do zasobow zastgpczych moze odbywac si¢ na
wiele sposobow. W zaleznosci od wartosci parametru /ok poszczegdlne zasoby lokalne mogag
raz naleze¢ do zbioru Rz, ; innym razem zas$ do zbioru Ry, »: np. dla lok = 1 zbiory zastgpcze
majgq postat: Rz, = {Rpi}, Rz ={Ry1, Ry2 ..., Rp;}. Innymi stowy, dla zasobow
zastepczych istnieje i-1 (i-liczba zasobow lokalnych) mozliwych postaci. Postugiwanie sig
zasobami zastgpczymi pozwala na budowanie reprezentacji wiedzy KB z mniejsza liczba
zmiennych (a tym samym mniejsza liczba faktdéw) oraz mozliwo$¢ wyznaczania ogdlnej
postaci warunkéw wystarczajacych (to znaczy warunkoéw w postaci stanu poczatkowego
i regut priorytetowania, ktorym odpowiada wigcej niz jeden harmonogram pracy).

W punkcie 4.6 stwierdzono, ze jednej postaci sekwencji Sp i @ odpowiada dokladnie
jedna sekwencja x. Stosowanie zasobow zastgpczych umozliwia wyznaczanie sekwencji Sy
i ®, ktérym odpowiada¢ bedzie wiele sekwencji x (harmonograméw). Dla przykiadu,
sekwencja Sy = (Rz, 2, R2) oznacza, ze w okreslonym systemie proces P; rozpoczyna si¢ od
zasobu Ry . Latwo wykazaé, ze w zaleznosci od wartosci zmiennej lok, zasob Rz, > moze
przyja¢ jedna z i-1 postaci, a zatem sekwencji Sy odpowiada i-1 harmonograméw.

Kolejne usprawnienia opieraja si¢ na analogicznej idei jednak dotycza kompresji
zasobow wspoldzielonych. Wyroznia si¢ kompresj¢ zasobéw wspdtdzielonych dla proceséw
jednokierunkowych i kompresj¢ dla proceséw dwukierunkowych.

Kompresja dla procesow jednokierunkowych zostata zilustrowana na rysunku 4.27.
Usprawnienie to polega na ,,scalaniu” ze sobg zasobéw wspéltdzielonych tworzacych galaz,
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w ktorej realizowany jest ten sam zbidr procesow. Wszystkie procesy sa realizowane
w jednym kierunku. Jesli i zasobéw wspotdzielonych Ry ;, Rw o, ..., Rw,, gdzie: Ry, Rwo, ...,
Ry €R, tworzy gataz w strukturze SWPC, to galaZ ta moze by¢ reprezentowana przez zasoby
zastgpeze Rzw,1, Rzw,2, ... » Rzwpw+1, gdzie: pw — oznacza liczbg proceséw realizowanych na
zasobach; RZWJ \ RZWQU o Con o sz_pw+1 = {RWJ, ng, 500 RW,i}, RZWJ = {Rul_], sier p
Rwioki}s Rzwz2 = {Rwioki+1s - > Rwiok2}, Rzw3s = {Rwiok2+1s - » Rwioks}s .-
Rzwpw+1 = {Rw,iokpw+15 - » R}, lokj € {J, 2, ..., i-1-pw+j}, lok; <lok;< ... <lokpy.

Zasoby zastepcze Rzw,, Rzw2, ..., Rzwpw+1, traktowane sa jak typowe zasoby
wspoldzielone. Obowiazuja dla nich takie same zasady i ograniczenia jak w przypadku
typowego  zasobu  wspoéldzielonego. Dla  kazdego zasobu Rzy; zastgpczego
przyporzadkowywana jest regula priorytetowania ozy;, ktoéra okresla kolejnos¢ obstugi
procesOw na zasobie zastepczym. Przyporzadkowanie reguly ozy; do zasobu zastgpczego jest
rébwnoznaczne z przydzieleniem takich samych regul do wszystkich zasobow Ry
reprezentowanych przez zasob zastgpczy. Inaczej méwiac, kolejnosé obstugi proceséw przez
zastgpcze zasoby wspodtdzielone nalezace do zbioru Rzy; opisuje jedna wspolna reguta
priorytetowania. Przypisanie zasobu Rzy,; do sekwencji Sy oznacza, ze okreslony proces P;
(realizujacy operacje na zasobach Rwy;, Rw2, ..., Rwg) rozpoczyna swoja operacj¢ od
pierwszego zasobu reprezentowanej grupy, czyli od Ry oxi-1+1. W przypadku gdy proces P;
koniczy operacj¢ na zasobie zastepczym Rzy; oznacza to w praktyce, ze konczy swoja pracg
na ostatnim zasobie wspdtdzielonym wchodzacym w sktad Rzy; (konczy prace na zasobie

Rw, oki)-

Ppw RW]_, RW2 RW12 RW:I_,RW:

THSOZe- - SeZeZeé S

RZW,p\MI
T

* ®
Rw. R R jok1-1 _Ru lok] Ruvsokr+2 Ruwonr+2 L Riiokz Rv.tokpw 1 - i
4 2 — L i =l
SOz r OO ®:§... @.:3@® &-.30330
s — ey Ty

200y,

Legenda:

Ry

g O — i-ty zasob lokalny,
Rwi .
W — i-ty zas6b wspoldzielony, P —i-ty proces.

Ry
— i-ty wspéldzielony zaséb zastgpczy,

Rys. 4.27. Idea scalania zasobéw wspotdzielonych

Podobnie jak w przypadku zasobow lokalnych zastgpczy zasob wspoétdzielony Rz,
odpowiada pierwszemu zasobowi reprezentowanego zbioru. Przyjeta liczba zasobow
zastepczych wynosi pw + 1. Liczba ta wynika z zlozenia, ze w galezi powinno by¢ tyle
zasobow by kazdy z realizowanych procesow mogt si¢ w niej ukonczy¢ oraz jeden zaséb
zostal jeszcze wolny. Zmienne lok; okreslaja granice przydziatu zasobow do zbioréw Rzy;.
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Zatem w zaleznosci od wartosci zmiennych /lok; zbiory Rzw,; moga przyjmowaé rézne

postacie. Przyjmujac, ze liczba zasobéw wspotdzielonych wynosi kw, liczba procesow pw, to

liczba mozliwosci przyporzadkowania zasoboéw wspétdzielonych do zasobéw zastgpczych
(kw-1)!

(kw—1— pw)l-pw!

Analogicznie do przedstawionej idei odbywa si¢ ,,scalanie” zasobéw wspo6tdzielonych

Rz, jest rOwna

w przypadku dwukierunkowej realizacji proceséw. Idea ta zostata przedstawiona na rysunku
4.28. Galaz, w sktad ktorej wehodza zasoby wspotdzielone Ry, Rw,2, ..., Rw,, podobnie jak

poprzednio, reprezentowana jest przez zasoby zastepcze Rzw 1, Rzw2, - .., Rzwpm+1.
Ppu Ry «— Rw2( Ryi2 Rwii _ Rw,

_..—*.—».— - 5O5050%

RZW m-+1
—
—

RH'I /2 3 R”',Ia:l*.? Rll',luklﬂ 2 R”l/u".’ RHLngpwr 5 Rll',i-l R)l’,i
YES S Ea S SOt = o<
&0 Z."-:O_TE:O SO0 & OO

Legenda:
Ry Rz . . ;
O — i-ty zasob lokalny — I-ty wspdldzielony zaséb zastgpczy
Ry; ;
— -ty zasob wspoldzielony P; —i-ty proces

Rys. 4.28. Idea scalania zasobéw wspotdzielonych przy realizacji proceséw w dwoch kierunkach

Jednak w tym przypadku liczba zasobow zastgpczych jest mniejsza niz w przypadku
galezi jednokierunkowych. Liczba zasobow zastepczych jest okreslana jako maksymalna
warto$é z liczby proceséw realizowanych w réznych kierunkach: pm = max{pwl, pwp},
gdzie: pwl — liczba proceséw realizowanych w kierunku lewym, pwp — liczba procesow
realizowanych w kierunku prawym. Przyjeta liczba zasobow zastgpczych jest wynikiem
zalozenia, ze w danej galezi ukonczy¢é moga pracg tylko procesy realizowane w jednym
kierunku. Zatem liczba zasobow zastepczych odpowiada liczbie proceséw realizowanych
w jednym kierunku plus jeden zas6b wolny.

Celem wprowadzenia przedstawionych usprawnien jest minimalizacja liczby
zmiennych i faktéw wchodzacych w sklad reprezentacji wiedzy KB. W wyniku kompresji
otrzymywane sq mniejsze struktury, a co za tym idzie do opisu okreslonego systemu
transportowego wymagana jest mniejsza liczba faktow i zmiennych decyzyjnych.

Nalezy jednak podkresli¢, ze prezentowane usprawnienia mogg by¢ wykorzystywane
jedynie w przypadkach gdy w trakcie realizacji proceséw nie sa istotne czasy trwania
poszczegblnych operacji (lub przyjmowane s czasy jednostkowe operacji).

Inaczej mowiac kompresja faktéw ma sens w przypadku poszukiwania rozwiazan
w dziedzinie stanéw. Poszukiwanie rozwiazan w dziedzinie standw polega na rozstrzygnieciu
kolejnosci wykonywania poszezegolnych operacji. Uptyw czasu jest rozpatrywany od stanu do
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stanu. W tym kontekscie kompresja struktury systemu transportowego moze by¢ wykorzystywana
tylko dla wyznaczania warunkow wystarczajacych gwarantujacych istnienie odpowiedzi na
pytania okreslajace wlasciwosci wyjsciowe w dziedzinie stanow.

Mimo tego ograniczenia, usprawnienia te sgq szczegdlnie przydatne przy wyznaczaniu
warunkow gwarantujacych unikanie blokad. Ponizszy przyktad ilustruje zysk wynikajacy ze
stosowania przedstawionych usprawnien.

Przyklad 4.10. Kompresja KB

Celem przykladu jest ilustracja sposobu zmniejszenia liczby faktow reprezentacji
wiedzy (KB) systemu SWPC z rysunku 4.29.

Ry Ryy2 Ryi1 Ry Legenda:
B —( )—> e —> — Ry
Q I‘O — i-ty zas6b lokalny,
< n >

R
W‘ — i-ty zas6b wspotdzielony,

W1 . Ry il
& —@_ - —@ .—_'] P —iipproons

Rys. 4.29. Przyktad systemu SWPC

W systemie z rysunku 4.29. realizowane sg cyklicznie dwa procesy P; i P,. W skifad
systemu wchodzg trzy gatezie, dwie z zasobami lokalnymi Ry, R;2, 1 jedna tworzona przez
zasoby wspoéltdzielone Ry Wielkodci i, g okreSlaja liczbg zasoboéw lokalnych, j oznacza
liczbe zasobow wspoétdzielonych. Zgodnie z przyjeta postacia schematu faktow Fp,(@, Sy, x,
Pp, pr), w sklad reprezentacji wiedzy KB, opisujacej system z rysunku 4.29 wchodzi
2+i+g+4j zmiennych (zmienne @, Sy, x) i 10j+i+g faktéw. Przyjmujac w uproszczeniu, ze
liczby zasobéw w galeziach sg sobie rdwne: i = j = g, to liczba zmiennych wynosi 2+6i,
a liczba faktow 12i.

System SWPC w wyniku zastosowania zaproponowanych usprawnien zostal
skompresowany do postaci przedstawionej na rysunku 4.30.

Ry Ray;2 Legenda:

Raw,i

— i-ty wspoétdzielony zaséb zastepczy,

Rz
u.@ — i-ty lokalny zaséb zastgpczy,

P —i-ty proces.

Rys. 4.30. Przyktad systemu SWPC po kompresji
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W sktad reprezentacji wiedzy KB opisujacej system po kompresji wchodzi 14
zmiennych i 28 faktow, jest to liczba stala. Na przyklad system z rysunku 4.29, dla ktérego
liczba zasobdéw i w kazdej galezi wynosi i = 20, jest opisany za pomocg 240 faktow.
W wyniku kompresji liczba faktow zmniejsza si¢ ponad 8 razy (zamiast 240 w wyniku
kompres;ji jest 28 faktow). Stosowanie przedstawionych zasad umozliwia zatem reprezentacje
systemu SWPC przy uzyciu mniejszej liczby faktéw 1 zmiennych.

|

Przestawione podejécie do kompresji liczby faktow 1 zmiennych decyzyjnych
w potaczeniu z dwuetapowaq strategiq przeszukiwania rozwigzan dedykowanych znacznie
ograniczajg liczbe krokow obliczeniowych koniecznych do rozwigzywania problemu
decyzyjnego. Szczegdlnie istotny zysk otrzymywany jest w przypadkach gdy wnioskowanie
odbywa si¢ dla faktéw wyjsciowych o charakterze stanowym.

W  kolejnym rozdziale przedstawiono procedury wyznaczania warunkow
wystarczajagcych dla systeméw transportowych, dla ktérych poszukiwane sa rozwiazania
bezblokadowe i bezkolizyjne. Procedury bazuja na przedstawionych metodach kompres;ji
i zaproponowanej strategii przeszukiwania. Proces wyznaczania warunkéw wystarczajacych
stanowi ostatni etap procesu weryfikacji bazy wiedzy (punkt 4.1).

4.3.3. Procedury wyznaczania warunkow wystarczajacych

Weryfikacja bazy wiedzy polega na wyznaczeniu warunkdéw wystarczajacych
(wlasciwosci  wejsciowej Fu(Sp,®)), dla ktérych spelnione sa zadania uzytkownika
definiowane w postaci wlasciwosci wyjsciowe]j Fy(x). Warunki te moga by¢ poszukiwane dla
dowolnych postaci wlasciwosci wyjsciowej Fy(x). Aby mozliwe bylo poszukiwanie tych
warunkoéw konieczne jest posiadanie reprezentacji, ktéra umozliwi prowadzenie poprawnego
wnioskowania. W punkcie 4.2.4 przedstawiony zostal schemat faktéw umozliwiajacy
wyznaczanie warunkow gwarantujacych istnienie (dla systemow transportowych rozwazane;j
klasy) harmonogramow bezblokadowych i bezkolizyjnych.

Wymagane bylo, by dla zrealizowanego schematu faktéw, stuszne bylo Twierdzenie
4.1. Zatem twierdzenie to stanowi niejako warunek budowy schematu faktéow. W tym
kontekscie wyr6zni¢ mozna dwa typy warunkéw wystarczajacych:

e warunki gwarantujgce poprawny proces wnioskowania — wykorzystywane przy
budowie schematu faktéw (dla rozwazanej klasy systemoOw transportowych jest to
Twierdzenie 4.1),

e warunki w postaci wlasciwosci wejsciowych Fu gwarantujace spetnienie zadanych
wilasciwosci wyjsciowych.

W rozdziale oméwiono procedury wyznaczania warunkow drugiego typu. Zalozono, ze
wykorzystywany schemat faktow umozliwia poprawne wnioskowanie.

Aby mozliwe bylo poszukiwanie warunkow Fu(Sy,®) wymagane jest by zadanie
uzytkownika zostato wyrazone w postaci zdania logicznego Fy(x). Okazuje si¢ ze nie jest to
zawsze mozliwe. Rozwazmy w pierwszej kolejnosci taki przypadek.
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Wiasciwos¢ ,,brak blokady i brak kolizji” nie daje si¢ w sposob bezposredni wyrazié
jako zdanie logiczne Fy(x) reprezentujace relacje miedzy elementami sekwencji x.
W rozdziale 4.2 wykazano, ze jesli ogélne zalozenia systemu transportowego zostang
wyrazone w postaci faktow Fy(®, Sy, x, Pp), implikujacych spetnienie ograniczen (4.2), (4.3),
(4.4), (4.5), to w takim systemie, korzystajac z Twierdzenia 4.1, mozna poszukiwaé
warunkéw gwarantujacych brak blokady.

Na rysunku 4.31 przedstawiona zostala procedura wyznaczania warunkow
wystarczajacych oparta o wyznaczony schemat faktow, procedury kompresji, techniki
programowania z ograniczeniami i dwuetapowa strategi¢ przeszukiwania.

W pierwszym etapie przedstawionej procedury, reprezentacja  wiedzy
KB =<0, 80, X, PD; Re>, opisujaca ogolne zasady panujace w systemie (gdzie: relacja Re
okreslona jest przez fakty F,(® , Sy, x, Pp) wygenerowane ze schematu faktow), jest
kompresowana przy uzyciu metod zdefiniowanych w punkcie 4.3.2. W efekcie otrzymywana
jest reprezentacja skompresowana KBiom = < Okoms SOkoms Xkoms PDkom; Rekom™, W skiad ktorej
wchodza, fakty: F kom(@koms So koms Xkoms PD kom)s 84Zi€:1 Okoms So kom> Xkom» PD kom OZNaczaja
zmienne @, Sy, x, Pp, wyrazone przy uzyciu zasobow zastgpczych Rz;; i Rzw;:. Reprezentacje
taka zgodnie z wlasnosciami opisanymi w punkcie 3.3, przedstawia si¢ w postaci
odpowiedniego PSO = (({ Okoms So koms Xkoms Pp kom}s D)y {Qa kom Gkoms S0 koms Xkoms PD kom) =
=1 })s gdzie: Gioms So koms Xkoms PD kom — Zmienne decyzyjne, D = {De koms Dp kom s D koms DPD kom}
— zbiér dziedzin zmiennych decyzyinych, Qq kom(Ghoms So koms Xkoms P kom) = 1 — zbidr wartosci
logicznych faktow: {Qu1 tom(Ckoms S0 koms Xkoms P kom) =1 <<+ 5 Quk kon( Choms S0 koms Xkoms PD kons)

=1}.

KB =<0, 50, X, PD; Re>

................................................

@—{Dwuetapowa strategia przeszukiwania rozwiazan dedykowanych :'
1

e r e r e, e, r e, c e, r e e e, , e, e, e, e, e, —————m————————--

Sy — zbidr warto$ci Grom, So kom» dla ktorych istniejg harmonogramy bezblokadowe.

Rys. 4.31. Procedura wyznaczania warunkow wystarczajacych gwarantujacych brak blokady i kolizji
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W tak sformutowanym problemie spelniania ograniczen przyjeto, Zze ograniczenia
reprezentuja fakty Fj iom, ktérym przyporzadkowuje si¢ wartos¢ logiczng 1. W otrzymanym
PSO ograniczenia odpowiadaja faktom F, a zatem podobnie jak fakty F, gwarantujg
spelnienie ograniczen (4.2), (4.3), (4.4), (4.5). Poszukiwanie warunkow wystarczajacych
polega na znalezieniu takich wartosci zmiennych ®om, Soiom, dla ktorych otrzymane
harmonogramy sa bezblokadowe. W tym celu wykorzystuje si¢ opracowana strategi¢
dwuetapowego przeszukiwania rozwigzan dedykowanych oraz wlasnosci wynikajace
z Twierdzenia 4.1. Okazuje si¢, ze w omawianym przypadku wystarczy tylko pierwszy etap
opracowanej strategii. W etapie tym proces dystrybucji odnosi si¢ tylko do zmiennych G,
Sokom- W efekcie otrzymywane sa rozwiazania dedykowane, tzn. rozwigzania
o jednoelementowych dziedzinach zmiennych @, Sokom. W oparciu o rozmiar dziedzin Dy som
zmiennych x, w otrzymanych rozwigzaniach dedykowanych, mozliwa jest ocena czy dane
rozwiazanie prowadzi do blokady. Jezeli dla otrzymanego rozwigzania dedykowanego, ktére posiada
okreslone wartosci sekwencji Giom, Sokoms dziedziny wszystkich elementéw sekwencji Xxiom Sa
Dxikom”:l, to wartosci @om, Sokom Stanowig warunek

jednoelementowe: VD, €D, . :|

x kom
gwarantujacy, ze harmonogram Xy, jest harmonogramem bezblokadowym.

W przypadku gdy dla okreslonego rozwiazania istnieje cho¢ jeden element sekwencji
Xkom»> dla ktorego dziedzina jest wieloelementowa: 3D, € D, .. :”DX >1 to wartosciom

x kom

i kom
sekwencji Okom, Sokom, 0dpowiadajgq wartosci harmonogramu x,, prowadzacego do blokady.
Dziedziny wieloelementowe odpowiadajg sytuacji, w ktdrej istnieje element sekwencji Xiom
mogacy przyja¢ wartoéci z wieloelementowego zbioru. Wieloelementowe dziedziny
elementow sekwencji xx., Swiadczg o tozsamosci réwnan stanu, co zgodnie z Twierdzeniem
4.1 oznacza stan blokady.

Na uwage zastuguje fakt, ze wyznaczonym wartosciom Gyom, Sokom, 0dpowiada jeden
harmonogram x,,, jednak ze wzgledu na to, ze jednemu zasobowi zastgpczemu (Rz; lub
Rzw:) odpowiada zbior zasobow, zatem jednej parze warunkow Gyom, Sokom, 0dpowiada zbior
harmonogramow x. W ten sposob wyznaczone warunki ®yom, Sokom, moga prowadzi¢ do
réznych harmonogramoéw x.
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KB =<0, S0, X, PD; Re>

TAK

KBkom = <0lwm, Sokoma lema PDI(om; Re/wm>

‘::> KB <|_|__,

PSOgsu = (({@om, So koms Xkom Pp /m,,,}, D), PSOs2= (({ @Imm, S0 koms Xkoms Pp kom}, D); _
{Qn kom( Gom, S0 koms Xkoms Pp kom) = i, Qv(xkom) = 1 }) {F“ k"’"( Ghom, So koms Xkoms Pp k""') = 1’ FV(xk”'") = 0 })
@—« Dwuetapowa strategia przeszukiwania rozwigzan dedykowanych L—Q
_________________________________________ ’
S,
u :> Su = Sul\ Su? Suz

Rys. 4.32. Procedura wyznaczania warunkow wystarczajacych gwarantujacych spetnienie wlasciwosci Fy(x)

Przedstawione postepowanie wykorzystywane jest w przypadku gdy uzytkownik
poszukuje warunkow wystarczajacych gwarantujacych brak wystepowania kolizji i blokad
w systemach transportowych. W ogolnosci, poszukiwane moga by¢ warunki gwarantujgce
dowolna wiasciwos¢ zdefiniowang przez uzytkownika. Procedur¢ wyznaczania warunkow
wystarczajacych przedstawiono na rysunku 4.32.

Pierwszym etapem jest okre$lenie charakteru wiasciwosci wyjsciowej Fy(x). Nalezy
okresli¢ czy zadana wlasciwo$¢ opisuje relacje migdzy zmiennymi x w dziedzinie czasu czy
w dziedzinie standw. Przez wilasciwos¢ opisujacg relacje w dziedzinie czasu rozumie si¢
zdanie, ktore okre$la wartosci zmiennych x, np. x; > 4.

Przez wlasciwo$¢ opisujaca relacje w dziedzinie standw rozumie si¢ zdanie, ktdre
okresla kolejno$é elementéw sekwencji x, np. x; > x,. W zaleznosci od charakteru wilasnosci
Fy(x), reprezentacja wiedzy moze by¢ kompresowana badz tez nie.

W dalszej kolejnosci reprezentacj¢ wiedzy przedstawia si¢ w postaci dwoch problemow
PSOs,; oraz PSOs,. Do rozwigzania tych probleméw wykorzystuje si¢ strategie
przeszukiwania rozwigzan dedykowanych. W efekcie otrzymuje si¢ zbiory S,; i Sy2, z ktorych
wyznaczany jest zbior S, bedacy zbiorem warto$ci  kom, Sokom (lub @, Sp), dla ktérych jest
spetniona wiasciwos$¢ Fy(x). Otrzymane warunki poza spetnieniem zadanej wlasnosci Fy(x),
gwarantuja otrzymanie rozwiazan bezblokadowych i bezkolizyjnych. Okazuje sig, ze
rozwiazania blokadowe sg rozwiazaniami, ktore wystgpuja jednoczesnie w zbiorze S,; 1 S,z
(ze wzgledu na charakter tozsamosciowy, sekwencje x naleza jednoczesnie do obu zbiorow).
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Zbiér S,;\S,, nie zawiera rozwigzan blokadowych (réznica zbiorow powoduje usunigcie
elementdw wspdlnych).

W zaleznosci od rodzaju wlasnosci Fy(x) otrzymane warunki wystarczajace, w postaci
par Opin, Somin (lub @, Sp), odpowiadajag jednemu badz wielu harmonogramom x.

Do tej pory rozwazane byly szczegdlne przypadki, w ktérych w sktad reprezentacji
wiedzy KB wchodzity fakty F,(®, Sy, x, Pp) opisujace ogdélne zasady panujace w danym
systemie transportowym. Kazdy inny system transportowy (rozwazanej klasy) moze by¢ takze
opisany przez indywidualne fakty dodatkowe Fi(®, Sy, x, Pp). Powstaje pytanie czy dodanie
do reprezentacji wiedzy dodatkowych faktéw F}, nie wplynie na poprawno$¢ wynikow
procesu wnioskowania. W tym celu dokonywana jest weryfikacja faktow dodatkowych Fj.
Weryfikacja polega na potraktowaniu faktow dodatkowych jako wilasciwosé Fy(x)
i przeprowadzeniu procesu wyznaczania zbiordw S,; i S,2. W przypadku gdy otrzymane
zbiory sa rozlaczne fakty Fj nie zakldcajg procesu wnioskowania i mogg by¢é swobodnie
dodane do reprezentacji wiedzy. W przypadku gdy S,, < S,; fakty mozna doda¢ do
reprezentacji wiedzy ale pod warunkiem uzupelnienia jej jeszcze o dodatkowe ograniczenia
wynikajace z czesci wspolnej zbiordw S,y 1 Syt @, Sp & Sy N Syo. Jesli S, < S,z to fakty
dodatkowe F} sg sprzeczne z faktami F, lub prowadzg tylko do rozwigzan blokadowych.

W oparciu o przedstawione podejscia mozliwe jest generowanie warunkow
wystarczajagcych dla dowolnych wiasciwosci Fy(x) i dla dowolnych cech sytemu
transportowego.

4.4. Podsumowanie

Proces weryfikacji bazy wiedzy obejmuje zagadnienia zwigzane z formulowaniem
schematu faktow tak by odpowiadaty one ogdlnej wiedzy na temat obiektu, oraz zagadnienia
zwigzane z wyznaczaniem warunkow wystarczajacych (badanie spdjnosci pod katem
zadanego pytania). W rozdziale przedstawiono realizacj¢ kolejnych etapéw weryfikacji bazy
wiedzy na przykladzie systemow transportowych.

W  kontekscie rozwazanych systeméw wykazano ograniczenia i twierdzenie
umozliwiajace budowe schematéw faktow stanowiacych opis wiedzy o systemie. Twierdzenie
to jest konsekwencjg zastosowania, do opisu systeméw SWPC graféw zadan zasobowych
stanowigcych graficzng reprezentacje (w dziedzinie czasu i zdarzen) stanéw systemu.

Zaproponowany schemat faktow jest jednym z wielu mozliwych wariantow. Umozliwia
on automatyczne wyznaczanie reprezentacji wiedzy KB w oparciu, o ktorg mozliwe jest
wyznaczanie warunkéw (stan poczatkowy i reguly priorytetowania) gwarantujacych
otrzymanie bezblokadowych 1 bezkolizyjnych harmonograméw pracy wozkow
samojezdnych. Poszukiwanie warunkow wystarczajacych odbywa si¢ poprzez rozwigzywanie
problemu decyzyjnego.

W kontekscie tego problemu opracowana zostala efektywna czasowo strategia
wyznaczania zbiorow Sy, S,, ktorej istota jest przeszukiwanie tylko czesci drzewa
potencjalnych rozwiazan. Korzystanie z opracowanej strategii pozwala na zmniejszenie
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wymaganej liczby obliczen o kilka rzgdéw. Przedstawiono mechanizmy kompresji faktow
iliczby zmiennych decyzyjnych poprzez minimalizacje struktury polaczen systemu
transportowego. Prezentowane metody kompresji moga by¢é wykorzystywane tylko dla
warunkow dotyczacych pytan o charakterze stanowym.

Prezentowane w rozdziale rozwigzania stanowia niezbedne elementy do projektowania
systemu interakcyjnego wspomagania decyzji. Wykorzystywane sg one gldwnie w module
Reprezentacji wiedzy (wyznaczenie reprezentacji wiedzy w oparciu o schemat faktow
i parametry obiektu oraz ewentualng kompresj¢ reprezentacji wiedzy), w module
Efektywnych  strategii przeszukiwania (implementacja  dwuetapowej  strategii
przeszukiwania rozwigzan dedykowanych) oraz w module Wyznaczania warunkéw
gwarantujgcych istnienie rozwigzania (wykorzystanie technik programowania
z ograniczeniami do rozwigzania problemu decyzyjnego w oparciu o reprezentacj¢ wiedzy KB
i efektywne czasowo strategie przeszukiwania). Dzialanie moduléw odpowiada
zaprezentowanym w rozdziale 4.3.3 procedurom wyznaczania warunkOw wystarczajacych
(rysunki 4.31, 4.32).

Kolejne etapy weryfikacji bazy wiedzy zostaly omoéwione w kontekscie systemow
transportowych, proponowana metodyka (obejmujaca zagadnienia budowy schematéw
faktow, kompresji reprezentacji wiedzy, itp.) mimo to moze byé wykorzystywana w innych
problemach.
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5. Zadaniowo zorientowany interakcyjny system sterowania
dyspozytorskiego

Celem przeprowadzanych badan jest opracowanie metodyki projektowania zadaniowo
zorientowanych systemow interakcyjnego wspomagania podejmowania decyzji. Metodyka
taka znajduje swoje uzycie przy budowie systemu wspomagania sterowania dyspozytorskiego
podsystemoéw transportowych ESP [18], [22], [23].

Metodyka taka pozwala przyspieszy¢ budowe systemdéw podnoszac jednoczesnie ich
jako$¢ (rozumiang jako mozliwos¢ formulowania wielu postaci pytan, mozliwosé
formutowania dowolnego zakresu danych, itp.).

5.1. Metodyka projektowania komputerowych systemow
wspomagania podejmowania decyzji

Przedstawione w rozdzialach 2, 3 i 4 badania, dotyczace zastosowania technik CP
i metody logiczno-algebraicznej, stanowia podstawe budowy metodyki projektowania
komputerowych systemoéw wspomagania podejmowania decyzji, obejmujacej etapy:

o Sformulowania problemu. Wstgpne sformulowanie zbioru pytan rutynowych

oraz okreslenie zmiennych i relacji charakteryzujacych funkcjonowanie obiektu.

. Okreslenia postaci reprezentacji wiedzy KB. Okreslenie zmiennych wejsciowy
u, pomocniczych w, wyjsciowych y oraz relacji Re stanowigcej opis posiadanej
wiedzy w postaci zbioru faktow. Dla przyjetej klasy problemu (reprezentowane;j
przez zbior ogélnych zasad i regul), formulowany jest tzw. schemat faktow
Fp(u,w.p,pr). Sposrod réznych postaci schematéw faktow poszukiwany jest ten,
ktory gwarantuje istnienie odpowiedzi na sformutowany zbioér pytan.

. Wyboru jezyka programowania CP. Wybor takiego jezyka programowania CP,
ktory umozliwia implementacje reprezentacji KB przyjetego problemu.

o Implementacji skryptu obliczeniowego. Przygotowanie kodu programu,
obejmujacego wybrang reprezentacj¢ wiedzy KB, minimalizacj¢ schematu faktow,
wyznaczenie strategii poszukiwania warunkéw wystarczajacych w wybranym
jezyku CP.

. Poszukiwania warunkow wystarczajacych. Poszukiwanie  warunkéw,
gwarantujacych istnienie odpowiedzi na zadane pytania.

o Wyboru strategii rozwigzywania PSO. Wybor efektywnej czasowo strategii
poszukiwania rozwigzan dopuszczalnych.

o Budowy interfejsu. Budowa nakladki umozliwiajacej wprowadzanie
i wyprowadzanie danych do skryptu obliczeniowego, w wybranym pakiecie
programowania.
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Zaproponowane podejscie koncentruje si¢ na specyfikacji zbioru ograniczen,
reprezentujacych wiedz¢ o problemie, wykorzystujac w tym celu ograniczenia wynikajace
z doswiadczenia programisty oraz dostgpne pakiety oprogramowania CP.

Sformutowane zagadnienia prowadza do procedury projektowania zdaniowo
zorientowanych systemow interakcyjnego wspomagania decyzji. Procedura ilustrujaca proces
projektowania systemu sterowania dyspozytorskiego przedstawiona zostata na rysunku 5.1.
Na uwage zastuguja etapy specyfikowania reprezentacji wiedzy (KB), wyboru jezyka
programowania z ograniczeniami (CP) oraz poszukiwania warunkéw wystarczajacych.

Formutowanie reprezentacji wiedzy jest procedurg iteracyjnie powtarzang do momentu
uzyskania takiej postaci schematu faktow, ktéra gwarantuje spetnienie wszystkich zatozen
(systemu transportowego) i ogolnych zasad w kontekscie parametrow Sy, @, x. Dla systemow
transportowych nalezacych do klasy zdefiniowanej w rozdziale 4, poszukiwana jest taka
posta¢ schematu faktow, dla ktérej spelnione sg ograniczenia (4.1), (4.2), (4.3), (4.4), a tym
samym spetnione jest Twierdzenie 4.1. W przypadku, gdy przyjeta posta¢ schematu faktow
jest niewlasciwa, wowczas podejmowana jest proba przeformulowania schematu faktow.
Dopiero w momencie, gdy operacja taka staje si¢ niemozliwa wymagane jest
uszczegOlowienie lub uzupelnienia wiedzy dotyczacej problemu. Jezeli dla zadanej wiedzy
nie istnieje schemat faktéw, ktory spelnia powyzsze ograniczenia to budowa systemu
wspomagania decyzji przy uzyciu omawianych podejs¢ i narzedzi nie jest mozliwa.

Analogicznie do etapu, w ktorym poszukiwana jest posta¢ reprezentacji wiedzy,
poszukiwane jest srodowisko programowania z ograniczeniami. Wymagane jest by zbior
faktow wplywajacych na postaé relacji Re wchodzacej w sktad KB mdglby by¢ wyrazony
w postaci odpowiedniego zbioru ograniczen C. W przypadku gdy nie istnieje srodowisko CP
umozliwiajace implementacj¢ zadanej reprezentacji wiedzy, nalezy wowczas dla
rozwazanego problemu sformutowaé nowa posta¢ reprezentacji wiedzy.

Etap wyznaczania warunkéw wystarczajacych polega na poszukiwaniu warunkéw
wystarczajacych dla kazdego pytania ze zbioru pytan rutynowych. Dla systeméw
transportowych nalezacych do klasy zdefiniowanej w rozdziale 4, poszukuje si¢ warunkéw
zgodnie z procedurami przedstawionymi na rysunkach 4.31 i 4.32. Jezeli istnieje co najmnie;j
jedno pytanie, dla ktorego niemozliwe jest wyznaczenie warunkow wystarczajacych, to
nalezy poszukiwac innej postaci reprezentacji wiedzy (KB).

Proponowana metodyka obejmuje etapy specyfikacji reprezentacji wiedzy, dobor
narzedzi CP oraz strategii przeszukiwania.. Umozliwia wybdr takiej specyfikacji problemu,
ktora gwarantuje spetlnienie ograniczen wynikajacych z przyjetych zasad i ograniczen
rozwazanych systeméw. Nalezy podkresli¢, ze istotnym aspektem projektowania systemu jest
potrzeba rozdzielenia modutdéw obliczeniowych i moduléw interfejsu. Rozdzielenie moduléw
umozliwia wymiane jezyka jadra obliczen na inny jezyk CP, przy zachowaniu tego samego
interfejsu uzytkownika. Z drugiej strony, modut obliczeniowy moze stanowi¢ jeden z wielu
elementow wigkszego systemu wspomagania decyzji (np. systemu sterowania operacyjnego).
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Rys. 5.1. Procedura projektowania systemu sterowania dyspozytorskiego
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5.2. Budowa systemu

Procedura przedstawiona na rysunku 5.1 wykorzystana zostata przy budowie Systemu
Sterowania Dyspozytorskiego (SSD). System Sterowania Dyspozytorskiego w systemie
transportowym wykorzystuje procedury wyznaczania warunkdéw wystarczajacych, strategie
przeszukiwania przestrzeni potencjalnych rozwigzan oraz model systemu interakcyjnego
wspomagania decyzji. Zadaniem opracowanego systemu jest udzielanie odpowiedzi na
pytania decydenta, w szczegdlnosci te dotyczace bilansowania jego potrzeb z ograniczeniami
systemu transportowego.

Zbudowany System Sterowania Dyspozytorskiego wspomaga decyzje dyspozytora
podsysteméw transportowych bedacych czgscig elastycznych systeméw produkcyjnych
spetiajacych zalozenia zdefiniowane w rozdziale 4. System ten pozwala na wyznaczenie,
w trybie interakcyjnym, dopuszczalnego harmonogramu pracy wozkéw samojezdnych,
spetniajacego ograniczenia zadane przez uzytkownika systemu. Wyznaczenie harmonogramu
polega na znalezieniu planu, obejmujacego terminy rozpoczgcia i ukonczenia operacji
elementarnych, stan poczatkowy proceséw i reguly obstugi proceséw na zasobach
wspoldzielonych, itp.

Wyznaczony plan spelnia ograniczenia wynikajace z infrastruktury transportowej oraz
gwarantuje bezkolizyjng i bezblokadowq prace systemu. Ideg¢ dzialania systemu zilustrowano

na rysunku 5.2.

Pytanie: Czy istnieje harmonogram

pracy wozkow spetniajacy zadane
ograniczenia ? _ p

Harmonogram pracy wézkéw
samojezdnych.

Parametry i zmienne systemu:
Struktura polaczen, czasy trwania | ) o

. .o .e \ ’
realizacji operacji, marszruty pracy !

wozkow, ... w® A L0

Uzytkownik
Rys. 5.2. Idea dziatania Systemu Sterowania Dyspozytorskiego

Przyjeta struktura systemu sktada si¢ z dwoch czesci (rysunek 5.3). Pierwsza stanowi
modul obliczeniowy wykorzystujacy techniki CP, druga za$ interfejs uzytkownika. Interfejs
ten pozwala na szybkie i tatwe wprowadzanie danych oraz wizualizacj¢ wynikéw dziatania

modutu obliczeniowego.
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Rys. 5.3. Struktura przeplywu informacji w Systemie Sterowania Dyspozytorskiego

SSD bazuje na pakiecie Oz Mozart oraz j¢zyku Java. W systemie tym mozna wyrdznié
2 warstwy, zroznicowane pod wzgledem realizowanych zadan oraz zakresu ingerencji
uzytkownika. Pierwsza z nich stanowi interfejs uzytkownika (ktéry jest dzielony na:
interfejs danych wejSciowych i interfejs modulu obliczeniowego). Rozwigzanie takie
pozwala modyfikowaé¢ wartosci zmiennych decyzyjnych oraz parametry modulu
obliczeniowego. Modul obliczeniowy stanowi warstwe druga. Stanowi on rodzaj biblioteki
zadaniowo zorientowanych procedur wykorzystywanych podczas wyznaczania warunkow
wystarczajacych jak i odpowiedzi na zadane pytania. Uzytkownik ma ograniczony wplyw na
dziatanie tych procedur, tzn. moze wybra¢ parametry oczekiwanego wyniku (poprzez
definiowanie wiasnych ograniczen) oraz wplywaé na liczbe wyznaczanych warunkéw
wystarczajacych.

Warstwa modulu obliczeniowego zostata zrealizowana w jezyku Oz Mozart, pozostale
przy uzyciu jezyka programowania Java. Rozwigzanie to, z jednej strony, pozwala
przygotowaé program przyjazny dla uzytkownika, z drugiej zas, stosowaé techniki CP do
poszukiwania rozwigzania problemu. Dzialanie modulu obliczeniowego realizowane jest
wtle, a uzytkownik (decydent) systemu moze modyfikowa¢ arbitralnie zadany zbiér
parametréw procesu obliczen.

Gléwny element programu stanowi interfejs uzytkownika. Pozwala on w prosty
i intuicyjny sposéb wprowadza¢ dane do obliczen. Wyrdzniono w nim sktadniki pozwalajace
na akwizycje danych dotyczacych parametréw infrastruktury transportowej, stanu
poczatkowego, regul obstugi ruchu, parametrow s$rodkéw transportu oraz okreslania
parametr6w modulu obliczeniowego.

W czesci dotyczacej infrastruktury transportowej podsystemu uzytkownik wprowadza
do SSD strukture istniejacych tras transportowych wraz z czasami realizacji poszczeg6lnych
operacji na okreslonych zasobach.

W czesci dotyczacej stanu poczatkowego uzytkownik okresla stany poczatkowe
poszczegolnych proceséw oznaczajace lokalizacje poczatkowa poszczegdlnych wozkow
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samojezdnych. Moze rowniez zadawa¢ reguly obstugi ruchu na okreslonych zasobach
wspotdzielonych.

W czesci dotyczacej parametrow srodkow transportu decydent wprowadza marszruty
poszczegdlnych wozkoéw samojezdnych oraz liczbg cykli realizowanych przez dany wozek
w zadanym oknie czasowym.

W czgéci dotyczacej parametrow modulu obliczeniowego (interfejs modulu
obliczeniowego) wprowadzane sg ograniczenia dotyczace sytemu transportowego zwigzane
z zadanym pytaniem, okreslany jest czas trwania okna czasowego oraz parametry dla
procedur liczacych i procedur prezentujacych wyniki obliczen (diagramy Gantt’a).

Wyznaczenie harmonogramu pracy wozkéw samojezdnych wymaga:

e wprowadzenia srodkdw transportu,

e wprowadzenia parametréw infrastruktury transportowej,

e wprowadzenia stanéw poczatkowych sieci i regut obstugi ruchu,

e zdefiniowania rozmiaru okna czasowego oraz dodatkowych ograniczen,

e wprowadzenia ograniczen uzytkownika dotyczacych na przyklad wartosci
horyzontu realizacji operacji, ograniczen kolejnosci realizacji operacji itp.,

e uruchomienia obliczen zwigzanych z wyznaczeniem warunkéw wystarczajacych

e uruchomienia obliczen zwigzanych z poszukiwanie rozwigzania dopuszczalnego

e analizy otrzymanych wynikow.

Poszukiwanie rozwigzania dopuszczalnego realizowane jest w oparciu 0 wyznaczone
wezesniej warunki wystarczajace. Uzytkownik poprzez definiowanie wlasnych ograniczen ma
mozliwo$¢ analizy roznych wariantow pracy systemu transportowego. Wybor réznych
wariantow poszukiwania rozwigzania zapewnia przyjeta struktura interakcyjnego SSD
(rysunek 5.4).

i ! Modut on - line N
o L e
i - N\
1 > p—— P, S({(_ . Srodowisko :
| awierajacy warunki gwarantujace > prograr‘noquia.z > Rozwiazania
: istnienie rozwiazania ograniczeniami !
: —> 0zMozart )
X \_ # J S
d { bi6 Ko ) \\
1 D101 WAIUNKOW Modul wyznaczania strategii

! .
Zbior pytaih : wystarczajacych przesokivani
|
rutynowych ! B4 \. = T ¢ )

Modut wyznaczania
warunkow
gwarantujacych
istnienie rozwigzania

( Modut

4

: automatycznego : ;
k| | ke e
systemu I 1jac
RTEOREWEED reprezentacji wiedzy brak blo}.(f;i" kolizji,
k ita.
!

1 Modut off - line ___-*

Rys. 5.4. Struktura Systemu Sterowania Dyspozytorskiego
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Umozliwia ona, w zaleznosci od postaci pytan i cech systemu transportowego,
formutowanie problemu w postaci PSO (zawierajacego warunki wystarczajace) oraz
wykorzystanie do poszukiwania rozwigzan efektywnych strategii przeszukiwania (opartych
na technikach CP). Struktura ta stanowi uszczegdtowienie struktury interakcyjnego systemu
wspomagania decyzji z rysunku 2.4.

Struktura systemu zostala podzielona na dwa moduly. Pierwszy modul, pracujacy
zwykle w trybie off~line, odpowiedzialny jest za proces wyznaczania warunkow
wystarczajacych gwarantujacych istnienie odpowiedzi dla zadanego zbioru pytan
i parametrow systemu transportowego. Wyznaczone warunki umieszczane sg jako dodatkowe
ograniczenia w problemie PSO. Generowanie postaci reprezentacji wiedzy RW w oparciu
o posiadane parametry odbywa si¢ zgodnie z procedurg przedstawiona na rysunku 5.1. Proces
wyznaczania warunkow wystarczajacych (rozwiazanie problemu decyzyjnego) odbywa sig¢
wedtug procedury przedstawionej na rysunku 4.32.

Drugi modut odpowiedzialny jest za wyznaczenie odpowiedzi na zadane pytanie
poprzez rozwigzanie problemu PSO. Gwarantuje odpowiedZ na zadane pytania w trybie on-
line.

Oba moduly stanowig integralng calo$¢, mimo to moga stanowi¢ one rdéwniez
niezaleznie pracujace programy. Modul off-/ine moze by¢ wykorzystywany do budowy
systeméw interakcyjnego wspomagania decyzji, z kolei modut on-line moze by¢ traktowany
jako aplikacja stanowigca zorientowany zadaniowo system interakcyjnego wspomagania
decyzji wyposazona w efektywne strategie przeszukiwania.

5.3. Dziatanie systemu

Dziatanie Systemu Sterowania Dyspozytorskiego zilustrowano na wybranych
przyktadach probleméw harmonogramowania pracy wozkéw w systemach transportowych.
Problem 1.

Dany jest system wozkéw samojezdnych, ktérego strukture ilustruje rysunek 5.5.
Procesy P, P», ... ,P11, odpowiadaja trasom 11 wozkow transportowych 7wy, Two, ..., Twy;.
Wozki obstugiwane sg przez punkty obstugi R, Ry, ..., Ry; - zasoby systemu. Swoje operacje
wozki realizujg cyklicznie.

Znane sa marszruty poszczegdlnych procesow oraz czasy jednostkowe operacji

elementarnych:
P; =Ry, R2, R), T; =(1,2,3),
P> = (R3, Ry, Rs, Rg), T, =(1,2,3,1),
P3 = (Ro, Rjo, R5), T3 =(2,1,3),
Py = (Rs, Ri3, Ris, Ry), T, =(1,2,3,1),
Ps = (R7, Rs, R;>2), Ts = (1,2,3),
Ps = (Rs, R7, Ry1), Ts =(1.2.3),
P7 = (Ri2, R17, R20, R16), T, =(1,2,3,1),
Ps = (R14, Rys, R19), Ts =(1,2,3),
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Py = (Ry7, Ri1, R21, R12),
Pio = (Ri1, R21, Ry2, Ry6),
P11 = (R2, Ry, Rs, R3),

To = (1,2,3,1),
T =(1,2,3,1),
T =(1,2,3,1).

Rl R2 RJO_—'tt _—'RS
'\\'D/ Py '\PD
R R; Ry b Ry 510
O » O« @ > O

R;
R,' Ri
O - i-ty zasob lokalny, O - I-ty zas6b wspdtdzielony, P;— i-ty proces, R; — i-ty zaséb.
Rys. 5.5. Struktura SWPC systemu transportowego
Uzytkownik = systemu poszukuje odpowiedzi na pytanie: Czy mozliwa jest

bezblokadowa 1 bezkolizyjna praca wézkéw?
Odpowiedz na tak postawione pytanie wymaga:

e Wprowadzenia danych do systemu: wykorzystujac okna: ,,Zasoby produkcyjne”,

,,Procesy produkcyjne”, (rysunek 5.6).
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Rys. 5.6. Okna do wprowadzania danych: a) okno zasob6w produkcyjnych b) okno proceséw produkcyjnych

e Wyznaczania warunk6w wystarczajacych: po wprowadzeniu danych wyznaczane sa
warunki wystarczajace, okno: ,,Warunki wystarczajace” (rysunek 5.7).
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ﬁ Warunki wystarczajace 8

\ @ Dia wprowadzonych danych zostang wyznaczone warunki wystarczajgce:
{
Nacignij Start by rozpoczgc obliczenia.

Wyznaczono 10704 warunkdw wystarczajacych
Czas kompilacji: 92.0 [s]. Czas wyznaczania warunkdvy: 98.359 [s]

(o] omm

Rys. 5.7. Okno do wyznaczania warunkéw wystarczajacych

R4

1: i

i

I B4 | R12

|l RE RE
|

—
&
v

Legenda:
R12 - graficzna reprezentacja czasu pracy procesu na zasobie R;,,
Pi - proces P;.

Rys. 5.8. Przyktadowy harmonogram pracy wézkow

Wyznaczonych zostalo w czasie 200 sekund 10704 alternatywnych warunkéw
wystarczajacych (stany poczatkowe i reguty priorytetowania).

Dla wyznaczenia przykfadowego harmonogramu pracy, wykorzystywane jest okno:
»Wyznacz harmonogram”. Wyznaczenie przykfadowego harmonogramu (rysunku 5.8)
wymagato 4 sekund.

Problem 2.

Dany jest system transportowy zdefiniowany w Problemie 1. Uzytkownik poszukuje
harmonogramu, w ktérym wszystkie operacje elementarne bgda realizowane w cyklach nie
wigkszych niz 10 jednostek czasu. Nalezy odpowiedzie¢ na pytanie: Czy istnieje
harmonogram pracy wézkéw w cyklach nie przekraczajacych 10 jednostek czasu ?

W tym celu wykorzystywane sa warunki wystarczajace juz poprzednio wyznaczone.
Dla wprowadzenia ograniczenia méwiacego, ze cykl nie moze przekracza¢ 10 jednostek
czasu wykorzystywane jest okno: ,,Ograniczenia wlasne”.
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s Ograniczenia whsne 2
| Ograniczenia dia warunkéw Ograniczenia dia harmonograméw

Horyzont: 10

<Ograniczenia wiasne>

Rys. 5.9. Okno Ograniczenia wiasne

Nastepnie, korzystajac z okna ,,Wyznacz harmonogram” uruchomiana jest procedura
wyznaczania harmonogramu. Harmonogram spetniajacy zadane ograniczenie (rysunek 5.10)
uzyskiwany jest w czasie 4 sekund.

o Frame Title = el | s
Wyniki  Konfiguracja Pomoc

Legenda:
R12 - graficzna reprezentacja czasu pracy procesu na zasobie R;,,
Pi - proces P;.

Rys. 5.10. Harmonogram z cyklem nieprzekraczajacym 10 jednostek czasu
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Problem 3.

Dany jest system transportowy jak w Problemie 1. Uzytkownik poszukuje
harmonogramu realizacji poszczegllnych operacji, w ktérym spetnione beda nastepujace
ograniczenia:

e Proces P; moze rozpocza¢ prace na zasobie R; pod warunkiem, ze operacja
procesu Pszrealizowana zostala juz na zasobie R;.

e Operacja procesu P7 na zasobie R;4, musi rozpoczaé si¢ przed operacja procesu
P3 na zasobie Rg.

Wykorzystywane sa warunki wystarczajace juz poprzednio wyznaczone. Dla
wprowadzenia do systemu zadanych ograniczei wykorzystywane jest okno ,,Ograniczenia
wlasne” (zgodnie z rysunkiem 5.11).

% Ograniczenia whasne s
| Ograniczenia dia warunkéw Ograniczenia dla harmonograméw

e L

P1.R7 >: P5.R7
P7.R14 <: P3.R8

Rys. 5.11. Okno Ograniczenia wlasne

Ograniczenia maja postac:
P1.R7 >: P5.R7,
P7.R14 <: P3.R8.
gdzie: Pi.Rj - oznacza termin rozpoczgcia operacji procesu P; na zasobie R;.

Nastepnie, wykorzystujac okno: ,,Wyznacz harmonogram” uruchamiana jest
procedura wyznaczania harmonogramu. Harmonogram spetniajacy zadane ograniczenia
(rysunek 5.12) uzyskiwany jest w czasie 4 sekund. Wykorzystujac okno ,,Ograniczenia
whasne” uzytkownik ma mozliwoS¢ wprowadzania wilasnych ograniczen, tak na etapie
wyznaczania warunkow, jak i na etapie wyznaczania gotowych harmonograméw (postacie
ograniczefi jakie mogg by¢ zadawane przez uzytkownika zostaty opisane w zataczniku A).

Przedstawione problemy ilustruja niektére mozliwosci zrealizowanego Systemu
Sterowania Dyspozytorskiego. Na uwage zastuguje fakt, ze w przypadku posiadania
warunkOw wystarczajacych odpowiedZ systemu jest wyznaczana w czasie ponizej 5 sekund.
Mozliwa jest zatem wsp6ipraca systemu z uzytkownikiem w trybie interakcyjnym.
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Plik Dane Planowanie Transportu Wyniki Konfiguracja Pomoc
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Legenda:
- graficzna reprezentacja czasu pracy procesu na zasobie R,
Pi - proces P;.

Rys. 5.12. Harmonogram spelniajacy ograniczenia: P1.R7 >: P5S.R7; P7.R14 <: P3.R8

5.4. Scenariusze typowych problemoéow

5.4.1. Pytania rutynowe

W kontekscie rozwazanej klasy systeméw transportowych opracowany SSD pozwala na
analize, m.in. nast¢pujacych wariantéw probleméw wspomagania decyzji:

a)  Dany jest system transportowy o okreSlonych parametrach. Dana jest liczba Srodkéw
transportu o znanych parametrach. Znane sg ograniczenia czasowe i kolejnosciowe
wynikajace z indywidualnych potrzeb uzytkownika, np. ograniczenia technologiczne,
ograniczenia okreSlajace kolejnosS¢ realizacji poszczegdlnych operacji, ograniczenia
dotyczace czasu trwania cyklu, itp. Poszukiwana jest odpowiedzZ na pytanie:

Czy praca wozkéw moze odbywac si¢ bezkolizyjnie i bezblokadowo? Jesli tak, to
Jjaka posta¢ ma dopuszczalny harmonogram pracy wézkow?
W celu odpowiedzi, SSD obstugiwany jest wedtug nastgpujacej procedury:

1. Otworzy¢ okno ,,Zasoby produkcyjne” (Menu — Dane — Zasoby), za pomoca
okna wprowadzi¢ dane dotyczace zasobéw (rysunek 5.6).

2. Otworzy¢ okno ,,Procesy produkcyjne” (Menu — Dane — Procesy) za pomoca
okna wprowadzi¢ dane dotyczace proceséw, marszruty produkcyjne, czasy
trwania elementarnych operacji (rysunek 5.6).

3. Otworzy¢ okno ,,Ograniczenia wlasne” (Menu — Dane — Ograniczenia
wlasne) w zakfadce ,Ograniczenia dla warunkéw” okreslié (jesli to
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b)

konieczne ) ograniczenia czasu trwania okna, oraz wprowadzi¢ ograniczenia
czasowe i kolejnosciowe uzytkownika (rysunek 5.11).

Otworzy¢ okno ,,Warunki wystarczajace” (Menu — Planowanie Transportu —
Wyznacz warunki), naciskajac przycisk ,,Start” uruchomi¢ proces wyznaczenia
warunkow wystarczajacych. Po zakonczeniu procesu obliczen zamkna¢ okno.
Wten sposéb uzytkownik wyznacza warunki wystarczajace gwarantujace
w zadanym systemie pracg wozkow bez kolizji i blokad.

Otworzy¢ okno ,,Ograniczenia wlasne” (Menu — Dane — Ograniczenia
wlasne) w zakladce ,,ograniczenia dla harmonograméw™ okresli¢ ograniczenia
czasu trwania okna, oraz wprowadzi¢ ograniczenia czasowe uzytkownika
(rysunek 5.11).

Otworzy¢ okno ,,Harmonogram” (Menu — Planowanie transportu — Wyznacz
harmonogram), naciskajac przycisk Start uruchomié¢ proces wyznaczenia
warunkow wystarczajacych. Po zakonczeniu procesu obliczen zamkna¢ okno.
Wten sposob program wyznacza harmonogram spelniajacy warunki
wystarczajace 1 ograniczenia uzytkownika.

W celu ilustracji wyniku wybra¢ Menu — Wyniki — Harmonogram
dopuszczalny (rysunek 5.8), w efekcie pojawi si¢ harmonogram stanowiacy
jednoczesnie odpowiedz na zadane pytanie.

Dany jest system transportowy o okreslonych parametrach. Dana jest liczba srodkéw
transportu o znanych parametrach. Znane sa warunki wystarczajace gwarantujace
bezblokadowsa i bezkolizyjng prace systemu, a takze ograniczenia zadane przez

uzytkownika (przyjmuje si¢ ze, zrealizowane zostaty juz punkty a.1-a.3).

e (Czy zadana postaé¢ regul obslugi wozkéw na okresSlonych zasobach
wspoéldzielonych oraz dodatkowo wprowadzone ograniczenia, gwarantujg

bezkolizyjna i bezblokadowg praca systemu?
W celu odpowiedzi, SSD obshugiwany jest wedtug nastepujacej procedury:

1.

Otworzy¢ okno ,Wyznaczone warunki’ (Menu — Wyniki — Warunki

2

wystarczajace), za pomocg przyciskow ,,+7, ,,-”, ,,edycja”, uzupetni¢ zbior regut
o wlasne reguty obstugi ruchu (rysunek B.15).

Otworzy¢ okno ,,Ograniczenia wlasne” (Menu — Dane — Ograniczenia
wlasne) w zaktadce ,,Ograniczenia dla harmonograméw” okresli¢
ograniczenia czasu trwania okna, oraz wprowadzi¢ ograniczenia czasowe
uzytkownika (rysunek 5.11).

Otworzy¢ okno ,,Harmonogram” (Menu — Planowanie transportu — Wyznacz
harmonogram), naciskajac przycisk Start uruchomi¢ proces wyznaczenia
warunkow wystarczajacych. Po zakonczeniu procesu obliczen zamkna¢ okno.
Wten sposob program wyznaczy harmonogram spelniajacy warunki
wystarczajace i ograniczenia uzytkownika.

W celu ilustracji wyniku wybraé Menu — Wyniki — Harmonogram
dopuszczalny (rysunek 5.8), w efekcie pojawi si¢ harmonogram stanowiacy
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jednoczesnie odpowiedZz na zadane pytanie (jesli oczywiscie istnieje

harmonogram spetniajacy zadane ograniczenia).

e (Czy zmiana czas6éw realizacji operacji elementarnych gwarantuje spelnienie

zdanych ograniczen (brak blokady i kolizji, arbitralnie zadanych ograniczen

uzytkownika)?

W celu odpowiedzi, SSD obstugiwany jest wedlug nastgpujacej procedury:

1.

Otworzy¢ okno ,,Zasoby produkcyjne” (Menu — Dane — Procesy), za
pomoca okna zmodyfikowa¢ dane dotyczace czasow operacji elementarnych
(rysunek 5.6).

Otworzy¢ okno ,Harmonogram” (Menu — Planowanie transportu —
Wyznacz harmonogram), naciskajac przycisk ,,Start” uruchomi¢ proces
wyznaczenia warunkéw wystarczajacych. Po zakonczeniu procesu obliczen
zamknaé okno. W ten sposdb program wyznacza harmonogram spelniajacy
warunki wystarczajace i ograniczenia uzytkownika.

W celu ilustracji wyniku wybra¢ Menu — Wyniki — Harmonogram
dopuszczalny (rysunek 5.8), w efekcie pojawi si¢ harmonogram stanowiacy
jednoczesnie odpowiedz na zadane pytanie (jesli oczywiscie istnieje
harmonogram spetniajacy zadane ograniczenia).

¢) Dany jest system transportowy o okreslonych parametrach. Dana jest liczba srodkow

transportu o znanych parametrach. Znane sa warunki wystarczajace gwarantujace

spelnienie zadanych ograniczen.
e Czy zmiana struktury transportowej (usunig¢cie/dodanie zasobu), gwarantuje

spelnienie ograniczen?
e Czy dodanie/usunigcie wozka samojezdnego wraz z okreslona marszruty

realizacji operacji, nie spowoduje kolizji, blokady w systemie?
e Czy zmiana marszruty okreslonego wézka nie spowoduje kolizji, blokady

w systemie?
W celu odpowiedzi na pytania, SSD obstugiwany jest wedtug nastgpujacej procedury:

1.

Otworzy¢ okno ,,Opcje” (Menu — Konfiguracja — Opcje), w ustawieniach
okna zmienié¢ warto$¢ maksymalnej liczby warunkéw na 1 (rysunek B.1).
Otworzy¢ okno ,,Zasoby produkcyjne” (Menu — Dane — Zasoby), za
pomoca okna wprowadzi¢ dane dotyczace zasobow (rysunek 5.6).

Otworzy¢ okno ,,Procesy produkcyjne” (Menu — Dane — Procesy) za
pomoca okna wprowadzi¢ dane dotyczace proceséw, marszruty produkcyjne,
czasy trwania elementarnych operacji (rysunek 5.6).

Otworzy¢ okno ,,Ograniczenia wlasne” (Menu — Dane — Ograniczenia
wilasne) w zaktadce ,,Ograniczenia dla warunkow” okresli¢ ograniczenia
czasu trwania okna, oraz wprowadzi¢ ograniczenia czasowe uzytkownika
(rysunek 5.11).

Otworzy¢ okno ,,Warunki wystarczajace” (Menu — Planowanie Transportu
— Wyznacz warunki), naciskajac przycisk ,,Start” uruchomi¢ proces
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wyznaczenia warunkow wystarczajacych (rysunek 5.7). Jezeli wyznaczony
zostanie jeden warunek oznacza to, ze odpowiedZ na zadane pytania jest
pozytywna (Tak), w przypadku braku warunkéw odpowiedz jest negatywna
(Nie).

Dla pytan odpowiadajacych strukturze przedstawionej w punktach a) i b) wystarczy
jednokrotne wyznaczenie warunkow wystarczajacych. Jesli parametry systemu (struktura
potaczen, marszruty, liczba wozkow, itp.) nie ulegng zmianie wyznaczony zbiér parametrow
moze by¢ wielokrotnie uzywany do udzielania odpowiedzi na pytania zawierajace rézne
rodzaje ograniczen czasowych i kolejnosciowych. Mozliwe jest zatem udzielanie odpowiedzi
w trybie on-line.

W przypadku pytan jak np. przedstawione w punkcie ¢) wymagane jest kazdorazowo
wyznaczenie co najmniej jednego warunku wystarczajacego. W takich przypadkach system
nie gwarantuje wyznaczania odpowiedzi w trybie on-line.

5.4.2. Eksperymenty komputerowe

Przeprowadzono szereg badan dotyczacych mozliwosci pracy SSD w trybie on-line.
Polegaly one na wyznaczaniu czasu udzielania odpowiedzi, dla wielu wariantéw scenariuszy.
Pomiar czasu przeprowadzony zostat dla systeméw transportowych o réznej liczbie procesow.
Rozwazane systemy zawieraly od 8 do 25 cyklicznie realizowanych proceséw. Systemy
charakteryzowaly si¢ struktura nieregularng z rézng liczbg zasobéw wspotdzielonych
i lokalnych. Realizowane procesy charakteryzowaty si¢ diugoscia marszrut od 3 do 7
Zasobow.

Ze wzgledu na to, ze systemom ze stala liczba proceséw 1 stalg liczba zasobow
odpowiadajg rézne warianty realizacji poszczegélnych proceséw, wprowadzony zostal tak
zwany wspdtczynnik nasycenia Gr. Okresla on, w skali calego systemu transportowego,
stopien podziatu poszczegélnych zasobéw pomiedzy realizowane procesy. Definiowany jest
on nastepujaco:

q
2.Gr,
— =l

G, =- , (5.1)
q

gdzie: g — liczba realizowanych procesow,

Gr; — wspblczynnik nasycenia i-tego procesu,

m;
Zgi,a
= a=1

GT,I -

, m; — dtugos$¢ marszruty i-tego procesu,

8ia= N wspotczynnik podziatu zasobu R;, R;— zasob na ktérym realizowana jest
J

a-ta operacja i tego procesu ,

N; - liczba procesow realizowanych na zasobie R;.
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Intuicja zaproponowanego wspoOlczynnika zostata zilustrowana na rysunku 5.13.
W przypadku gdy procesy sa realizowane niezaleznie (rysunek 5.13 a)) wspdiczynnik
nasycenia Gy = 1. W przypadkach gdy procesy sa od siebie uzaleznione (tzn. realizowane sa
na wspolnych zasobach) wspétczynnik Gy < 1 (rysunek 5.13 b), 5.13 ¢), 5.13d)). Wraz ze
wzrostem liczby wspdlnych zasobéw wspotczynnik nasycenia dazy do zera.

a)R,CS‘ &6 R66 4__N6 R,
TGO 3G e
(O——=C) (=),

Ry y,-1 Ryn=1  Rs yy Ne=1

b)
N;=1

- = Ng=2
WSt Qe E@—O"
R AP

Ry n,=1 Rs Ny=1 Rs n=2 Ns=1

Gr=0,66

G1‘= 0,5

Legenda:
RiO — i-ty zasob lokalny, P;  —i-ty proces.

R;
— i-ty zasob wspoltdzielony,

Rys. 5.13. Przyktady systemow z réznymi wspétczynnikami nasycenia: a) G- = 1, b) Gr= 0,79, ¢) G, = 0,66, d)
Gr = 0,5

Pierwszym etapem przeprowadzonych badan byl pomiar czaséw wyznaczania
wszystkich warunkéw wystarczajacych gwarantujacych brak blokady i kolizji dla réznych
struktur systemow transportowych.

Pomiar dotyczyl czasu generowania reprezentacji wiedzy, czasu kompilacji,
i wyznaczania  wszystkich  alternatywnych  warunkéw  wystarczajacych.  Badania
przeprowadzono na komputerze z procesorem: Duo T2300E i pamigciag RAM: 512 MB.

Szczegbdtowe dane dotyczace przeprowadzonych eksperymentéw zawarto w dodatku A.
Na rysunku 5.14 przedstawiono zaleznosci czasu wyznaczania odpowiedzi od liczby
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realizowanych proceséw (od 8 do 25) i wspdtczynnika nasycenia (Gr = 0,3; Gr = 0,4; Gr =
0,5; Gr=10,7).

a)
80000 -
——GT=05 - ! I /l
70000 +{—o—GT=0,3 - . A
——GT=04| . i | /
60000 11— GT=0,7 /)‘
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Rys. 5.14. Zalezno$¢ czasu wyznaczenia warunkow wystarczajacych od liczby realizowanych w systemie
procesow: a) zalezno$¢ w skali liniowej, b) zalezno$¢ w skali logarytmiczne;j

Rysunek 5.14 a) przedstawia czasy wyznaczania wszystkich alternatywnych warunkow
wystarczajacych dla systemow transportowych o ré6znym wspoiczynniku nasycenia. Podczas
badan przyjeto zatozenie, ze wyznaczane warunki gwarantujg bezblokadowa i bezkolizyjna
prace procesow. Przeprowadzone badania odpowiadaja zatem realizacji punkéw 1-3
scenariusza a), gdzie uzytkownik nie definiuje zadnych wlasnych ograniczen (czasowych
i kolejno$ciowych).

Najmniejszym czasem odpowiedzi charakteryzowaly si¢ systemy o wspodlczynniku
nasycenia Gr = 0,5, najwigkszym czasem systemy o wspoiczynniku 0,7. Sytuacje t¢ mozna
thumaczyé tym, ze wraz ze wzrostem wspdtczynnika nasycenia nast¢puje zmniejszenie liczby
zasobow wspdldzielonych a tym samym zmniejszenie liczby ograniczen PSO. Podczas
poszukiwania rozwiazan konieczne jest zatem przeszukiwanie wigkszego obszaru przestrzeni
potencjalnych rozwiazan, co jest kosztowniejsze czasowo. Jednak mimo to, dla systemow
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transportowych o wspotczynniku Gr nizszym niz 0,5 czas odpowiedzi zaczyna rosnaé
(charakterystyki Gr = 0,4; Gr = 0,3). Systemy o nizszym wspolczynniku charakteryzuja si¢
wieksza liczba ograniczen i wigksza liczba zmiennych (wynikajaca z wigkszej liczby zasobow
wspotdzielonych). Wzrost liczby zmiennych powoduje zwigkszenie rozmiaru przestrzeni
potencjalnych rozwiazan, a tym samym zwigkszenie czasu odpowiedzi.

Na rysunku 5.14 b) przedstawione zostaly zaleznosci czasowe w skali logarytmiczne;j.
Liniowy charakter otrzymanych wykreséw wskazuje na wykladnicza zlozonos¢ obliczeniowa
procesu wyznaczania warunkow wystarczajacych. Na wykresie wida¢, ze w kontekscie
rozwazanych wariantow, zrealizowany SSD umozliwia wyznaczenie warunkow dla systemow
transportowych zwierajacych od 14 do 18 procesow w czasie jednej godziny. Wyznaczanie
warunkow dla systemow zawierajacych do 22 proceséw zajmuje do 10 godzin. W oparciu
o przeprowadzone eksperymenty mozna przyjaé, ze wzrost liczby procesow o 4 (dla
niektérych przypadkéow o 5) powoduje 10 krotny wzrost naktadéw obliczeniowych.

Zwiekszenie zakresu stosowania SSD jest mozliwe poprzez wprowadzanie
dodatkowych ograniczen na etapie wyznaczania warunkéw wystarczajacych (punkt 3
scenariusz a)). Celem ilustracji tego faktu przeprowadzony zostal pomiar czasu wyznaczania
warunkow wystarczajacych przy dodatkowo zadanych ograniczeniach wartosci czasu trwania
cyklu realizacji wszystkich procesow. Na rysunku 5.15, przedstawione zostaly dwie
charakterystyki czasu wyznaczania warunkéw wystarczajacych dla systeméw transportowych
o wspdtczynniku nasycenia Gr = 0,5.
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—%—GT = 0,5 horyzont

8 10 12 14 16 18 20 22 24

liczba proceséw

Rys. 5.15. Zaleznos¢ czasu wyznaczenia warunkow wystarczajacych od liczby realizowanych w systemie
proceséw z dodatkowym ograniczeniem czasu trwania cyklu

Charakterystyka ,,GT = 0,5 horyzont” przedstawia czasy wyznaczania warunkow przy
uwzglednieniu ograniczen horyzontu. W wigkszosci przypadkéw otrzymane wyniki sg o rzad
lepsze niz w przypadku braku ograniczen (charakterystyka ,,GT = 0,57). W ciagu jednej
godziny mozna uzyska¢ rozwigzania dla systemow realizujacych 20 procesow.
W rzeczywistosci SSD pozwala na wyznaczanie warunkow wystarczajacych dla systemow
transportowych realizujacych do 30 proceséw w trybie off-line.
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Prowadzone badania obejmowaty réwniez pomiar liczby warunkéw wystarczajacych
w zalezno$ci od liczby procesow i wspdtczynnika nasycenia. Na rysunku 5.16 przedstawione
zostaly zaleznosci $redniej liczby wyznaczonych warunkéw dla systemoéw transportowych
charakteryzujacych si¢ réznym wspotczynnikiem nasycenia. Mimo, ze liczba warunkow
wystarczajacych jest wartosciag niedeterministyczng (zmiana jednego parametru moze
spowodowaé znaczne zwigkszenie lub zmniejszenie liczby warunkéw) i tak mozna wskaza¢
ogolne trendy okreslajace zachowanie si¢ poszczegélnych charakterystyk.
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Rys. 5.16. Zalezno$¢ liczby wyznaczonych warunkéw od liczby proceséw realizowanych w  systemie
transportowym

Wraz ze wzrostem wspdlczynnika nasycenia rosnie liczba wyznaczonych warunkow
wystarczajacych. Dla systemow o wspétczynniku Gr = 0,7 liczba uzyskiwanych warunkow
miesci sie w granicach od kilkunastu tysigcy do okolo miliona. W przypadku systeméw
o wspotczynniku Gr = 0,3 liczba uzyskiwanych warunkéw miesci si¢ w granicach od kilku
do kilku tysiecy.

Dla systeméw o duzym wspolczynniku nasycenia mozna zatem zada¢ gorne
ograniczenie liczby wyznaczanych warunkéw, co pozwoli na skrdcenie czasu ich
wyznaczania. W ten sposOb utracona zostaje jednak gwarancja istnienia odpowiedzi na
zadane pytanie. W przypadku nie wyznaczenia wszystkich warunkéw, moze powstaé
sytuacja, w ktorej dla zadanego pytania nie istnieje warunek okreslajacy istnienie odpowiedzi.
W takim przypadku nie ma gwarancji odpowiedzi zadane pytanie.

W przypadku realizacji scenariusza c) istotne jest posiadanie wiedzy na temat czasu
wyznaczania pierwszego warunku wystarczajacego. Istnienie (badZ nie) tego warunku
stanowi odpowiedZ na pytania dotyczace np. zmiany struktury polaczen, zmiany marszrut,
zmiany liczby realizowanych proceséw, itp. Przeprowadzone w tym celu pomiary czasu
wyznaczania pierwszego warunku wystarczajacego w zaleznosci od liczby realizowanych
procesow zilustrowane zostaly na rysunku 5.17.

Okazuje si¢, ze dla systemow charakteryzujacych si¢ wspélczynnikami nasycenia
Gr=0,7 i Gr = 0,5 czas uzyskania pierwszego warunku wystarczajacego nie przekraczat
1 minuty. W takich przypadkach udzielanie odpowiedzi na pytania opisane w scenariuszu c)

moze by¢ realizowane w trybie on-line.
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Rys. 5.17. Zalezno$¢ czasu wyznaczania pierwszego warunku wystarczajacego od liczby proceséw
realizowanych w systemie transportowym

W  ogélnym przypadku proces wyznaczania warunkow wystarczajacych jest
realizowany w trybie off-line. W przypadku pytan odpowiadajacych scenariuszom a), b)
mozliwe jest udzielnie odpowiedzi w oparciu o wczesniej wyznaczony zbiér warunkow
wystarczajacych. Dla znanych wczesniej zbioréw warunkéw przeprowadzone zostaly
pomiary czasu udzielania odpowiedzi na pytania dotyczace harmonogramoéw spetniajacych
zadane ograniczenia. Wyniki pomiar6w zostaly przedstawione na rysunku 5.18.
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Rys. 5.18. Zalezno$¢ czasu wyznaczania rozwiazania (harmonogramu) w zaleznoéci od liczby procesow

Bez wzgledu na warto$¢ wspotczynnika nasycenia oraz liczbg procesow czas
odpowiedzi miescit si¢ w granicach 4,5 — 6,5 sekundy. Tak wigc w sytuacjach gdy znane sg
warunki wystarczajace odpowiedz udzielana jest w trybie on-line.

Podsumowujac, SSD umozliwia wspomaganie decyzji w systemach transportowych
zawierajacych do 30 procesow. Proces wyznaczania warunkow wystarczajacych
charakteryzuje si¢ zlozonoscig wykladnicza i jest realizowany w trybie off-line. Proces
wyznaczania odpowiedzi na zadane pytania w oparciu o wczesniejsze wyznaczenie
warunkow wystarczajacych jest realizowany w trybie on-line.
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5.5. Poréwnanie systemu z wybranymi rozwigzaniami

Rozwazany w pracy problem stanowi szczegélny przypadek sterowania procesami
w systemach wspodtbieznych procesow cyklicznych. W takich systemach, do wyznaczania
harmonograméw realizacji poszczegdlnych operacji, wykorzystywany jest formalizm algebry
(max, +). Formalizm algebry (max, +) jest naturalnym formalizmem w modelowaniu
systeméw, w ktorych wspolpraca proceséw jest oparta na protokole wzajemnego
wykluczania. W pracach [50], [51], [52], pokazano mozliwos¢ wykorzystania tego typu
formalizmu do wyznaczania wielu charakterystyk funkcjonowania systemu, m.in. takich jak
harmonogramy przebiegu proceséw czy okresy pracy systemu. Metoda wyznaczania
charakterystyk funkcjonowania systemow wspotbieznych procesow cyklicznych obejmuje
etapy: specyfikacji parametrow wejsciowych (zmienne opisujgce obiekt, struktura systemu),
okreslenia stanu poczatkowego i regul priorytetowania, budowy modelu analitycznego
(wykorzystujacego formalizm (max, +)) i oceny jakosci funkcjonowania. Poszukiwanie
harmonograméw spelniajacych wymagania stawiane przez uzytkownika (na okreslonym
przez niego poziomie jakosci), polega na przyjeciu postaci stanu poczatkowego, regut
priorytetowania i w oparciu o0 nie wyznaczeniu parametréw przebiegu procesoéw (w postaci
harmonograméw). W przypadku niepowodzenia, ponownie okreslane sa reguly
priorytetowania i stan poczatkowy, poczym wyznaczany jest harmonogram. Proces ten
powtarzany jest az do uzyskania harmonogramow na zadanym poziomie jakosci.

Wada metod opartych na formalizmie algebry (max, +) jest brak gwarancji wyznaczenia
rozwigzania w trybie om-line. Do wyznaczenia i oceny harmonogramu konieczne jest
posiadanie warunk6w, w postaci stanu poczatkowego i regul priorytetowania a te sg
wyznaczane metoda prob i bledow. Jednak w przeciwienstwie do zrealizowanego Systemu
Sterowania Dyspozytorskiego podejscie oparte o algebr¢ (max, +) umozliwia analize¢
systemOw o znacznie wigkszych rozmiarach (liczba proceséw > 30). Dodatkowa zaletg tego
podejscia sa znacznie efektywniejsze metody kompresji struktur SWPC co umozliwia
zwiekszenie zakresu stosowania systemow opartych o ten formalizm.

Wad formalizmu algebry (max, +) nie zawiera podejscie opracowane przez R. Wojcika
przedstawione w pracach [88], [90] [87], [91]. W pracach tych opisane zostaty twierdzenia
umozliwiajace wyznaczenie w trybie on-line, bezkolizyjnych i bezblokadowych
harmonograméw realizacji poszczegolnych procesow. Zaleta tego podejscia jest mozliwos¢
budowy systeméw wspomagania dla znaczenie wigkszych systemow transportowych niz
prezentowany w pracy System Sterowania Dyspozytorskiego. Cechg charakterystyczng jest
to, ze wyznaczone harmonogramy gwarantuja realizacj¢ poszczeg6lnych procesow bez
oczekiwania na dostep do zasobow wspotdzielonych. Harmonogramy charakteryzujg sig
cyklem o warto$ci rownej najmniejszej wspolnej wielokrotnosci czaséw trwania marszrut
realizowanych proceséw [88]. Jednak podobnie jak w przypadku algebry (max, +) metoda ta
nie daje gwarancji istnienia rozwigzania. Na przyktad, gdy nie jest mozliwe wyznaczenie
harmonogramu bez uniknigcia oczekiwania proceséw, powyzsza metoda nie umozliwia
wyznaczenia alternatywnych (kosztowniejszych czasowo) rozwiazan. Stosowanie tego
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podejscia jest wigc ograniczone w swym zakresie tylko do wyznaczania harmonogramow
charakteryzujacych si¢ brakiem oczekiwania na dostgp do zasobow wspoétdzielonych.

W kontekscie przedstawionych rozwigzan SSD stanowi swego rodzaju alternatywe,
umozliwiajaca wyznaczenie warunkow wystarczajacych oraz harmonograméw w trybie on-
line bez wzgledu na rodzaj ograniczen stawianych przez uzytkownika. System umozliwia
wspomaganie decyzji z zakresu obu powyzej przedstawionych podej$¢ (np. umozliwia
wyznaczanie harmonogramoéw bez oczekiwania), ponadto moze by¢ on stosowany wszedzie
tam gdzie powyzej opisane metody zawodza. W przeciwienstwie do przedstawionych metod
zawsze daje gwarancj¢ istnienia odpowiedzi, ktora jest wyznaczana w trybie na biezaco.
Zakres stosowania SSD ograniczony jest jednak do mniejszych struktur systemow
transportowych niz oméwione powyzej podejscia.

5.6. Podsumowanie

Przedstawiona metodyka projektowania systemow interakcyjnego wspomagania decyzji
umozliwia budowe pakietéw dedykowanych do rozwigzywania okreslonych klas problemow.
Obejmuje ona nastgpujace etapy: specyfikacje¢ problemu, wybor jezyka CP, dobor narzedzi
CP, poszukiwanie warunkow wystarczajacych oraz dobor strategii przeszukiwania przestrzeni
rozwigzan. Metodyka ta pozwala na poszukiwanie rozwigzania dowolnego problemu
decyzyjnego w oparciu o technologi¢ CP. Pozwala ona réwniez na budowanie pakietow
umozliwiajacych prace z uzytkownikiem w trybie na biezaco.

W oparciu o opracowang metodyke zbudowano System Sterowania Dyspozytorskiego,
ktory wspomaga decyzje dyspozytora podsystemow transportowych.

Wyniki  przeprowadzonych  eksperymentéw  wskazuja na  efektywnos¢
zaimplementowanych metod CP. Opracowany SSD spelnia wymagania systemow
interakcyjnego wspomagania decyzji, gwarantuje jednoczesnie istnienie odpowiedzi na
zadany zbior rutynowych pytan.

W dodatku B przedstawiono pelny opis opracowanego systemu. W dodatku A
przedstawiono szczegblowy opis przeprowadzonych eksperymentow.
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6. Zakonczenie

6.1. Rezultaty poznawcze

Celem pracy bylo opracowanie metodyki projektowania zadaniowo zorientowanych
systeméw wspomagania decyzji funkcjonujacych w trybie on-line. W szczegbélnosci zas
opracowanie systemu wspomagania sterowania dyspozytorskiego w podsystemach
transportowych elastycznych systemow produkcyjnych.

Przeprowadzone badania potwierdzity stuszno$¢ przyjetej tezy zakladajacej, ze
implementacja metody logiczno-algebraicznej w technikach programowania z ograniczeniami
umozliwia budowe systemdow interakcyjnego wspomagania decyzji. Przyjeta teza wykazana
zostata dla systemOéw modelowanych w kategoriach reprezentacji wiedzy. Zastosowany
formalizm pozwolit specyfikowaé obiekty w postaci bazy wiedzy (zbioru faktéw i formut
elementarnych), tzn. jezyka rachunku zdan. Formalizm ten pozwala uniezalezni¢ si¢ od
niedostatkéw powszechnie stosowanych mechanizméw wnioskowania takich jak modus
ponens (wymagajacych regulowej bazy wiedzy) czy tez zasady rezolucji (wymagajacej
reprezentacji wiedzy wykorzystujacej klauzule, np. klauzule Horna). Przyjeta metoda
logiczno-algebraiczna wykorzystuje mechanizm wnioskowania polegajacy na przeszukiwaniu
przestrzeni potencjalnych wartosci logicznych formut elementarnych pod katem istnienia
zwiazkoéw logicznych (w postaci implikacji Fu(u) = Fy(y)) miedzy faktami wejSciowymi
Fu(u) i wyjsciowymi Fy(y) bazy wiedzy.

Przyjety mechanizm wnioskowania w sposob naturalny daje si¢ implementowaé
w technikach programowania z ograniczeniami, gdzie zdania logiczne sg traktowane jako
ograniczenia, a mechanizmy propagacji ograniczefi i dystrybucji zmiennych decyzyjnych
traktowane sg jako mechanizmy wnioskowania.

Wymienione zalety modelu pozwolily rozstrzygna¢ problem budowy systemu
interakcyjnego wspomagania decyzji. Problem ten dekomponowat si¢ na dwa problemy.

Pierwszy z tych probleméw dotyczyt gwarancji istnienia odpowiedzi na kazde ze zbioru
postulowanych pytan rutynowych.

Drugi problem wiazat si¢ z gwarancja uzyskania odpowiedzi w trybie on-line (w czasie
do 5 minut) dla kazdego z wariantéw postulowanego wczesniej zbioru pytan rutynowych.

Rozwiazanie powyzszych problemow znalazto wyraz w przyjetej metodologii budowy
systeméw wspomagania decyzji obejmujacej dwie fazy: wyznaczania warunkéw
wystarczajacych gwarantujacych istnienie odpowiedzi na zadane pytanie oraz gwarancji, ze
przyjeta procedura rozwigzywania umozliwia prace w trybie interakcyjnym dla zadan o skali
wystepujacych w praktyce. Realizacja wymienionych faz umozliwia wyznaczenie odpowiedzi
na problemy, zadanej skali, w trybie na biezaco.
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Rozwigzanie pierwszego z wyzej wymienionych probleméw (wyznaczania warunkéw
wystarczajacych) wymagato:

e wyznaczenia warunkéw (w rozwazanym przypadku systemu transportowego)
jakosciowych, spetnienie ktérych gwarantuje istnienie odpowiedzi na zadany zbior
pytan (warunkéw bezblokadowej pracy wozkow),

e wyznaczenia warunkéw ilosciowych — okredlenia ustalonej postaci warunkow
wystarczajacych spelnienie, ktérych gwarantuje istnienie ilosciowej odpowiedzi na
poszczegdlne pytania rutynowe (w rozwazanym przypadku postacig taka byly pary
typu: (stan poczatkowy S, zbidér regul priorytetowania @), a poszukiwanymi
wielkosciami byly: cykl systemu, harmonogram pracy wozkoéw samojezdnych, itp.)

Rozwigzanie pierwszego podproblemu (wyznaczanie warunkéw jakosciowych) znalazto
miejsce we wlasnosciach wyprowadzonych w postaci twierdzen (Twierdzenie 4.1) i lematow
(Lematy 4.1, 4.2, 4.3 i 4.4). Zdobyta w ten sposoéb wiedza pozwolita uzupetni¢ pierwotnie
dostepna, aprioryczng bazg wiedzy, specyfikujaca rozwazany obiekt, o wlasnosci dotyczace
bezblokadowej i bezkolizyjnej pracy systemu.

Rozwigzanie drugiego podproblemu polegato na zweryfikowaniu spdjnosci rozwazanej
(poprzez rozwiagzanie problemu decyzyjnego) wiedzy, to znaczy do odpowiedzi na pytanie:
Czy w przypadku kazdego pytania rutynowego (dotyczacego harmonogramowania) istnieja
alternatywne warunki spetnienie, ktérych gwarantuje odpowiedz na pytanie.

Oznacza to, ze w kazdym przypadku, kazdego pytania rutynowego, sprawdzane bylo istnienie
badz nie, zwigzku przyczynowego pomigdzy instancjami zmiennych decyzyjnych
odpowiadajacymi wlasciwosciom wejsciowym Fu(u) i wyjSciowym Fy(y) bazy wiedzy.
Wykorzystane wnioskowanie odpowiada wnioskowaniu wstecznemu w systemach z regutowa
bazg wiedzy. W przyjetych technikach programowania z ograniczeniami podczas
wnioskowania ,,gubiony” jest tancuch wnioskowan posrednich.

Rozwigzanie drugiego z rozwazanych problemdéw (zwigzanego z gwarancjq udzielania
odpowiedzi na zadane pytania w trybie interakcyjnym) wigzato si¢ z rozwigzaniem
nastgpujacych dwoch podproblemow:

e kompresji danych umozliwiajacej bezstratne odtwarzanie szczegélowej wiedzy
o strukturze i zachowaniu modelowanego systemu (w rozwazanym przypadku
sparametryzowanej postaci faktow opisujacej funkcjonowanie sytemu
transportowego oraz budowy stref zasobéw wspotdzielonych i lokalnych
wystepujacych w poszczegoélnych marszrutach transportowych).

e wyznaczenia efektywnych czasowo strategii przeszukiwania (w rozwazanym
przypadku dwuetapowej strategii przeszukiwania rozwigzan dedykowanych).

Rozwigzanie pierwszego z podproblemdéw sprowadzalo si¢ do wyznaczania tych
podzbiorow faktow rozwazanej bazy wiedzy, ktore pozwalaja si¢ sprowadzi¢ do jednego
faktu sparametryzowanego (zbior sparametryzowanych faktow tworzy schemat faktow).
Przyjecie wprowadzonego schematu faktéw przyspiesza proces budowy bazy wiedzy
specyfikujacej badany obiekt oraz przyspiesza poszukiwanie odpowiedzi poprzez
zmniejszenie przestrzeni potencjalnych rozwigzan.
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Koncepcja zastgpowania pewnego obszaru zasobéw jednego typu poprzez zasoby
zastepcze, powoduje zmniejszenie liczby faktéw i zmiennych decyzyjnych koniecznych do
specyfikowania problemu. Prowadzi to do zmniejszenia przestrzeni potencjalnych zmiennych,
a w konsekwencji pozwala przyspieszy¢ jej przeszukiwanie.

W celu rozwigzania drugiego podproblemu zwigzanego z wyznaczeniem strategii
efektywnego czasowo przeszukiwania, wykorzystuje si¢ fakt, ze dla rozwigzywanego
problemu decyzyjnego istotne sa tylko wartosci niektoérych zmiennych decyzyjnych.
W szczegblnoséci oznacza to, ze w przypadku przestrzeni trzech zmiennych decyzyjnych
(ewentualnie trzech zbioréw zmiennych) — zmiennych wejsciowych u, wewngtrznych w
i wyjsciowych y — dystrybucja tylko zmiennych wejsciowych pozwala ograniczy¢ si¢ do
przeszukiwania fragmentow drzewa potencjalnych rozwigzan. Czgsciowe przeszukiwanie
drzewa przyspiesza otrzymanie rozwigzania

Rozwiazanie powyzszych probleméw znalazlo swoje zastosowanie w schemacie
metodyki budowy systemoéw interakcyjnego wspomagania decyzji, w szczegdlnosci
rozwigzywanie w trybie off-line wyzej przedstawionych probleméw stanowi swoista
,,skorupe” poszukiwanego systemu wspomagania.

Przedstawione rozwigzania dostarczajg zbidor warunkéw wzbogacajacych bazg wiedzy
modelowanego systemu gwarantujacych istnienie rozwigzania oraz mechanizmy
wnioskowania wyrazajace si¢ w efektywnej czasowo (implementowanej w technikach
programowania z ograniczeniami) strategii propagacji i dystrybucji zmiennych.

6.2. Rezultaty utylitarne

W ramach pracy opracowany zostat System Sterowania Dyspozytorskiego dedykowany
dla dyspozytoréw podsystemow transportowych elastycznych systeméw wytwarzania. Ze
wzgledu na zastosowanie systemu klasy Open Source (Oz Mozart) oraz jezyka
programowania Java, system ten spelnia wymagania finansowe potencjalnych odbiorcéw, np.
matych i $rednich firm. Zastosowanie ,,przyjaznego” interfejsu uzytkownika eliminuje
potrzebe zatrudniania wysokokwalifikowanej kadry.

Budowa systemu obejmowata realizacje dwéch podstawowych modutow:

e modulu off-line (w rozwazanym przypadku jest to modul wyznaczania
warunkow wystarczajacych),

e modulu on-line (w rozwazanym przypadku jest to modul wyznaczania
odpowiedzi w oparciu o warunki wystarczajace zadane w postaci zbioru stanow
poczatkowych i regul priorytetowania ).

Pierwszy z modutow (off-line) implementuje rozwigzania umozliwiajace wyznaczanie
warunkow wystarczajacych dla zadanych parametrow systemu transportowego. Pozwala on
na wyznaczanie warunkow ilo$ciowych spetniajacych zadane przez uzytkownika systemu
ograniczenia. Podstawowe funkcje modutu to generowanie reprezentacji wiedzy, w oparciu
o przygotowang posta¢ schematu faktéw oraz rozwigzywanie problemu decyzyjnego
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(w $rodowisku programowania z ograniczeniami Oz Mozart) przy uzyciu dwuetapowe;j
strategii przeszukiwania. Poszukiwanie warunkéw wystarczajacych odbywa si¢ w trybie off-
line.

Drugi z moduléw (on-line) implementuje rozwigzania umozliwiajace wyznaczanie
odpowiedzi systemu (w postaci gotowych harmonograméw) na zadane przez uzytkownika
pytania. Podstawowa funkcja modutu jest rozwigzywanie problemu spelniania ograniczen
(w trybie on-line), zawierajacego (W postaci ograniczen) wyznaczone warunki wystarczajace,
przy uzyciu dwuetapowej strategii przeszukiwania.

Modutowa budowa umozliwia rozdzielenie systemu na dwie niezaleznie aplikacje
(jedng odpowiedzialng za wyznaczanie warunkéw wystarczajacych, druga odpowiedzialng za
poszukiwanie odpowiedzi na zadane pytania w trybie interakcyjnym). W opracowanym
systemie interfejs uzytkownika jest odseparowany od modutu obliczeniowego co umozliwia
to jego tatwa modyfikacj¢. Sam modul obliczeniowy (gtéwnie modul on-line) moze tez by¢
wykorzystany jako czes¢ sktadowa (odpowiedzialna za harmonogramowanie pracy procesow)
wiekszego systemu wspomagania decyzji, np. systemu sterowania operacyjnego.

Glowne funkcje opracowanej aplikacji pozwalaja na: generowanie/weryfikacje
harmonograméw pracy woézkow samojezdnych w kontekscie zadanej struktury tras systemu
transportowego, ograniczen uzytkownika, parametréw systemu transportowego oraz zatozen
wynikajacych z definiowanej klasy systemow.

Przeprowadzone eksperymenty wykazaty, ze system spelnia wymagania stawiane
systemom interakcyjnego wspomagania decyzji. System umozliwia (modul off-line)
generowanie warunkow wystarczajacych dla systemoéw transportowych obstugujacych do 30
wozkow samojezdnych, charakteryzowanych wspétczynnikiem nasycenia z zakresu: 0,3 < Gr
< 0,7. W oparciu o uprzednio wyznaczone warunki wystarczajace, modul on-line umozliwia
wyznaczenie odpowiedzi na zadane pytanie w czasie ponizej 10 sekund.

Dla probleméw rozwazanej skali mozliwa jest zatem praca systemu w trybie

interakcyjnym.
6.3. Kierunki dalszych badan

Jako gléwne kierunki dalszych badan nalezy wskaza¢: rozszerzenie przedstawionej
metodyki o mozliwo$¢ projektowania systeméw wspomagania decyzji dla problemow
o charakterze rozmytym, polaczenie technik programowania z ograniczeniami z metodami
dekompozycji, ktore obecnie sa wykorzystywane do rozwigzywania probleméw metody
logiczno-algebraicznej oraz poszukiwanie efektywniejszych metod kompresji reprezentaciji
wiedzy.

W pracy skupiono si¢ giownie na budowie systeméw wspomagania decyzji dla
obiektéow opisywanych za pomoca zmiennych ostrych. Waznym obszarem dalszych badan
jest rozszerzenie przedstawionego podejécia dla obiektow charakteryzowanych zmiennymi
rozmytymi. Formutowanie specyfikacji okreslonego problemu w postaci rozmytej wymaga
przeniesienia metod programowania z ograniczeniami i procedur wyznaczania warunkow
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wystarczajacych na plaszczyzne logiki rozmytej. Z punktu widzenia logiki rozmytej istotne
jest posiadanie metody umozliwiajacej rozwiazywanie problemu decyzyjnego (wnioskowanie
wstecz), przy uzyciu klasycznych technik CP. Pierwsze prace w tym kierunku zostaly juz
podjete [2], [3], [4].

Kierunkiem rozwoju zaproponowanej strategii jest proba polaczenia technik
programowania z ograniczeniami z metodami dekompozycji (wykorzystujace algorytmy
rekurencyjne) prezentowanymi w pracach [38], [28]. Reprezentacja wiedzy jest
dekomponowana na okreslona liczbe elementéw (czastkowe reprezentacje wiedzy). W takim
przypadku rozwiazanie problemu decyzyjnego polegatoby na rozwigzaniu wielu oddzielnych
probleméw czastkowych PSO. Kazdy z dekomponowanych probleméw charakteryzuje sig
mniejsza liczba zmiennych i ograniczen przez co moze by¢ rozwiazywany szybciej. Powstaje
wigc pytanie czy sumaryczny czas rozwiazania wszystkich podprobleméw jest mniejszy niz
w przypadku nie zdekomponowanego problemu PSO? Mozna postawi¢ hipotezg, ze tego typu
podejscie, taczace zalety dwoch niezaleznych metod (metod programowania z ograniczeniami
i metod dekomopozycji), moze byé w stosunku do nich atrakcyjne pod katem czasu
otrzymania rozwigzan.

W kontekscie poruszonego w pracy problemu harmonogramowania pracy wozkow
samojezdnych, proponowany kierunek dalszych prac dotyczy metod kompresji schematu
faktow. Wiaze sie to z zagadnieniami kompresji struktur transportowych charakteryzujacych
sie pewnymi regularno$ciami, na przyktad kompresji struktur segmentowych (sktadajacych
sie ze skonczonej liczby identycznych podstruktur). Istnieja opracowania [52], wskazujace na
mozliwo$¢é realizacji tego typu kompresji w przypadku stosowania algebry (max, +). Powstaje
pytanie czy tego typu kompresje moga by¢ stosowane w przypadku przedstawionego
podejscia?
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Dodatek A. Wyniki eksperymentow

Badania SSD przeprowadzone zostaly na komputerze z procesorem Duo T2300E
i pamigcia RAM: 512 MB. Eksperymenty zostaly dla systemow
o wspdtczynnikach nasycenia 0,5; 0,3; 0,4; 0,7 (do grupy o wspolczynniku nasycenia 0,5
zaliczane byly systemy o wspolczynniku 4,75 < Gy < 5,25 — analogicznie przydzial odbywat
sie dla pozostatych grup ) i liczby proceséw z zakresu 8 — 25.

W tabelach Tab. A.1, Tab. A.2 zestawione zostaty wyniki eksperymentéw dla Gr = 0,5.
Eksperymenty obejmowaly pomiar czasu kompilacji (traktowany jako czas generowania

reprezentacji wiedzy oraz czas kompilacji plikéw wsadowych srodowiska Oz Mozart), czasu
czasu wyznaczenia wszystkich

zrealizowane

wyznaczenia pierwszego warunku wystarczajacego,

pomiaru  liczby warunkow.

warunkOw  wystarczajagcych — oraz wyznaczonych
W prezentowanych tabelach czas jest wyrazony w sekundach. Kazdy wiersz tabeli odpowiada
przeprowadzonej serii pomiaréw. Tabele zawieraja Srednie wartosci uzyskanych wynikow.
Dla liczby proceséw od 8 do 14 w serii realizowanych bylo po 10 pomiaréw (tzn. dla 10
systeméw transportowych o tych samych parametrach), od 14 do 19 po 4 pomiary, dla liczby
proceséw powyzej 19 po 2 pomiary. Tabela A.1 ilustruje wyniki pomiaréw przy braku

dodatkowych ograniczen (poszukiwane s rozwigzania bezblokadowe i bezkolizyjne).

Tab. A.1. Czasy wyznaczania warunkow wystarczajacych (przy braku ograniczen) dla systemoéw o
wspdtczynniku nasycenia G = 0,5.

Gr=0,5 Brak ograniczen
Czasy wyznaczania warunkéw wystarczajgcych [s]
Liczba Liczba Czas Czas wyznaczania Liczba
proces6w | zasobow | kompilacji | pierwszego warunku | Czas rozwigzania | Wwarunkéw
*g 14 20,515 3,432 57,734 318
9 15 40,543 0,757 55,056 247
10 21 71,123 0,709 73,047 186
11 21 90,719 24,675 96,547 10704
12 21 85,432 2,432 122,898 7528
13 21 102,131 15,184 197,234 1145
14 21 133,625 1,029 250,375 14060
15 22 151,432 0,769 503,597 24584
16 23 234,543 2,761 800,778 35871
17 23 447,76 7,067 1662,670 90657
18 25 301,431 4,560 3304,091 67524
19 27 454,788 10,112 5546,949 87414
20 30 480,432 12,463 10524,303 94545
21 32 543,593 9,493 19151,853 114521
23 36 756,435 0,709 42050,452 188547
25 38 868,017 15,133 72014,908 425158

* - przyktady takich systemow zostaly przedstawione na koricu dodatku A.

Tabela A.2 zawiera wyniki pomiaréw dla tych samych systeméw transportowych przy
dodatkowym ograniczeniu czasu trwania cyklu. Zatozono, ze cykl nie moze by¢ wigkszy niz
1,3-T, gdzie Ty - suma czaséw trwania operacji najdtuzszej marszruty. Poszukiwane byty
warunki gwarantujac brak kolizji, blokady oraz spetniajace ograniczenie dtugosci cyklu.
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Tab. A.2. Czasy wyznaczania warunkéw wystarczajacych dla systeméw o wspétczynniku nasycenia G = 0,5
przy dodatkowym ograniczeniu czasu trwania cyklu.

Dodatkowe ograniczenia na czas trwania cyklu
GT = 0,5
Czasy wyznaczania warunkow wystarczajgcych [s]
Liczba Liczba Czas Czas wyznaczania Liczba
proceséw | zasobow | kompilacji | pierwszego warunku | Czas rozwigzania | Wwarunkéw
8 14 21,114 0,765 2,112 23
9 15 39,096 0,708 9,023 31

10 21 71,564 0,721 7,021 28
11 21 90,645 0,742 5,449 78
12 21 85,432 1,321 8,212 55
13 21 102,285 0,804 15,842 43
14 21 133,098 2,342 23,544 234
15 22 151,432 0,769 62,321 121
16 23 235,198 2,761 92,021 323
17 23 447,553 9,543 154,432 564
18 25 300,727 16,865 432,654 213
19 27 454,788 10,654 723,032 565
20 30 481,357 44,565 3476,786 474
21 32 543,986 32,543 3943,756 1232
23 36 758,211 0,743 5431,001 2312
25 38 867,346 65,453 11231,121 6431

Tabele A.3, A.4, A.5 zawierajg zestawienia wynikéw eksperymentéw dla systemow
o wspotczynnikach gestosci 0,3; 0,4; 0,7. Eksperymenty przeprowadzone zostaly przy braku
dodatkowych ograniczen.

Tab. A.3. Czasy wyznaczania warunkdéw wystarczajacych (przy braku ograniczen) dla systemow o

wspolczynniku nasycenia Gr = 0,7.

Brak ograniczen
Gr=0,7
Czasy wyznaczania warunkéw wystarczajgcych [s]
Liczba Liczba Czas Czas wyznaczania Liczba
proceséw | zasobow | kompilacji | pierwszego warunku | Czas rozwigzania | warunkow
8 20 22,534 0,719 241,156 29616
9 21 25,937 0,757 405,554 120432
10 25 56,593 0,701 552,908 60341
*11 25 68,78 0,786 678,656 245321
12 25 74,412 0,702 1054,221 190321
13 25 71,121 0,732 2140,009 195322
14 25 86,037 1,231 3220,321 285662
15 26 211,431 1,369 4548,012 403219
16 28 234,783 0,726 5564,653 231021
17 28 313,212 0,702 12541,902 599502
18 30 292,101 1,432 18547,776 805321
19 32 308,554 0,801 32140,321 1190594
20 35 317,432 0,943 62351,374 1388741

* - przyklady takich systemow zostaty przedstawione na koricu dodatku A.
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Tab. A.4. Czasy wyznaczania warunkow wystarczajacych (przy braku ograniczen) dla systemow o

wspotczynniku nasycenia G = 0,3.

Brak ograniczen
Gr=0,3
Czasy wyznaczania warunkow wystarczajgcych [s]
Liczba Liczba |Czas Czas wyznaczania Liczba
procesoéw | zasobow | kompilacji | pierwszego warunku | Czas rozwigzania warunkow
8 14 208,531 5,789 149,834 54
9 15 223,421 12,154 210,064 81
10 21 211,432 23,435 310,656 43
11 21 270,433 35,458 409,912 60
12 21 332,874 21,903 423,876 80
13 21 254,332 13,732 467,806 154
14 21 434,322 60,231 796,582 45
15 22 318,625 134,369 938,375 143
16 23 360,221 321,726 2102,178 21
17 23 398,765 215,702 3832,890 56
18 25 450,543 546,432 7201,017 613
19 27 503,981 321,801 11431,287 3254
*20 27 617,764 654,943 13629,491 2176
21 32 634,532 1212,976 32283,679 471
23 36 764,342 1056,016 48758,136 1204
25 38 723,006 678,434 76027,773 5247

* - przyktady takich systemow zostaty przedstawione na koncu dodatku A.

Tab. A.5. Czasy wyznaczania warunkow wystarczajacych (przy braku ograniczen) dla systeméw o

wspotczynniku nasycenia Gr = 0,4.

Brak ograniczen
Gr=0,4
Czasy wyznaczania warunkéw wystarczajgcych [s]
Liczba Liczba Czas Czas wyznaczania Liczba
proces6w | zasobow | kompilacji | pierwszego warunku | Czas rozwigzania | Warunkow
8 14 220,312 4,789 65,5 54
9 15 242,055 6,757 87 81
10 21 213,133 0,719 120,469 43
11 21 332,095 0,707 189 60
12 21 355,765 2,802 213 80
13 21 254,332 3,732 243 154
*14 21 434,322 0,743 512 45
15 22 443,122 5,369 767 143
16 23 462,084 19,054 1232 21
17 23 431,431 23,432 2134 56
18 25 410,131 26,325 3843 613
19 27 523,232 65,801 8675 3254
20 30 654,767 87,943 15321 2176
21 32 623,387 134,432 25236 471
22 36 864,345 345,801 40257 1204
23 38 897,654 4,789 57268 5247

* _ przyktady takich systeméw zostaty przedstawione na koricu dodatku A.

165



Tabele A.6, A.7, zawieraja wyniki eksperymentéw polegajacych na pomiarze czasu
generowania gotowego juz harmonogramu w oparciu 0 wyznaczone wczesniej warunki
wystarczajace (tabele A.1 do A.5). Podobnie jak w przypadku poprzednich eksperymentow
tabele zawieraja wartosci $rednie otrzymanych wynikow.

Tab. A.6. Czasy wyznaczania harmonogramow w oparciu o uprzednio wyznaczone warunki wystarczajace dla
systeméw o wspotczynniku nasycenia Gt = 0,3, Gt = 0,4.

Czasy dla Gr=0,3 [s] Czasy dla Gr=0,4 [s]
Procesy | kompilacji | rozwigzania |suma | kompilacji | rozwigzania |suma

8 4,034 0,76 | 4,794 4,434 0,76 5,194

9 4,321 0,723 | 5,044 4,121 1,201 5,322
10 4,322 0,745 | 5,067 4,887 0,745 5,632
11 4,875 1,123 | 5,998 4,235 0,725 4,96
12 4,221 0,743 | 4,964 4,565 0,713 5,278
13 4,765 0,781 | 5,546 4,211 0,7921 | 5,0031
14 4,871 1,32| 6,191 4,001 1,32 5,321
15 4,761 0,751 | 5,512 4,121 0,721 4,842
16 4,321 0,742 | 5,063 4,982 0,742 5,724
17 4,322 0,746 | 5,068 5,212 0,746 5,958
18 4,275 0,764 | 5,039 4,761 0,814 5,575
19 4,281 0,765 | 5,046 4,112 0,765 4,877
20 4,965 0,821 | 5,786 4,09 0,721 4,811
21 4,076 1,22 | 5,296 4,231 0,722 4,953
23 4,761 0,761 | 5,522 4,221 0,861 5,082
25 4,982 0,742 | 5,724 4,001 0,713 4,714

Tab. A.7. Czasy wyznaczania harmonograméw w oparciu o uprzednio wyznaczone warunki wystarczajace dla
systeméw o wspoétczynniku nasycenia Gt = 0,5, Gr = 0,7.

Czasy dla Gt = 0,5 [s] Czasy dla Gr=0,7 [s]
Procesy | kompilacji | rozwigzania | suma | kompilacji | rozwigzania | suma

8 4,134 0,76 | 4,894 4,114 0,76 4,874
4,221 0,701 | 4,922 4,121 0,701 4,822

10 4,687 0,745 | 5,432 4,211 0,715 4,926
11 4,235 0,723 | 4,958 4,001 0,713 4,714
12 4,034 0,787 | 4,821 4,121 0,717 4,838
13 4,321 0,781 | 5,102 4,182 0,721 4,903
14 4,322 0,732 | 5,054 4,212 0,732 4,944
15 4,875 0,711 | 5,586 4,275 0,711 4,986
16 4,494 0,762 | 5,256 4,494 0,722 5,216
17 4,100 0,743 | 4,843 4,100 0,713 4,813
18 4,522 0,781 | 5,303 4,322 0,741 5,063
19 4,414 0,82 | 5,234 4,014 0,72 4,734
20 4,121 0,751 | 4,872 4,121 0,751 4,872
21 4,887 0,792 | 5,679 4,187 0,712 4,899
22 - - - 4,135 0,731 4,866
23 4,235 0,731 | 4,966 4,114 0,76 4,874
25 4,076 1,22 | 5,296 - - -
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Przyktadowe struktury SWPC
Na rysunkach A.1, A.2, A.3, A.4, przedstawione zostaly wybrane struktury SWPC
reprezentujace systemy transportowe, dla ktérych przeprowadzone zostaty pomiary.

Struktura 1: 8 proceséw, 14 zasobéw — system z rysunku A.1 odpowiada systemowi
transportowemu z tabeli A.1, dla 8 proceséw

—b
Ll

R
R Y O
R;
O - i-ty zas6b lokalny - i-ty zas6b wspoldzielony P, — i-ty proces ~ Ri— i-ty zasob

Rys. A.1. Struktura SWPC odpowiadajaca systemowi z 14 zasobami i 8 procesami.

W systemie procesy realizujg nastgpujace marszruty:
= (R, R2, Rs), P> = (R2, R3, R7), P3= (R3, Ry, Ry, Rs), P4 = (R2, Rs, R, R7), Ps = (Rs,
Ra, R7, R10), Ps = (R3, R7, R11, R12, Ry, Rs), P7= (R, R12, R13), Ps= (R7, R11, R14, Ri0)-
Czasy trwania operacji elementarnych sa nastgpujace:
=(1,2,3),7.=(1,2,3), 73=(1,2,3,4), T4y=(1,2,3,4), T5=(1,2,3,4), Ts = (1,
12233)T7 (1,2,3), Ts=(1,2,3,4).
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Struktura 2: 11 proceséw, 25 zasobéw — system z rysunku A.2 odpowiada systemowi
transportowemu z tabeli A.3, wiersz: 11 procesow.

R, @) . RO R Rb Ri 5 R5O
\\/P,,I OX
R R \RA R R
iy ' Oe—— OO ——— O

: R
O - i-ty zaséb lokalny - i-ty zas6b wspéldzielony Pi—i-ty proces — R;—i-ty zas6b

Rys. A.2. Struktura SWPC odpowiadajaca systemowi z 25 zasobami i 11 procesami.

W systemie procesy realizuja nastgpujace marszruty:
P;=(Ry, R2, R2g), P2= (R4, Rs, R10), P3= (R9, Ri0, R15), Py = (Ro, Ry3, Ros, R14),
Ps=(R7,Rs, Rzs, R12, R23),  Ps=(Re, R7, R23), P7= (Ris, R12, R17, R20), Ps= (R4, Rys,
R19), Po=(R12, R23, R11, R21), P10 = (R21, Ri2, Rip).

Czasy trwania operacji elementarnych sg nastgpujace:
7;=01,2,3),T=(1,2,3), 73=(1,2,3), 74=(1,2,3,4), T5=(1,2, 3,4, 1),
Ts=(1,1,2),T,=(1,2,3,1), Ts=(1,2,3), To=(1, 2, 3, 1), T1p= (1, 2, 3).
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Struktura 3: 14 procesow, 21 zasobéw — system z rysunku A.3 odpowiada systemowi
transportowemu z tabeli A.5, dla 14 procesow.

R,
R

R; ;
O - I-ty zas6b lokalny - i-ty zasob wspotdzielony P;— i-ty proces R; — i-ty zas6b

Rys. A.3. Struktura SWPC odpowiadajaca systemowi z 21 sektorami i 14 procesami.

W systemie procesy realizuja nast¢pujace marszruty:
P;=(R;,R2, R7), P> = (R4, Rs, Rs, R3), P3= (R, Ry, Ry5), P4 = (Ro, Rs, Ry3, R14),
Ps=(R7Rs, R12),  Ps=(Rs,R7, Ri1), P7= (Ris, Ri2, R17, R20), Ps= (R14, Ry, R19),
Py=(Ri2,R7, Ri1, R21), P1o= (R21, R12, Ris, Ri1), P11= (R2, R7, Rs, R3),
P12=(Rs,Rs, Ro, R10), P13= (R, Rs, R7), P14= (Rs, R13, R14, Ris, Ri7, R12,).

Czasy trwania operacji elementarnych sg nastgpujace:
=Q01,2,3),7T.=(1,2,3,1), I3=(1,2,3), 74=(1,2,3,4), T5s=(1, 2, 3,),
Ts=(1,1,2), Tr=(1,2,3,1), Ts=(1,2,3), To=(1,2, 3, 1), Tio= (1, 2, 3, 4),
1=(1,2,3,4),T12=(1,2,3,4), T13=(1,2,3), T14,=(1,2,3, 1, 2, 3),
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Struktura 4: 20 proceséw, 27 zasobow — system z rysunku A.4 odpowiada systemowi
transportowemu z tabeli A.4, dla 20 procesow.

i

O - i-ty zasob lokalny - i-ty zasob wspéldzielony Pi—i-ty proces  Ri—i-ty zasob

Rys. A.4. Struktura SWPC odpowiadajaca systemowi z 14 sektorami i 8 procesami.

W systemie procesy realizuja nast¢pujace marszruty:
P; = (R, Rz, Ry), P2 = (R4, Rs, Rs, R3), P3= (Ro, Rio, Ris), Py = (Ry, Rs, Ri3, Riy),
Ps=(R7,Rs,R12),  Ps= (R, R7, Ri1), P7= (Ris, Ri2, Ri7, Ra0), Ps= (Ri4, Ris, Ry9),
Py = (Ri2, R, R, Rai), Pio = (Ra1, Riz, Ris, Ri), P = (R, Ry Rs, R3),
P12 = (Rs, Rs, Ry, Rig), P13 = (Ri, Rs, R7), Prs = (Rs, Ri3, Rig, Ris, Riz, Ri2),
Pis = (Ri7 Rz, Rz Rig, Ris), Pis = (Ra3, R3, R2g), P17 = (Ros, Ras, Ri),
P13 = (R23, R24, R26, R25), P19 = (Ra6, R24, Ry, R27), P20= (R4, R4, R27).

Czasy trwania operacji elementarnych sa nastgpujace:
T=0,23,T=(01,231, =023, T=(234,T5=(@123)
Ts=(1,1,2),T,=(1,2,3,1), Tsg=(1, 2, 3), Ty= (1, 2,3, 1), Tin=(1,2,3,4),
Tn=3,234,T,=(@U,234),Ti3=(01, 2, 3), Tiy = a1, 2, 3, 1, 2, 3),
T4=01,2,3,1,2), Ti6= (1,2,3),T;,= (1.2,3), Tiz= (1,2, 3, 1), Tin=(1, 2,3, 1),
T20= (1, 2, 3).

170



Dodatek B. System Sterowania Dyspozytorskiego — opis
uzytkowy

Niniejszy rozdziat zawiera opis uzytkowy, zbudowanego w ramach pracy,
komputerowego Systemu Sterowania Dyspozytorskiego (SSD). System ten pozwala na
wyznaczenie, w trybie interakcyjnym, dopuszczalnego harmonogramu pracy wozkow
samojezdnych, spelniajacego ograniczenia zadane przez uzytkownika systemu. Wyznaczenie
harmonogramu polega na znalezieniu takiego planu realizacji poszczegdlnych operacji
realizowanych procesow, ktdry spelni ograniczenia wynikajace ze struktury sytemu oraz
ograniczenia uzytkownika.

Polaczenie zastosowanych sSrodowisk informatycznych pozwolito na opracowanie
przyjaznego dla uzytkownika programu, wykorzystujacego zaawansowane techniki CP.
Ukrycie warstwy obliczen (jezyk Oz Mozart), wykorzystujacego zaawansowane techniki
informatyczne za przyjaznym interfejsem uzytkownika eliminuje koniecznos$¢ zatrudniania
wysokokwalifikowanej kadry programistow, ktérzy implementowaliby kolejne zadania
w jezykach CP, a nastgpnie analizowaliby uzyskane wyniki.

Aplikacja zostala przygotowana do pracy w systemach operacyjnych klasy Windows.
Tym samym obstuga programu realizowana jest wedtug standardéw aplikacji ,,okienkowych”.
Zgodnie z tymi standardami, wywotywanie kolejnych funkcji (formularzy) programu
realizowane jest poprzez wybranie ich kursorem myszy.

Gléwne okno aplikacji (rysunek B.2) zawiera kaskadowe menu, z ktorego uzyskuje si¢
dostep do poszczegdlnych grup funkeji programu.

o b

Plik Dane Planowanie Transportu  Wyniki  Konfiguracgia  Pomoc

Rys. B.2. Gléwne okno aplikacji
Funkcje pogrupowane sg tematycznie. Mozna wyrdzni¢ nastegpujace bloki:
Plik: funkcje umozliwiajace archiwizacj¢ ustawien i parametréw systemu (rysunek B.3).

Odpowiadajg one ,klasycznym” funkcjom otwarcia i zapisu pliku. Pliki sq zapisywane

z rozszerzeniem *.boc.
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?Sﬁ System Sterowania Dyspozytorskiego

Flik Dane Flanowanie Transportu  Wyniki  Konfiguragja  Pomoc
Otwirz
Zapisz jako
Zapisz

Zakohcz

Rys. B.3. Widok menu Plik

Dane: funkcje umozliwiajace wprowadzenie zasoboéw  produkeyjnych,  procesow
produkcyjnych, marszrut, czasow realizacji poszczegdlnych operacji oraz definiowania

wlasnych ograniczen (rysunek B.4);

e

e e

m System Sterowania Dyspozytorskiego

Plik Dane Planowanie Transporty  yniki - Konfiguraga  Pomoc

Zasoby
Procesy

Ograniczenia wiashe

Rys. B.4. Widok menu Dane

Planowanie Transportu: funkcje uruchomiania procedur wyznaczania warunk6w
wystarczajacych oraz wyznaczania poszczegélnych harmonogramow (rysunek B.5);

@ System Sterowania Dyspozytorskiego
Plik Dane Plancwanie Transportu  WWyniki  Konfiguraga  Pomoc
Wyznacz harmonogram |

Wyznacz warunki

Rys. B.5. Widok menu Planowanie Transportu

Wyniki: funkcje umozliwiajace prezentacj¢ warunkow wystarczaj acych, oraz gotowych
harmonograméw (rysunek B.6);
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| Plik Dane Planowanie Transportu  Miyniki - Konfiguraga Pomoc

Warunki wystarczajace

; Harmonogram dopuszczaliy .

Rys. B.6. Widok menu Wyniki

Konfiguracja: polecenie, ktore wywoluje formularz konfiguracji programu;

Plik Dane Planowanie Transportu  Wyniki  Konfiguracja  Pomoc

Opcje

Rys. B.7. Widok menu Konfiguracja
Pomoc: funkcje udzielajace informacji o programie

W zbudowanym pakiecie do wprowadzania i edycji danych przeznaczono pasek
nawigacji danych. Znajduja si¢ na nim przyciski, ktore pozwalaja na dopisywanie, edycje
i usuwanie danych.

Znaczenie poszczeglnych przyciskow jest nastepujace:

- dodawanie nowego rekordu po programu,

— - usunigcie biezacego rekordu z programu,
| eivy | - edytowanie biezacego rekordu.

W przypadku gdy usuwany rekord jest powigzany z innymi danymi, wowczas system
informuje o tym uzytkownika (rysunek B.8) a operacja usuwania rekordu jest anulowana.

s z
§ e Usunigcie niemozliwa! Powigzanie 2 danymi! ;
|
; :

Rys. B.8. Komunikat o powiazaniu usuwanych danych
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Wprowadzanie struktury sieci

W pierwszej kolejnosci wprowadzane do systemu sa zasoby produkeyjne, ich nazwy
oraz symbole, ktére beda wykorzystywane przy opisie harmonogramu. W tym celu z menu
Dane nalezy wybraé funkcje Zasoby. Na ekranie pojawi si¢ okno jak narys. B.9.

& Zasoby produkeyjne o
Nazwy zasobow Symbole zasobdw ] - j — ‘ { —— }
Maszyna 1 R1 ot
Maszyna 2 R2 | Nazwa zasobu:

Maszyna 3 R3 frorm e

Maszyna 4 R4 Maszyna 1

Maszyna 5 R5 :

Maszyna 6 RE - Symbol zasobu:

Maszyha 7 R7 i 5 i

Maszyna 8 RS : R1

Maszyna 9 R9

Maszyna 10 R10 L koior: [
Maszyna 11 R11 i

Maszyna 12 R12

Maszyha 13 R13 — :
Maszyna 14 R14 % { Zastosyj | { Anuluj }

Rys. B.9. Formularz wprowadzania zasobéw produkcyjnych

W lewej czesci okna znajduje si¢ lista wprowadzonych juz do systemu typow zasobow,

w czesci prawej pola edycyjne, gromadzonych danych. Znaczenie pol jest nastgpujace:

= Nazwa zasobu: nazwa, ktora identyfikuje dany typ zasobu w systemie.

= Symbol zasobu: skrécony identyfikator typu zasobu. Symbol zasobu musi by¢ unikalny,
wykorzystywany on bedzie do oznaczania zasobu na diagraméw prezentacji wynikow.

= Kolor reprezentacji graficznej: kolor, jakim dany typ zasobu bedzie oznaczany na
diagramach prezentacji wynikow. W celu okreslenia koloru reprezentacji graficznej
nalezy wcisnaé pole znajdujace si¢ obok napisu Kolor. Otworzy si¢ nowy formularz
z paleta koloréw (rysunek B.10), w ktorym nalezy wybra¢ dowolny kolor i potwierdzic¢
wybor klikajac klawisz OK. Wcisnigcie klawisza Anuluj powoduje rezygnacj¢ z wyboru.
Wybrany kolor wyswietli si¢ w polu koloru.

Recent:

WEEEEL
WEEEEC
WEEBEL

rPri evlew

D Sample Text Sample Text

[;-qOK ] g “Cancel I [ Reset

Rys. B.10. Formularz wyboru koloru reprezentacji graficznej
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Po wprowadzeniu zasobow nalezy w celu zapisania danych do programu wybra¢ przycisk
Zastosuj.

Definiowanie procesow produkcyjnych

Po wprowadzeniu do systemu zasob6w produkcyjnych nalezy wprowadzi¢ parametry
realizowanych proceséw. W zbudowanym systemie sktadaja si¢ na nie marszruty, okreslajace
trasy poszczegdlnych procesow, oraz czasy realizacji poszczeg6lnych —operacji.
Uwzgledniajac, ze w przyjetym modelu marszruty moga istnie¢ wylacznie pomigdzy
istniejacymi zasobami, konieczne jest wczesniejsze wprowadzenie do systemu zasobow
produkcyjnych.

W celu wprowadzenia do systemu marszrut i czaséw realizacji poszczeg6lnych
operacji, nalezy za pomoca funkcji Procesy (Menu Dane) otworzyc okno Procesy
produkeyjne. Okno to (rysunek B.11) zawiera list¢ wprowadzonych juz proceséw oraz pola
edycyjne umozliwiajace ich edycje¢ badz wprowadzanie nowych procesow.

i Q Procesy produkcyjne o
Nazwa Symbol Marszruta Czasy jednostkowe
| Proces 1 P1 [R1R2RS ] [123] -
Proces 2 P2 [R2R3R7 ] [123] -
Proces 3 P3 [R3R8RI R4 ] [2134]
Proces 4 P4 [R2R5RER7 ] [1234]
Proces 5 P5 [RSRER7R10] [1234]
Proces 6 P6 [R3R7R11 R12RIR8 ] [123123) =
Proces 7 P7 [RAR12R13] [123] -«
ey
Nazwa zasobu: Symbol zasobu:
| Proces 1 1 Ip1
Marszruty Czasy jednostkowe
(R1R2RS] L) (e
§ I Zastosuj | { Anuiuj .,Z‘..’..j i

Rys. B.11. Okno Procesy Produkcyjne

Znaczenie kolumn, widocznych w liscie wprowadzonych juz do systemu procesow, jest
nastgpujace:
= Nazwa: nazwa procesu,
= Symbol: symboliczne oznaczenie procesu,
= Marszruta: lista zasobow tworzacych marszrutg,
= Czasy jednostkowe: lista czasow trwania operacji na poszczegélnych zasobach.

Znaczenie pol edycyjnych jest nastgpujace:
= Nazwa: unikalna nazwa procesu,
= Symbol: symbol procesu (litera ,,P” i numer procesu),
= Marszruta: lista symboli zasobow, zawarta w nawiasach kwadratowych [],
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= Czasy jednostkowe lista czasow trwania operacji na poszczego6lnych zasobach
(zawarta w nawiasach kwadratowych []).

Pola Marszruty i Czasy jednostkowe sa zbudowane w postaci list. W listach
(koniecznie w nawiasach kwadratowych) wprowadza si¢ symbole okreslajace zasoby
(marszruty) i czasy jednostkowe (wyrazone w umownych jednostkach czasu wjc) trwania
operacji. Czas trwania operacji kazdej z tras musi by¢ liczba naturalng wigksza od 0.

Dane wprowadzane sg do systemu poprzez przycisk Zastosuj.

Definiowanie wiasnych ograniczen

Jesli istnieje taka potrzeba, uzytkownik ma mozliwo$¢ wprowadzenia wiasnych
ograniczen, ktore beda uwzgledniane w procesie wyznaczania warunkéw wystarczaj acych jak
i w procesie wyznaczania harmonogramow.

_é; Ograniczenia whasne

 Ograniczenia dia warunkéw | Ograniczenia dia harmonogramow |

Horyzont: -1 l Zapisz |

%<0Ograniczenia wiasne>

Rys. B.12. Okno Ograniczenia wiasne

W celu wprowadzenia do systemu ograniczen nalezy za pomocg funkcji Ograniczenia
wlasne (menu Dane) otworzy¢ okno Ograniczenia wilasne (rysunek B.12). Okno zawiera
dwie zakladki: Ograniczenia dla warunkéw, Ograniczenia dla harmonograméw. Uklad
kazdej zaktadki jest taki sam, zawieraja one pole horyzontu, pole tekstowe do wprowadzania
ograniczen oraz przycisk Zapisz.

Pole Horyzont stuzy do okreslania dlugosci trwania cyklu realizacji procesow.
Domyslna warto$¢ pola wynosi -1 oznacza to, ze dugosé cyklu jest dowolna. Wprowadzenie
innej wartosci (wymagana jest zawsze wartoS¢ ze zbioru liczb naturalnych) powoduje
uwzglednienie na etapie wyznaczania rozwigzan ograniczenia czasu trwania cyklu.
Poszukiwane sg rozwiazania, ktorych cykle beda mniejsze badz rowne wartosci zadanej

w polu Horyzont.
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Pole tekstowe stuzy do wprowadzania wlasnych ograniczen (w postaci zdan
logicznych). Domyslna warto$¢ pola to %<Ograniczenia wlasne>. Znak % oznacza symbol
komentarza, wyrazenia wystgpujace po tym znaku sg ignorowane przez system.

Wprowadzone ograniczenia moga mie¢ posta¢ zdan logicznych i algebraicznych.
Struktura budowanych zdan jest nastgpujaca:

{opl{oplopa ..} {opl..}} =b

gdzie: {opl ... } —oznacza operacje logiczna,

opa — operacja algebraiczna,

b — zmienna okreslajaca warto$¢ logiczna zdania.
Realizowane operacje dzielg si¢ na dwie grupy: operacje logiczne (opl), operacje algebraiczne
(opa). Wsrod operacji logicznych wyrézni¢ mozna operacje jednoargumentowe
i dwuargumentowe. Ponizej przedstawiono mozliwe postacie operacji:

{opl {opl ...} {opl..}},
{opl opa opaj},

{opl {opl..}}

{opl opa}.

gdzie: opa — oznacza operacje¢ algebraiczna.

Pierwsze dwie postacie odpowiadaja operacjom dwuargumentowym, kolejne operacjom
jednoargumentowym. Wyrazenie opl okresla rodzaj realizowanej operacji (AND, OR, NOT,
IMPL, EQUI), kolejne wyrazenia stanowia jej argumenty. Argumentem operacji op/ moze
by¢ operacja logiczna lub operacja algebraiczna opa.

Wsrod operacji logicznych dwuargumentowych wyr6znia si¢ operacje:

{AND a b} — operacja koniunkcji a A b,

{OR a b} — operacja alternatywy a v b,

{IMPL a b} — operacja implikacji a = b,

{EQUI a b} — operacja rbwnowaznosci a < b,
gdzie: a, b — argumenty operacji.

Wsrod operacji logicznych jednoargumentowych wyréznia si¢ operacje:
{NOT a } — operacja negacji —a,

gdzie: a — argument operacji.
Operacje algebraiczne opa stanowig operacje zdefiniowane na zmiennych decyzyjnych
var. Ogdlna posta¢ operacji jest nastgpujaca:

opa(var ~A var ... ~4 var)

gdzie: var — oznacza zmienng decyzyjng ,
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~A — oznacza operator algebraiczny (+, -, *,\,=, <, >).
Wykorzystywane operatory algebraiczne postaci +, -,*,\, =, <, >, sa kolejno zapisywane za
pomoca symboli: +, -, * )\, =, =<t >=:
Zmienne decyzyjne var sa to terminy rozpoczgcia realizowanych operacji oraz czasy ich
trwania. Terminy rozpoczgcia operacji sa wyrazane w postaci ogdlne;j:

Pi.Rj

gdzie: Pi— oznacza proces P;,

Rj — oznacza zas6b R;.
Wyrazenie to oznacza termin rozpoczgcia operacji procesu P; na zasobie R;. Podobnie
definiowane sa czasy trwania operacji:

T.ij

gdzie: T.ij — oznacza czas 1
Wyrazenie to oznacza czas trwania operacji procesu P;, na zasobie R;.
W oparciu o przedstawiona gramatyke mozna wprowadza¢ do systemu wiasne

ograniczenia. Przyktadowo zdanie:
{AND (P1.R7 >: P5.R7) (P7.R14 <: P3.R8)} =:1,

oznacza, ze operacja procesu P; na zasobie R; musi rozpocza¢ si¢ po operacji procesu Ps na
zasobie R; i operacja procesu P7 na zasobie R;4 musi rozpocza¢ si¢ przed operacja procesu P3
na zasobie Rg.

W szczegdlnym przypadku wprowadzone zdania moga by¢ tylko w postaci operacji
algebraicznych, na przyktad:

(P1.R7>:P5.R7)=: 1

W przypadkach, gdy zdanie algebraiczne jest prawdzie to nie jest konieczne przypisywanie
im wartosci logicznej 1. Powyzej przedstawione zdanie moze by¢ réwniez wprowadzone do

sytemu w postaci:
P1.R7 >: P5.R7

Podobnie zdanie {AND (P1.R7 >: P5.R7) (P7.R14 <: P3.R8)} =:1 moze by¢ przedstawione
za pomocg dwoéch zdan:

P1.R7>: P5.R7
P7.R14 <: P3.R8.

Nalezy zaznaczy¢, ze w przypadku wprowadzania wigcej niz jednego zdania, kazde zdanie

powinno by¢ wpisywane w oddzielnym wierszu.
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W celu uniknigcia wprowadzania blednych zdan zastosowano kolorowa skltadnig
wprowadzanych symboli i polecen.
W wprowadzenie danych do systemu odbywa si¢ poprzez przycisk zapisz. W przypadku
istnienia bledow w sktadni pojawia si¢ komunikat o bledach (rysunek B.12).

Info e

‘ a Zapis nie jest mozliwy bigd w skiadni

Rys. B.13. Okno informacji o btgdach.

Uruchamianie procedur przeszukiwania

Po wprowadzeniu do systemu zasoboéw produkcyjnych, parametréw realizowanych
proceséw oraz dodatkowych ograniczen, realizuje si¢ proces wyznaczania warunkow
wystarczajacych. W celu uruchomienia procesu wyznaczania warunkéw wystarczajacych,
nalezy za pomoca funkcji Wyznacz warunki (Menu Planowanie Transportu) otworzy¢
okno Warunki wystarczajgce. Okno to (rysunek B.13 ) zawiera przyciski Start i Przerwij.
Przyciskiem Start uruchamiany jest proces wyznaczania warunkow. Pasek postepu
umieszczony powyzej przyciskow informuje o postepie w realizacje obliczen. Obliczenia
moga zostaé przerwane za pomocg przycisku przerwij (w wyniku przerwania wyznaczone
rozwiazania nie zostang zapisane do systemu). Po ukonczeniu obliczen w oknie (kolejno od
goéry) prezentowane sg informacje: wspétczynnika nasycenia (W), liczby wyznaczonych
warunkow, czasu kompilacji, czasu wyznaczania wszystkich warunkéw, czasu uzyskania
pierwszego rozwiazania (CPW). Wartosci czasoéw wyrazone sa w sekundach. Otrzymane

rozwigzania automatycznie dodawane sq do systemu.

é} Warunki wystarczajgce i

% Zostang wyznaczone warunki wystarczajace{(W:0.45833333333333326):

Nacignij Start by rozpoczac obliczenia.

Wyznaczono 318 warunkdw wystarczajacych

{ Start ] { Przerwi |

Rys. B.14. Okno Warunki wystarczajace

W celu uruchomienia procesu wyznaczania harmonogramoéw pracy poszczegdlnych
proceséw (jest to mozliwe pod warunkiem wezesniejszego wyznaczenia warunkow
wystarczajacych), nalezy za pomoca funkcji Wyznacz harmonogram (Menu Planowanie
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Transportu) otworzy¢ okno Harmonogram. Okno to (rysunek B.14 ) ma identyczny uktad

jak okno Warunki wystarczajgce. Przyciskiem Start uruchamiane sg obliczenia.

0|

é; Harmonogram
Dla wprowadzonych danych zostanie wyznaczony harmonogram dopusz...
Nacignij Start by rozpoczgc obliczenia.

Wyznaczono harmonogram dopuszczalny
Czas kompilacji. 4.047 [s]. Czas wyznaczania rozwigzania: 0.718 [s]

[Start] [ Przerwij

Rys. B.15. Okno Harmonogram

Po zakonczeniu obliczen w oknie prezentowe s wyniki w postaci czasu kompilacji i

czasu wyznaczania rozwigzania.

Prezentacja wynikow

W celu prezentacji wyznaczonych warunkoéw wystarczajacych, nalezy za pomocg
funkcji Warunki wystarczajace (Menu Wyniki) otworzy¢ okno Warunki wystarczajace.
Okno to (rysunek B.15) zawiera list¢ wyznaczonych stanéw poczatkowych oraz regul

priorytetowania.
¥ =y
i é Warunki wystarczajace &
Stan poczatkowy [P1 P2 P3 P4 PSPEP7 P8 | Reguly priorytetowania [ R1 R2 R4 R5R6 R7 RS R1 O0R11R12]

[RZR3RERER7 R11 R1GR14 ]

[[P1P4P2[P2PEP3[P1PSP4[P4PS)[PSP4P2FEPE[P3PE][P3PEPT J(PSPEJFPEPE|[PEP.. |

[R2ZR3R8RER7 R11 R13R14 ]

[[P1 P4 P2 ] P2P6 P3 ][ P1 P5 P4 ][ P4 P5 )| P5 P4 P8 P2 PE ][ P3 P6 [ P3P6 P7  P5 P8 J[PE P8 J PE P...

[RZR3R8RER7 R11 R13R14]

[[P1 P4 P2 ][ P2 P6 P3 ][ P1 P5 P4 ]| P4 P5 | P5 PS8 P4 P2 P6 ][ P3 P6 ][ P3 P6 P7 [ P5 P8 J[PE PB P P...

[R2ZR3RBRER7 R11 R13R14 ]

[[P1 P4 P2 ][ P2 P6 P3 ] P5 P1 P4 ]| P4 P5 J[ P5 P4 P2 P8 P6 ][ P3 P6 ][ P3 P6 P7 | P5 P8 JIPE PB J P6 P...

[R2R3R8RER7 R11 R13R14]

[[P1 P4 P2 ][ P2 P6 P3 )| P5 P1 P4 ][ P4 P5 J[ P5 P4 P8 P2 PG J P3 P6 ] P3 PE P7 J[P5 P8 ][ PE P8 J PEP... |

[R2R3R8RER7 R11 R13R14]

[[P1 P4 P2 ] P2 P6 P3 ]| P5 P1 P4 ][ P4 P5 J[ P5 P8 P4 P2 P6 ) P3 P6 ][ P3 P6 P7 J[P5 P8 | PE P8 JLPE P...

[R2R3R8RER7 R11 RS R14 ]

[[P1 P4 P2 ][ P2 P6 P3 ][ P1 P5 P4 ][ P4 PS [ PS P4 P2 P8 P6 ][ P3 P6 ][ P7 P3 P6 ][ P5 P8 ][ P6 P8 ] P7 P...

[R2ZR3R8RER7 R11 RS R14 ]

[[P1 P4 P2 ][ P2 P6 P3 ][ P1 P5 P4 ][ P4 P5 ][ P5 P4 P8 P2 P6 J[ P3 PE || P7 P3P6 J[PS P8 JIPE P8 J[PT P...

[R2R3R8 RE R7 R11 RS R14 ]

[[P1 P4 P2 ][ P2P6 P3 ] P1 P5 P4 ][ P4 P5 |[ P5 P8 P4 P2 PG J P3 P6 | P7 P3PE [ PS P8 [ PE PB [ PT P...

[R2ZR3RBRER7 R11 R12R14 ]

[[P1 P4 P2 ][ P2 P6 P3 ][ P1 P5 P4 ]| P4 P5 [ P5 P4 P2 P8 P6 ][ P3 P6 ][ P3 P6 P7 | P5 P8 JIP6 P8 J P7 P...

[R2R3R8RER7 R11 R12R14 ]

[[P1 P4 P2 P2P6 P3 ] P1 PS5 P4 ][ P4 PS ][ PSP4PEP2PE || P3PE J[P3PEP7 I[PSPBIPEPBIPTP... |
i £

FAAMARARE AT A4 DAA Pd 4

(A M4 PA A Re RA T R4 RS R4 A RE W RS RA R4 RA AE T RA Re RS RE AT RS 00O Re B0 aT N

Nazwa zasobu:

[ | {
K

{ i

Symbol zasohu:

%[RZ R3R8R6R7 R11 R13R14 ]

I“”‘"‘E Zastosuj ‘ { i MUM .

Rys. B.16. Okno Warunki wystarczajace

Znaczenie kolumn, widocznych w liscie, jest nastgpujace:

= Stan poczatkowy: lista standw poczatkowych Sj, ktérej posta¢ odpowiada

wzorcowi umieszczonemu w nagléwku listy.
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= Reguly priorytetowania: lista regul priorytetu @, ktorej posta¢ odpowiada
wzorcowi umieszczonemu w nagtowku listy.

Pola Stan poczatkowy i Reguly priorytetowania sa zbudowane w postaci list.
Za pomoca tych pél mozliwa jest edycja i dodawanie wlasnych stanow poczatkowych i regut
priorytetu. W listach (koniecznie w nawiasach kwadratowych) wprowadza si¢ symbole
zasobow (Stan poczatkowy) i symbole procesow (symbol zasobu). Przyciskiem Zastosuj
dane zapisywane sa w systemie.

W celu prezentacji wyznaczonego harmonogramu, nalezy za pomoca funkcji
Harmonogram dopuszczalny (Menu Wyniki) wy$wietli¢ otrzymany harmonogram.
Harmonogram pojawia si¢ w oknie gléwnym (rysunek B.16), stanowi on graficzng
reprezentacje realizacji procesdw. O$ pozioma jest osig czasu (umowne jednostki czasu), oS
pionowa jest osig procesow. Procesy i zasoby sa oznaczane zgodnie z wprowadzonymi
symbolami tych wielkosci.

......... Ll

. Plik Dane Planowanie Transportu  Wyniki  Konfiguracja  Pomog

G

R12

sletaendiiaa,

Legenda:

- graficzna reprezentacja czasu pracy procesu na zasobie R,

Pi - proces P,.

Rys. B.17. Harmonogram realizacji poszczeg6lnych procesow

W przypadku gdy nie istnieje harmonogram spetniajacy zadane ograniczenia pojawia si¢ okno
informujace o braku rozwigzania
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f Info el ‘

P

o
Q) Brak rozwigzania spetniajacego ograniczenia

[k ]

Rys. B.18. Informacja o braku rozwiazania

Konfiguracja

Konfiguracja sytemu polega na okresleniu wartosci dwodch podstawowych
parametrow: horyzontu oraz maksymalnej liczby wyznaczanych warunkéw wystarczajacych.
Horyzont okresla dziedziny zmiennych okreslajacych terminy rozpoczecia operacji. Zbyt
niska warto$¢ horyzontu moze spowodowa¢ brak odpowiedzi, nawet jesli rozwigzanie
istnieje, zbyt wysoka warto§¢ moze znacznie zwigkszy¢ czas poszukiwania rozwigzania.
Maksymalna liczba warunkéw okresla liczbe warunkéw, po ktérej proces wyznaczania
warunkOw wystarczajacych zostaje wstrzymany.

W celu zmiany tych parametréw, nalezy za pomoca funkcji Opeje (Menu
Konfiguracja) otworzy¢ okno Harmonogram. Okno to (rysunek B.18) zawiera dwa pola
tekstowe: pole do wprowadzania wartosci horyzontu (domys$lna wartos¢ 40), pole
maksymalnej liczby warunkéw (domys$lna wartos¢ -1). Wartos¢ -1 w polu maksymalnej
liczby warunkéw oznacza, ze poszukiwane sa wszystkie warunki wystarczajace.

&5 Konfiguracja el

Horyzont: 40

Maksymalna liczha warunkdw: | -1 |

Rys. B.19. Okno Konfiguracja
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Dodatek C. Eksperymenty porownawcze

W oparciu o zaproponowang strategi¢ przeszukiwania rozwigzan dedykowanych
przeprowadzone zostaly eksperymenty komputerowe, ktérych celem bylo wyznaczanie
zbioréw S,; i S,> dla trzech przyktadowych reprezentacji wiedzy KB;=<U,W.Y, Re;>, KB,
=<U,W.,Y, Re;)>, KB;=<U,W.Y, Re;>. W sklad kazdej reprezentacji wiedzy KB; wchodzila
relacja Re;, ktérej posta¢ zalezala od zbioru faktow Fi(u,w.,y) = {Fi(u,w.y), Fi(u,w.y),
....Fiss(u,w,y)} zawierajacego 55 faktéw opisanych na 84 zmiennych binarnych wu, w, y
(zmienne moga przyjmowa¢ wartosci ze zbioru {0,1}: U= W =Y = {0,1} ). Rozwazane
zestawy reprezentacji wiedzy nie maly zadnej interpretacji praktycznej, wygenerowane
zostaly w sposéb losowy. Kazdy z 55 faktow byl zdaniem opisujacym relacje na poziomie
logicznym (z wykorzystaniem operatorow: v, A, =, —, <) migdzy 8 zmiennymi.
Wyrdzniono 14 zmiennych wejsciowych tworzacych zbior: u = {u;, uz, ..., upf, 56
zmiennych pomocniczych: w = {w;, wy ..., wss} i 14 zmiennych wyjsciowych:
y=1{V1, Y2 ..., v14}. Fakt wyjsciowy Fy(y) stanowito jedno zdanie logiczne opisujace relacje
miedzy wszystkimi zmiennymi wyjsciowymi.

Wyznaczenie zbioréow S,; i S,2 prowadzi do rozwigzania odpowiednich problemow
PSOg, (3.13) i (3.14).

eksperymenty Srodowisku

spelniania ograniczen PSOs,j, opisanych zaleznos$ciami

Implementacja  probleméw  oraz przeprowadzono W
programowania z ograniczeniami Oz Mozart. Wyniki przeprowadzonych eksperymentow

przedstawiono w tabeli C.1.

Tab.C.1. Otrzymane wyniki w przypadku rozwiazania probleméw PSOs,,;, PSOg;.

PSOsu1 PSOs,2
KB
Liczba elementéw Liczba krokow Liczba elementéw Liczba krokow
zbioru Sy¢ obliczeniowych zbioru Sy; obliczeniowych
KBy 256 15360 320 22104
KB, 63 3843 48 3780
KB; 3881 232860 1502 178979

* obliczenia przeprowadzono na komputerze Pentium IIT 600MHz, RAM 256 MB.

Rozwazone problemy PSOs,;, PSOs,», zostaly rozwigzane przy uzyciu dwuetapowej

strategii przeszukiwania rozwigzan dedykowanych. Liczba krokéw obliczeniowych nie
przekroczyla Z = 250000, przy czym rozmiar drzewa potencjalnych rozwigzan wynosi
Rr=3,8-10%. Stosowanie technik programowania z ograniczeniami CP, oraz zaproponowanej
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strategii zaowocowalo w najgorszym przypadku zyskiem 6,5-10%" w stosunku do
przeszukiwania wszystkich weztow drzewa potencjalnych rozwigzan.

Dla metody logiczno-algebraicznej znane sa, rekurencyjne algorytmy generacji
zbiordow S,; i S, z wykorzystaniem dekompozycji [38], [27]. Zastosowanie dekompozycji
prowadzi do znaczenie efektywniejszego, rekurencyjnego algorytmu rozwigzywania
problemu decyzyjnego niz podejscia oparte na przegladzie zupelnym. Dla analizowanych
reprezentacji wiedzy zostato przeprowadzone poréwnanie podejscia opartego na technikach
programowania z ograniczeniami i dwuetapowe]j strategii przeszukiwania, z metoda
dekompozycji. W tym celu dla zadanych reprezentacji wiedzy wyznaczony zostat zbiér S;.
Wyniki pordwnawcze w postaci czasow uzyskania odpowiedzi zostaty przedstawione w tabeli
C.2.

W przypadku technik programowania z ograniczeniami otrzymano w kazdym
przypadku rozwiazanie lepsze od metody rekurencyjne;.

Tab.C.2. Czasy wyznaczania zbioru S, dla procedury rekurencyjnej i technik programowania z ograniczeniami.

KB Dwuetapowa strategia Procedura
CP[s] rekurencyjna [s]

KB; 11 123

KB: 1,7 87

KB3 120 173

* obliczenia przeprowadzono na komputerze Pentium III 600MHz, RAM 256 M
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