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Semiconductor heterostructures and device structures
investigated by photoreflectance spectroscopy

JAN MISIEWICZ*, PIOTR SITAREK, GRZEGORZ SĘK, ROBERT KUDRAWIEC

Institute of Physics, Wrocław University of Technology,
WybrzeŜe Wyspiańskiego 27, 50-370 Wrocław, Poland

In this review, we present the photoreflectance (PR) spectroscopy as a powerful tool for investiga-
tions of bulk semiconductors and semiconductor heterostructures. We discuss the application of PR
technique to investigation of various properties of semiconductors, including the composition of multi-
nary compounds, distribution of the built-in electric field and the influence of perturbations such as
temperature, strain, pressure; low-dimensional structures such as quantum wells, multiple quantum
wells and superlattices, quantum dots; and the structures of semiconductor devices like transistors and
vertical/planar light emitting laser structures.

Key words: photoreflectance; electric field; low-dimensional structures; semiconductor devices

1. Introduction

Because of their novel physical properties and device applications, new materials
and based on them semiconductor heterostructures such as quantum wells (multiple
quantum wells, superlattices) and heterojunctions have been produced. To explore vari-
ous physical properties of these materials and structures based on them, a number of
characterisation methods, including photoluminescence (PL)** , photoluminescence ex-
citation (PLE) spectroscopy, transmission electron microscopy (TEM), X-ray
techniques, Hall measurements, etc., have been applied. Most of the above-mentioned
methods require special experimental conditions such as low temperatures (PL, PLE),
or special sample preparation (TEM, Hall measurements). For practical applications, it
is advantageous to use techniques, which are simple and at the same time provide a lot
of valuable information. Such are electro-modulation spectroscopy techniques.

__________
*Corresponding author, e-mail: Jan.Misiewicz@pwr.wroc.pl.

** See list of abbreviations, p. 301.
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These methods were introduced in the sixties and were used in investigations of
semiconductor band structure parameters in the seventies. We focus our attention on
one particular contactless form of electric field modulation spectroscopy called photore-
flectance (PR). Glembocki et al. in 1985 [1] reported the first application of
photoreflectance to studies of semiconductor microstructures. Because of its extreme
sensitivity to interband electronic transitions, many papers on this subject have been
published since 1985. A number of review papers about the application of photoreflec-
tance spectroscopy to the investigation of semiconductors and semiconductor structures
have been published up to now [2–8].

In this paper, we present applications of the photoreflectance spectroscopy for in-
vestigations of bulk semiconductors, epilayers and low-dimensional semiconductor
structures which provide studying and understanding the optical processes in semicon-
ductor device structures. We start with a brief theoretical background to the technique
and lineshape formulas associated with photoreflectance.

2. Principles of photoreflectance spectroscopy

Since its inception in the sixties, modulation spectroscopy has proven to be a powerful
experimental technique for studying and characterization bulk semiconductors, reduced di-
mensional systems (surfaces, interfaces, quantum wells, wires and dots, etc.), actual device
structures (transistors, lasers) and growth/processing. A derivative of an optical spectrum
(i.e. of the reflectivity) with respect to some parameter is evaluated with any modulation
spectroscopy. The measured optical signal depends on the joined density of states making
this method sensitive to transitions at the critical point in the Brillouin zone of the material
studied. The resulting spectrum has sharp, derivative-like features on a featureless back-
ground. Figure 1 shows the comparison of the reflectivity and electroreflectance spectra for
bulk GaAs at 300 K [5, 9, 10]. While the reflectivity is characterized by broad features, the
electroreflectance (ER) modulation spectrum is dominated by a series of very sharp lines
with a zero signal as a baseline.
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Fig. 1. Comparison of room-temperature reflectivity
and electroreflectance of GaAs [5, 9, 10]

The modulation can easily be accomplished by varying some parameters, associated
with the sample or the experimental system, in a periodic fashion and measuring the
corresponding normalised change of the optical properties. It is possible to modulate a
variety of parameters, i.e. the wavelength of light, temperature, stress applied or electric
field in the sample studied. The electromodulation techniques are based on the modula-
tion of the electric field. One of the electromodulation techniques is photoreflectance
spectroscopy where the varying parameter is the internal (built in the structure) electric
field.

In the PR, the modulation of the electric field in the sample is caused by photo-
excited electron-hole pairs created by the pump source (usually laser) which is chopped
with a given frequency. The photon energy of the pump source is generally above the
band gap of the semiconductor being under study. There is a possibility to use a below
band-gap modulation through the excitation of impurity or surface states [11]. The
mechanism of the photo-induced modulation of the built-in electric field FDC is ex-
plained in Fig. 2, for the case of an n-type semiconductor. Because of the pinning of the
Fermi energy EF at the surface, there exists a space-charge layer. The occupied surface
states contain electrons from the bulk (Fig. 2a). Photoexcited electron–hole pairs are
separated by the built-in electric field, with the minority carrier (holes in this case) be-
ing swept toward the surface. At the surface, the holes neutralize the trapped charge,
reducing the built-in field from FDC to FDC-FAC, where FAC is a change in the built-in
electric field (Fig. 2b).
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Fig. 2. Schematic representation of the photoreflectance effect (a), and the photoinduced changes
in electronic bands and the surface bulit-in electric field (b), for an n-type semiconductor

In photoreflectance spectroscopy, relative changes in the reflectivity coefficient are
measured. The changes we can define as

off

onoff∆
R

RR

R

R −= (1)

In the above expression Roff and Ron are the reflectivity coefficients, when the pump
beam (laser) is off and on, respectively. These normalized changes can be related to the
perturbation of the dielectric function (ε = ε 1 + iε 2) expressed as [12]

( ) ( ) 221121 ∆,∆, εεεβεεεα +=∆
R

R
(2)

where α and β are the Seraphin coefficients, related to the dielectric function, and ∆ε1

and ∆ε2 are related by Kramers–Kronig relations.
We will discuss the lineshapes of the PR response in terms of electromodulation

mechanisms. Electromodulation can be classified into three categories depending on the
relative strengths of characteristic energies [13]. In the low-field regime |ћΩ | ≤ Γ, whereћΩ  is the electro-optic energy given by:

( )
µ2

222
3 FqΩ hh = (3)

In the above equation, F is the electric field, µ is the reduced interband mass in the
direction of the field. In the intermediate-field case, when |ћΩ| ≥ Γ and qFa0 << Eg (a0 is
the lattice constant), the Franz–Keldysh oscillations (FKO) appear in the spectrum. In
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the high-field regime the electro-optic energy is much greater than the broadening but
qFa0 ≈ Eg so that the Stark shifts are produced.

Recently, Pollak [5] as well as Glembocki and B.V. Shanabrook [2] provided
a most detailed theoretical background of the photoreflectance technique.

2.1. Low field limit – third-derivative spectroscopy

Due to the modulation of the electric field, the perturbation destroys the transla-
tional symmetry of the crystal and hence can accelerate free charge carriers [14, 15]. In
effect, under certain electric field conditions, the electromodulation results in sharp,
third-derivative lineshapes.

For Lorenzian form of the dielectric function, low-field modulation, and under
a parabolic band approximation, one can rewrite Eq. (2) as [13]

( )[ ]m
g

i iEEARe
R

R −+−= Γϕe
∆

(4)

where Eg is a band gap energy, Γ is the broadening parameter (Γ ~ ћ/τ), A and ϕ are the
amplitude and phase factor, respectively. The parameter m in the lineshape factor of
Eq. (4) depends on the type of the critical point. In a three-dimensional system, m
equals 2.5, while for a two-dimensional critical point m = 3.

2.2. Low field limit – first-derivative spectroscopy

The perturbation due to the changes of the electric field does not accelerate charge
carriers in their bound states such as excitons, quantum wells or impurities. These types
of particles are confined in space which does not have a translational symmetry. For
bound states, the photoreflectance lineshape has a first-derivative character [16], and
the changes in the dielectric function may be expressed as

AC
ACACAC
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where FAC is the change in the built-in electric field and I is the intensity of the optical
transition. Equation (5) can be rewritten as [17]
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with
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Depending on the broadening mechanism (i.e. temperature), the unperturbated di-
electric function can be either Lorenzian or Gaussian. For quantum wells, the dielectric
function is excitonic, even at elevated temperatures. Thus for the quantum microstruc-
tures, the Lorenzian or Gaussian profiles of dielectric function are appropriate. The
Lorenzian dielectric function can be written as [15]

Γ
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iEE

I

g +−
+=1 (8)

The modulation terms of Eq. (6) are given by
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where

Γ
gEE

y
−

= (10)

If the intensity modulation terms are ignored, only two independent lineshape factors
(see Eq. (9)) do not vanish. The combined spectral dependence can then be expressed by
Eq. (4) with m = 2 [15].

The unperturbed dielectric function of a Gaussian profile is given by [17]

( )211 LiLI ++=ε (11)
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Φ is the confluent hypergeometric function. In this case, the modulation terms of
Eq. (6) can be written as

( )
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Hence, for the dielectric function of the Gaussian type one can get

[ ]21∆
EE BfAf

R

R += (14)

2.3. Intermediate field limit – Franz–Keldysh oscillations

When the low-field criteria are not satisfied, but eFa0<<Eg, the dielectric function
can exhibit the Franz–Keldysh oscillations. Although the exact form of ∆R/R for the
intermediate-field case with the broadening is quite complicated, Aspnes and Studna
[10] derived a relatively simple expression
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From the above equation, the position of an n-th extreme in the Franz–Keldysh oscilla-
tions is given by

χ
Θ

+ −
=

2/3

3

4π h gn EE
n (16)

where En is the photon energy of the n-th extreme and χ is an arbitrary phase factor [18].
A plot [4/(3π)](En – Eg)

3/2 vs. the index number n will yield a straight line with the slope
(″Ω)3/2. Therefore, the electric field F can directly be obtained from the period of FKO if µ is
known. Conversely, µ can be measured if the electric field is known.
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The dominant field in the structure determines the period of the FKO. In the above
expressions the nature of that field was not specified. There are two limiting cases to be
considered. If modulation is from a flat band, i.e. no presence of a DC field, then the
field is clearly the modulating field FAC. A more interesting situation occurs when there
exists a large DC electric field in the material and a small modulating field is applied,
i.e. FAC << FDC. In this case, the period of the FKO is given by FDC and not by FAC [19].
Shen and Pollak [19] even considered the case when FAC is not small compared to FDC.
They have shown that even for FAC/FDC as large as 0.15 the first few FKO are still de-
termined by FDC.

3. Experimental details

In Figure 3, a schematic diagram of the photoreflectance apparatus is shown. The
probe light is a monochromatic beam obtained from a quartz halogen lamp dispersed
through a monochromator. This beam of intensity I0 is focused on the sample. The laser
(pumping) beam illuminates the same spot of the sample. The laser beam is chopped
with the frequency of a few hundreds Hz. The photon energy of the pump source should
be generally above the band gap of the semiconductor being investigated. A He-Ne laser
(the energy range below 1.96 eV) or Ar+ ion laser (the energy range below 4.5 eV) are
used as typical pump sources. The intensity of the laser light can be adjusted by a vari-
able, neutral density filter. The light reflected from the sample is detected by a
photodiode or a photomultiplier. In order to prevent the detection of laser light, an ap-
propriate longpass glass filter is used in front of the photodetector. The signal
separator, connected to the detector, separates the signal into two components. The DC
component is proportional to I0R, and AC component is proportional to I0∆R. The AC
component is measured with a lock-in amplifier. A computer divides the AC signal by

the DC component giving the photoreflectance spectrum, 
R

R∆
(″ω), where hω is the

photon energy of the incident beam.
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Fig. 3. Schematic diagram of the photoreflectance apparatus

In the case of photoreflectance, efficient filtering of the stray laser light is required,
because it has the same frequency (chopped) as the signal of interest and can easily be
detected. The scattered pump light can be reduced by means of an appropriate longpass
filter in front of the detector. Furthermore, the laser illumination can produce a band-
gap photoluminescence, which under certain conditions is more intense than the signal
of interest. This problem can be eliminated by using long-focal-length optics or by us-
ing a second monochromator running in unison with the probe monochromator [20].
For a double monochromator, two scans are taken: one with the probe light on and one
without it. Subtracting the two traces effectively eliminates the PL. An alternative tech-
nique involves using a dye laser as the probe beam and a detector placed sufficiently far
away from the sample so as to reduce the PL, which is usually emitted isotropically
[16, 21]. The spurious photoluminescence background signal can also be reduced or
eliminated by approaches such as the use of double detector system [22], sweeping
photoreflectance [23], or double pump beam method called differential photoreflectance
[24].

4. Properties of semiconductor bulk and epilayers

A study of separated layers (or thin films) and its properties is a preliminary work to the
investigation of more complicated structures (e.g. quantum wells, etc.) and, finally, semicon-
ductor device structures. Here we will discuss the use of the photoreflectance spectroscopy to
study bulk properties of semiconductors such as the composition of multinary semiconduct-
ing compounds, carrier concentration, distribution of the built-in electric field, the influence
of perturbations like temperature and strain. Although a number of investigations have
actually been performed on epitaxial (or thin) layers, the results do not explicitly depend
on the nature of the films but they are the consequence of bulk properties.

4.1. Composition of alloys

One of the extremely important parameters of a semiconductor is the composition of
binary AxB1–x, ternary AxB1–xC or quaternary AxB1–xCyD1–y alloys. The compositional
variation of the fundamental transition (E0) and/or features lying at higher energies (E1)
have been investigated by photoreflectance for a large number of alloys including, Cd1–

xMnxTe (for x ≤ 0.6) at room and liquid helium temperatures [25],
AlxIn1–xP [26], CuAlxGa1–xSe2 [27], CuAl(SxSe1–x)2 [28], ZnO on ScAlMgO4 [29],
InxGa1–xN [30] and AlxGa1–xAs, for x ≤ 0.6 [31, 32].
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Fig. 4. Room-temperature PR spectra of
AlxGa1–xAs/GaAs structures as a function

of aluminium content x. Arrows mark
the band gap energies of AlxGa1–xAs

(after Sitarek et al. [32])

Fig. 5. The band gap energy of AlxGa1–xAs/GaAs
vs. aluminium content from PR experiment (squares)
(see Fig. 4). Solid line – linear approximation to the

experimental data; dashed line – taken after [33]
(after Sitarek et al. [32])

In Figure 4, the PR spectra obtained by Sitarek et al. [32] of several AlxGa1–xAs
layers grown by MBE (molecular beam epitaxy) on GaAs substrates are shown vs. the
aluminium content. The spectra are quite complicated because the Franz–Keldysh os-
cillations are present and also the signal related to the GaAs buffer is seen. Using the

transition energies derived from the spectra, the dependence of the AlGaAs
0E on the com-

position has been determined as

( ) ( ) ( )xxE 02.034.1004.0430.10 ±+±= (17)

Equation (17) was compared with the literature data [33]. The comparison is pre-
sented in Fig. 5.
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4.2. Carrier concentration

There are few reports on the application of the photoreflectance spectroscopy to the
investigation of carrier concentration and relation between dopants concentration and
free carrier concentration. Peters et al. [34] used the photoreflectance spectroscopy as a
method for calibration of the n-type doping in Si-doped GaAs. Having studied the blue
shift of the fundamental band gap of GaAs with the increasing doping concentration,
they found a linear correlation between the dopant concentration and the value of the
shift of the energy gap. They explained this effect as the result of the competition be-
tween the many-body effects and the Burstein–Moss effect related to the filling of the
conduction band. Such an effect has also been observed in the n-type [35] and p-type
[36] GaAs. Lee et al. [35] extended the results of Peters et al. [34] for Si
-doped samples of concentrations from 1×1017 cm–3 up to almost 1×1019 cm–3.

Fig. 6. PR response of GaAs as a function of carrier concentration:
a) for GaAs:Si; b) for GaAs:Zn (after Badakhshan et al. [38])

Fig. 7. The PR broadening parameter as a function of
carrier concentration (after Badakhshan et al. [38])



J. MISIEWICZ et al.274

Similar effects were investigated using PR for Si-doped GaN layers grown by the
metal-organic chemical vapour deposition (MOCVD). In this case, a linear dependence
between the fundamental gap transition energy and the cubic root of the carrier concen-
tration has been found [37]. This red shift of the band gap with the increase of the level
of Si doping has been fully explained by the many-body effects (the renormalisation of
the band gap).

The effects of the carrier concentration manifest themselves not only at the fundamental
band gap. Badakhshan et al. [38] investigated the PR spectra of MOCVD-grown GaAs:Si
(n-type) and GaAs:Zn (p-type) layers in the range of E1 and E1+∆ transitions. They observed
almost no shift in their energy but a very strong increase of the broadening parameter Γ1 with
the increase of the carrier concentration. In Fig. 6, the PR spectra as a function of doping
concentration and doping type are shown. In Fig. 7, the linear dependence of broadening vs.
logarithm of the carrier concentration is presented.

4.3. Temperature dependence

The temperature dependence of the energy and broadening parameter of the band
gap of a semiconductor can be the source of different information about the scattering
effects. The two most popular relations describing the temperature dependence of band
gap are: the semiempirical Varshni expression [39]

( ) ( )
T

T
ETE

+
−=

β
α 2

00 0 (18)

and the Bose–Einstein expression [40, 41]

( ) ( ) ( ) 1exp

2
000 −

−=
T

a
ETE

B

B

Θ
(19)

where aB represents the strength of the electron–average phonon interaction and ΘB

corresponds to an average phonon temperature. The temperature shift E0(T) contains
contributions from both thermal expansion and electron–phonon coupling effects.

The variation of the linewidth (broadening parameter) with temperature can be also
expressed by the Bose–Einstein type expression [40, 41]

( ) ( )
1)exp(

0
−

+=
T

T
LO

LO

Θ
ΓΓΓ (20)

The first term of this equation corresponds to the broadening mechanisms due to in-
trinsic lifetime, electron–electron interaction, impurity, dislocation and alloy scattering
effects. The parameter ΓLO is an electron–LO phonon coupling constant and ΘLO is the
LO phonon temperature.



Structures investigated by photoreflectance spectroscopy 275

The photoreflectance spectroscopy has been used to measure the temperature variation of
the energy gap of GaAs [42, 43], InP [44], Al0.18Ga0.82As [42, 45], InxGa1–xAs on GaAs for
various values of x [46–49], In0.53Ga0.47As on InP (also for the E0+∆0 transition) [50],
In0.515Ga0.485As on InP [51,52], GaSb, InxGa1–xAsySb1–y on GaSb [53], CdTe [54],
Cd0.72Mn0.28Te [55], Cd0.9Mn0.1Te [25], InAs [56], wurtzite-type GaN [57].

The temperature dependence of the fundamental band gap and broadening parameter
of GaSb and InxGa1–xAsySb1–y alloys between 14 and 377 K were studied by Muňoz et
al. [53]. The four quaternary samples have the compositions (x, y): (0.07, 0.05), (0.09,
0.07), (0.12, 0.11), (0.22, 0.19). The values of E0(T) obtained from PR measurements
for all samples being under study are shown by solid lines in Fig. 8. The quantity E0(T)
was taken from the fit to the experimental data with the Varshni and Bose–Einstein
expressions (Eqs. (18) and (19)). As a consequence of the above analysis, Muňoz et al.
obtained the correct value (comparable with previous results) for E0(0) equal to 0.809
eV for GaSb and the corresponding ones for the quaternary compounds.

Fig. 8. Experimental values of E0(T) vs. T for different
samples (solid squares); the (x, y) notation – the

composition of the quaternary samples; the dashed
and continuous lines – the fits according to the Varshni

relation (Eq. (18)) and the Bose–Einstein (Eq. (19))
expression, respectively (after Muňoz et al. [53])

Fig. 9. Γ0(T) vs. T for the GaSb
and In0.22Ga0.78As0.19Sb0.81 samples

(solid squares); the solid lines are the fit
according to the Bose–Einstein relation

(Eq. (20)). Representative bars are shown
(after Muňoz et al. [53])

In Figure 9, closed squares are the experimental values of Γ0(T) for the GaSb and
In0.22Ga0.78As0.19Sb0.81 samples, respectively. Because of the error bars on the above
data, it was necessary to fix the parameter ΘLO in order to obtain two significant quan-
tities Γ0(0) and ΓLO by means of a least-squares fit using a the Bose–Einstein equation
(Eq. (20)) – solid lines in Fig. 9.
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4.4. Influence of strain

One of the main goals of strained-layer epitaxy is to create metastable thin films
with properties different from those of the corresponding bulk materials. Typically,
such films are pseudomorphic compound semiconductor structures grown from lattice-
mismatch materials by molecular beam epitaxy (MBE) or by metal-organic chemical-
vapour deposition (MOCVD). Such structures offer nearly complete flexibility in tai-
loring their electronic and optical properties and have proven to be highly successful in
novel microelectronic and optoelectronic devices. This flexibility is enhanced by the
possibility of pseudomorphic growth, where the lattice mismatch between the epilayer
and substrate is accommodated by elastic strain. In fact, the in
-plane biaxial strain, arising at the interface with the substrate, considerably affects the
electronic structure and the optical response of the epilayer. It changes the band gaps,
depending on the sign of the strain, reduces or removes the interband or intraband de-
generacies (e.g., between the heavy and light hole valence bands at k = 0), and also
reduces coupling between neighbouring bands.

Concerning the E0 optical transitions at k = 0, the hydrostatic component of the
strain shifts the energy gaps between the valence bands and the lowest lying conduction
band. In addition, the uniaxial strain component splits the heavy (HH) and light (LH)
hole valence bands. The resulting energy gaps between the conduction and the split
valence bands are
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while Cij are the elastic stiffness constants, a and b are the hydrostatic and shear deformation
potentials, respectively and ε is the in-plane strain which is given by ε = (aS – aL)/aL, where
aS and aL are the lattice parameters of the substrate and layer, respectively. The valence
band splitting, as measured from the optical spectra, is
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The PR spectra showing the heavy- and light-hole splitting generated by strain in GaAs
layers deposited on Si substrates [58] are visible in Fig. 10. The quantity ∆E stands for the
splitting between light (feature A) and heavy (feature B) hole bands. The value of the split-
ting increases on lowering the temperature. It has been explained on the base of the
difference in the thermal expansion coefficients of GaAs and Si. From the value of the split-
ting energy expressed by Eq. (25), the value of the in-plane strain was estimated to be 0.12%
being in agreement with the X-ray diffraction results.

Fig. 10. PR spectra of strained GaAs on Si
at several temperatures (after Glembocki [58]).

A and B are the light and heavy
hole transitions, respectively

The required strain-dependent properties can be achieved only by careful controlling
the composition and the epilayer thickness, which should be lower than a critical value
dc to avoid relaxation via misfit dislocations which drastically degrade the layer quality
and hence also the device performance. This problem has also been investigated by
means of the photoreflectance spectroscopy for InxGa1–xAs layers grown by MOCVD
on GaAs substrates [59, 60]. Sęk et al. determined the broadening parameter and the
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PR amplitude of the band gap feature of the InxGa1–xAs for several samples with vari-
ous indium contents and epilayer thicknesses. An example of the spectrum is shown in
Fig. 11. The dependences of the broadening parameter and PR amplitude vs. ∆d are
shown in Figs. 12 and 13. The quantity ∆d is defined as the difference between the
nominal layer thickness (determined from the growth conditions and X-ray diffraction
measurements) and its critical value (taken from the theoretical dependence of the criti-
cal thickness vs. indium content of InxGa1–xAs on GaAs [61]). A rapid increase of the
broadening and decrease in the amplitude of the PR signal is observed at ∆d = 0 due to
the overcoming of the critical thickness and a strong degradation of the layer optical
properties.

Fig. 11. Room-temperature PR spectrum of 100 nm thick
strained In0.03Ga0.97As layer on GaAs substrate (after Sęk et al. [60])

Lastras-Martinez et al. [62] report on photoreflectance-difference (PRD) measure-
ments of n-type (001) GaAs crystals under uniaxial stress along [110]. The authors
study the difference between two photoreflectance spectra, one measured with unpolar-
ized light and the other with linearly polarized light along one of the symmetry axis of
the crystal. The PRD spectra were recorded in the 2.6–3.6 eV energy range around the
E1 and E1+∆1 interband transitions of GaAs.

In general, PR spectra comprise, both linear electrooptic (LEO) and quadratic elec-
tro-optic (QEO) components, with this second component dominating the PR lineshape
[62]. For light normally incident on the (001) surface of zinc blende crystal, neverthe-
less, the PRD spectrum comprises only a LEO component because the QEO term is
isotropic for cubic symmetries. In addition to the previously reported LEO component
[63], they have found a QEO component when stress is applied.



Structures investigated by photoreflectance spectroscopy 279

Fig. 12. The broadening parameter of
the PR signal of several InxGa1–xAs layers on

GaAs vs. ∆d (after Sęk et al. [60])

Fig. 13. The PR amplitude of several
InxGa1–xAs layers on GaAs vs. ∆d

(after Sęk et al. [60])

Fig. 14. Photoreflectance difference spectra
of GaAs (001) (open circles)

for: a) no applied stress and stresses,
b) X = –1×108 N/m2, c)  X = –4.4×108 N/m2.

Solid lines are the fits obtained using
adequate formula. The hydrostatic
and splitting energy shifts obtained

from the fits are also presented
(after Lastras-Martinez et al. [62])

The PRD spectra are presented in Fig. 14. The open circles were obtained by subtracting
polarized from unpolarized PR spectra for GaAs without strain (the lower spectrum) and
with applied stress (two upper spectra). The solid lines are fits to PRD spectra with formula
proposed by Lastras-Martinez et al. The QEO term is well resolved for a stress of X = –
4.4×108 N/m2 and, in fact, it dominates the PRD spectrum. From the fitting to the PRD
spectra, Lastras-Martinez et al. obtained the hydrostatic energy shifts ∆Eh = 2.1 meV and
∆Eh = 9.4 meV, for the spectra in Figs. 14b and c, respectively, and, additionally, the
splitting energy shifts meV,04.0∆ =′′sE  meV,1.2∆ =′sE  and meV3.9∆ =′sE for the

spectra in Figs. 14a–c, respectively.
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The model proposed by Lastras-Martinez et al. [62] gives an excellent description
of the evolution of the PRD spectra with a stress. The results presented give a further
evidence that the PRD has its physical origin in a piezo-optic effect and help the devel-
opment of PRD spectroscopy as a characterization tool of surface electric fields and
piezo-optical properties of zinc blende semiconductors.

There is a number of reports on the PR investigations of strain effects in various
material systems including: InxGa1–xAs/GaAs [64], InxGa1–xAs/InP [52], InxGa1–

xAs/Al0.28

Ga0.72As [65], InP/Si [66], ZnTe/GaAs [67], CdTe/GaAs [68], GaN on different sub-
strates [69–74].

4.5. Built-in electric field

As was discussed earlier, the observation of the Franz–Keldysh oscillations in pho-
toreflectance spectra allows the determination of the built-in electric field in the sample.
If the sample consists of one or more epilayers on the substrate, the superposition of
two or more PR signals from different depths of the structure is probable. It is possible
to have different values of the internal electric field at the surface or at a particular
interface because of the difference in the density of surface and interface states. If we
extract the FKO related to surface or interface, we can independently determine the
electric fields.

There are a few methods of the decomposition of PR signal into the surface and in-
terface related contributions. The first one uses the fact that we have two signals from
different depths in the sample. In the case of PR signal consisting of two subsignals:
from the surface region and from the interface one, the etching procedure changed only
one part of the signal measured. The PR subsignal from the interface is changed due to
the change in the distance between the surface and interface. For such a case we can
write
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where 1 and 2 represent the PR signals measured for as-grown sample and after etch-
ing, respectively, and S and I mean the signal from the surface and interface,
respectively. Following the relations (26) and (27), we can determine the subsignal from
interface as the difference between the spectra measured for as-grown and etched sam-
ples [75–77]. This subsignal is given with the accuracy of a constant factor. It is
sufficient because PR spectra are usually given in arbitrary units. Plotted in Fig. 15 is
the example of the PR spectra for GaAs/SI-GaAs homojunction, before etching and
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after two sequential etching procedures [76]. In Fig. 16, the decomposition into signals
from the surface and from the interface is shown.

Fig. 15. PR spectra for an n-type GaAs/SI GaAs
structure: a) before etching, b) after etching for

1 min, c) after next etching for 1 min
(after Jezierski et al. [76])

Fig. 16. PR spectra determined by the
decomposition of the spectra shown in Fig. 14

into spectrum connected with the internal electric
field in the surface region (dotted line)

and the spectrum connected with the internal
electric field in the interface region (solid line)

 (after Jezierski et al. [76])

An analogous method may be used in a non-destructive mode when the etching pro-
cedure is replaced by two PR measurements with two different wavelengths of the laser
pump beam [32, 78–81]. In this case, the situation can be even simpler. If one of the
spectra is measured using a very short wavelength of the laser, the signal comes only
from the surface (parameter A in Eq. (26) is equal to zero). Then the subsignal from the
interface can be obtained by taking the difference between PR signals obtained with
longer and shorter laser wavelengths. The example of application of this method is
shown in Fig. 17 for the case of Al0.11Ga0.89As layer grown on GaAs substrate [32].



J. MISIEWICZ et al.282

Fig. 17. PR spectra for Al0.11Ga0.89As layers
obtained with using the  following pump beams:
a) 632.8 nm line of the He-Ne laser, b) 457.9 nm
line of the Ar+ laser; c) the difference between

the two former spectra giving the Franz–Keldysh
oscillations connected with the electric field

at the Al0.11Ga0.89As/GaAs inteface
(after Sitarek et al. [32])
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Another method of evaluating internal electric fields from the photoreflectance is the
fast Fourier transformation (FFT) of the PR spectrum [82–88]. FFT is applied to the
PR spectra in the energy region higher than the band gap energy to obtain the FKO
period and than the electric field in the sample.
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Fig. 18. Room-temperature PR spectrum of the
δ-doped GaAs layer (after Nowaczyk et al. [88])

Fig. 19. Fast Fourier transform of the PR spectrum
from Fig. 18 (after Nowaczyk et al. [88])

Nowaczyk et al. [88] investigated silicon delta doped (approx. 1×1012 cm–2) GaAs
MOVPE-grown layers on undoped GaAs substrate. Figure 18 shows the PR spectrum
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for this δ-doped sample. A lot of well-distinguished Franz–Keldysh oscillations (more
than 20 extrema) above the GaAs band gap energy are seen, demonstrating the exis-
tence of a strong uniform electric field in a high quality epitaxial layer. Fast Fourier
transform has been applied to this PR spectrum in the energy region higher than the
band gap to obtain the FKO period and then the internal electric field. Prior to the Fou-
rier transformation, the experimental PR spectrum was renormalized. A new argument z
= (E – Eg)

3/2 was chosen and then the spectrum was multiplied by E2(E – Eg) in order to
deal with periodic functions and compensate the inherent damping of FKO, respec-
tively. Then the Fourier transform of a new function
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where z1 = (E1 – Eg)
3/2 and z2 = (E2 – Eg)

3/2 are the left and right boundaries of the win-
dow for the Fourier transform. The frequency Ω is directly related to the magnitude of
the electric field by
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where Θh  is defined by Eq. (3). The square of the modulus of the complex Fourier
transform is plotted in Fig. 19. Ideally, each built-in electric field should produce two
peaks in the FFT corresponding to light hole (lh) and heavy hole (hh) channels of the
optical transitions, which is seen in our case.

The width of the peak is inversely proportional to the window selected for the FFT,
i.e. to the range of the original PR spectrum. The built-in electric field determined for
the GaAs sample, for both heavy and light hole frequencies, is 53 kV/cm. This allowed
determining the potential barrier height VB between the surface and the δ-doped region
of the sample. The value of the potential barrier was found to be 0.74 V.

4.6. Influence of annealing, processing and growth

Photoreflectance spectroscopy has become an effective tool to study various proc-
ess- and growth-induced effects [78, 79, 89–100]. Ga(As,N) presents a new class of
semiconductors which are promising materials for optoelectronic devices such as lasers
and detectors operating at 1.3 and 1.55 µm. In such an alloy the band structure de-
creases dramatically due to N incorporation.
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Klar et al. [99] used the PR spectroscopy to
study the electronic and lattice properties of
GaNxAs1–x epitaxial layers before and after hydro-
genation. Five GaNxAs1–x epitaxial layers with
x = 0.00043, 0.00095, 0.0021, 0.005, and 0.019
and the thickness of 0.5 µm were grown on (100)
GaAs substrates by MOVPE technique. The sam-
ples are unintentionally n-type doped. Pieces of all
samples were hydrogenated by ion-beam irradiation
from a Kaufman source with the sample tempera-
ture held at 300 °C.

Figure 20 shows the PR spectra of a GaNxAs1–x

epitaxial layer with x = 0.005 before and after hy-
drogenation, together with the GaAs reference
spectrum. The PR spectrum after hydrogenation
shows the shift of the E– band gap toward that of
GaAs. The corresponding E– + ∆0 band exhibits
a comparable blue shift. The E+ feature disappears
after hydrogenation.

The energy positions of the three signals before and after hydrogenation are summa-
rized in Fig. 21. The solid lines are the fit of the level repulsion model to the
experimental data. The dashed horizontal lines indicate the position of E– and  E– + ∆0

in GaAs.

Fig. 21. Energy positions vs. N concentration x of the direct
band gap E–, the spin-orbit split-off band E– + ∆0 and the
N-induced E+ band of the as-grown GaNxAs1–x samples

(full circles). The solid lines are the fit of the level repulsion
model to the experimental data. Corresponding data for E–

and E– + ∆0 of the hydrogenated samples (open squares);
there is no E+ signal after hydrogenation. The dashed
horizontal lines indicate the position of E– and E– + ∆0

in GaAs. T = 300 K (after Klar et al. [99])

Klar et al. [99] found that hydrogenation leads to an effective removal of the
N-related perturbation due to the formation of a NH-complex. Hydrogenation literally
reverses all the effects of N on the band structure of the GaAs host.

The influence of the carrier localization on modulation mechanism in photoreflec-
tance of GaAsN and GaInAsN was investigated by Kudrawiec et al. [100]. They
recorded the photoreflectance spectra of as-grown layers of GaAsN and GaInAsN from

Fig. 20. PR spectra taken at T = 300 K
of GaAs (i), GaN0.005As0.995 (ii)

after hydrogenation, and GaN0.005As0.995

(iii) as grown (after Klar et al. [99])
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10 to 300 K. Different modulation intensities and laser beam wavelengths were used.
For the interpretation of PR data, the Kramers–Kronig analysis was employed. Ku-
drawiec et al. observed a decrease in PR signal with decreasing temperature and
attempted to explain such a behaviour (observed by others as well) for the first time.
They explain the above-mentioned effect as a weakening of the modulation efficiency
induced by the carrier localization that has been evidenced earlier in alloys with diluted
nitrogen.

5. Photoreflectance study of low-dimensional
semiconductor structures

5.1. Quantum wells

Since the middle of sixties, the modulation spectroscopy techniques have proved
their high applicability for studying and characterizing properties of bulk semiconduc-
tors. During the first decade, the method was recognized as a new, high-resolution
technique for the solid state spectroscopy [13, 15, 101].

In the eighties, the modulation spectroscopy had a renaissance. The advantages ex-
ploited for bulk studies were applicable also in the semiconductor microstructures
fabricated by MBE or MOCVD such as quantum wells (QWs), multiple quantum wells
(MQWs) or superlattices (SLs). In 1985, Glembocki et al. [1] showed that multiple
quantum wells, grown on semi-insulating substrates, could be studied by the photore-
flectance technique.

Lineshape analysis, based on Eqs. (4), (14) and (15) (we will call it further fitting
procedure) is an integral aspect of the photoreflectance spectroscopy. These procedures
allow analysing complicated photoreflectance spectra in terms of theoretical parame-
ters. Thus, the fitting provides valuable information about the energy gaps and
linewidths associated with the optical transitions.

Photoreflectance spectra (dotted lines) of a GaAs/AlGaAs MQW structure (with the
well width of 20 nm) at the temperatures of 6 K, 77 K and 150 K in the region of the
11H and 11L features [6, 21] are shown in Fig. 22. The solid and dashed lines are fits
to the first-derivative of Lorenzian (first derivative Lorenzian lineshape – FDLL) and
Gaussian (first derivative Gaussian lineshape – FDGL) profiles, respectively. At 6 K,
the fit of the Lorenzian profile to the data is very good. At 77 K, the data cannot be
adequately represented by either profile. An intermediate profile is required to fit the
data. A Gaussian dielectric function results in a nearly perfect fit at 150 K.

For quantum wells, because of the enhanced exciton binding energy caused by the
reduced dimensionality, the dielectric function has an excitonic character even at ele-
vated temperatures, where the dielectric function broadening, caused by strong exciton–
phonon interaction, impurities and defects, changes the absorption profile of excitons
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from Lorenzian to Gaussian. Thus, at high temperatures, the Gaussian profile of the
dielectric function must be used to fit the experimental data. At low temperatures, the
Lorenzian dielectric function is more appropriate. Between 50 K and 150 K the transi-
tion from the Lorenzian to Gaussian profile is not abrupt and the lineshapes are of an
intermediate form between Lorenzian and Gaussian. Equation (4) with the parameter m
= 3 (2D critical point) sometimes is used to reflect the FDGL, providing a reasonable
fit to the room-temperature experimental data.

Fig. 22. Photoreflectance spectra (dotted line)
at different temperatures from a GaAs/AlGaAs

MQW structure. First-derivative Lorenzian (solid
lines) and Gaussian (dashed lines) lineshapes

are compared (after Glembocki [6])
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At the beginning, single QW or MQW structures received most attention in PR
studies. In MQW structures, the barrier layer is thick enough to prevent any significant
wave function overlap between wells.

In addition to parity-allowed transitions (m – n = 0, ±2, ±4, ...), it has been shown
that parity-forbidden transitions can be observed in QWs. The selection rules may be
broken, i.e. by nonparabolicities in the valence band states and by electric field (internal
and external).

Allowed and forbidden optical transitions in a GaAs/AlGaAs MQW structure were
studied by Sitarek et al. [102]. The structure was grown by the MBE on (001) GaAs
substrate. The MQW under investigations consisted of 60 periods of GaAs and
Al0.35Ga0.65As layers, each 15 nm thick. The PR spectrum measured at room-
temperature had a very rich structure. In order to identify all features, a PR measure-
ment was also carried out at a liquid nitrogen temperature. The PR spectrum obtained is
shown in Fig. 23.
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Fig. 23. Photoreflectance spectrum of GaAs/Al0.35Ga0.65As MQW with wells
and barriers of 15 nm width measured at 80 K. The vertical lines indicate

optical transition energies obtained from the theoretical calculation
(after Sitarek et al. [102])

The vertical lines indicate intersubband transitions. Both, the symmetry-allowed and
symmetry forbidden transitions are marked in the figure. A small, built-in electric field
is probably responsible for the presence of 21H, 23H and 21L symmetry-forbidden
transitions in the spectrum, which are much weaker than the symmetry-allowed ones.
Because of the finite depth of the well, the 13H transition is parity allowed and its in-
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tensity is comparable to the symmetry-allowed transitions. Optical transitions involving
unconfined states are present above the feature corresponding to the band gap of Al-
GaAs [103]. The energies of resonances present in the spectrum were accurately
determined by Sitarek et al. through the fit of the first derivative Gaussian lineshape
function (14) to the experimental data.

In order to identify the nature of the large number of intersubband transitions ob-
served in the MQW, Sitarek et al. have performed a theoretical calculation based on the
envelope function approximation [104]. The energy values obtained from this calcula-
tion agree very well with the experimental data.

The temperature dependence of both the energy and broadening of interband elec-
tronic transitions can yield important information about, e.g. electron–phonon
interactions or excitonic effects. An increase of temperature leads to a red shift of the
band gaps and an increase in the linewidth. The temperature variation of the energy
gaps can be described by equations involving three parameters such as the Varshni
expression or the more recently proposed term containing the Bose–Einstein occupation
factor for phonons (Eqs. (18), (19)) [3]. A similar Bose–Einstein equation has also been
used to fit the temperature dependence of the broadening function (Eq. (20)).

Fig. 24. The photoreflectance spectra of
GaAs/Al0.35Ga0.65As MQW structure
in the energy range of 11H and 11L
 transitions measured at different

temperatures. Their intensities are not
in scale. Arrows mark 11H transition

energy (after Sitarek et al. [102])
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Sitarek et al. [102] have reported a study of the temperature dependence of PR
spectra from Al0.35Ga0.65As/GaAs MQW in the 80–300 K temperature range. In Fig. 24,
the PR spectra of the 11H and the 11L transitions at different temperatures are shown.
From the least-squares fits to the experimental data with FDGL, the values of E11H were
obtained. The fit also yielded the broadening parameter Γ.

The parameters in the Bose–Einstein expression such as the strength of the electron–
phonon interaction aB, and ΘB corresponding to the average phonon temperature, (see
Eq. (19)) describe the temperature dependence of 11H transition energies of
AlGaAs/GaAs MQW. The values of aB and ΘB obtained for 11H transition are very
similar to the values for bulk GaAs. In the lattice matched AlGaAs/GaAs heterostruc-
tures, the temperature dependence of the band gap of the material forming the wells is
the main factor affecting the relation of the transition energy and temperature.

The variation of the broadening parameter with temperature can also be expressed
by the Bose–Einstein expression (see Eq. (20)). Parameter Γ0 contains inhomogeneity
contribution resulting from the interface roughness, alloy clustering and strain distribu-
tion (a small value of Γ0 tells us that structure is very homogeneous). For the 11H
transition, Sitarek et al. [102] found that Γ0 = 0.71 meV.

In the studies of electronic and optical properties of quantum wells (and multiple
quantum wells), the major attention was focused on confined states. In quantum well
structures, the existence of energy levels formed above (below) the conduction (valence)
band of the barriers has been observed in both low-temperature Raman spectroscopy
[105] and low-temperature PLE spectroscopy [106]. Using photoreflectance spectros-
copy, it is possible to investigate optical transitions involving unconfined states at room
temperature [107, 108]. Up to now little work has been done on the study of such sub-
bands.

The features observed at the energies higher than the resonance corresponding to
bulk AlGaAs seen in Fig. 23 were under detailed study by Sitarek et al. [103]. A room
-temperature PR spectrum for a Al0.35Ga0.65As/GaAs MQW with a 15 nm well width, is
shown in Fig. 25 for the energies equal and higher than the band gap of the barrier en-
ergy. The feature at about 1.87 eV corresponds to the direct band gap of AlGaAs.
Three additional features, marked A, B and C, were observed above the resonance re-
lated to AlGaAs band gap.

Sitarek et al. [103] reported energy level splitting in the optical transitions between un-
confined electron and hole subbands in AlGaAs/GaAs MQWs. The splitting is associated
with the energy dispersion in the direction along the MQW growth direction (z-axis). This
dispersion leads to the formation of subbands in superlattices (and MQW structures). The
width of the subband is determined by the energy difference between the quantized state at
kz = 0 (Brillouine zone centre) and kz = π/d (Brillouine zone edge). Here d = LW + LB is the
sum of the well thickness LW and the barrier thickness LB.
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In order to obtain the transition energies between subbands, the third-derivative
functional form (Eq. (4)) [109, 15] was used to fit the PR experimental data. The solid
line in Fig. 25 shows the least squares fit to the TDFF.

The quasibound states at the above-barrier region in type-II ZnTe/CdSe superlat-
tices were observed at room temperature by photoreflectance, contactless
electroreflectance, as well as photoconductivity measurements by Tseng et al. [110].
They provide a concrete evidence for the strong localization of the carrier waves in the
barrier region. It was found that the barrier-width dependence of the above-barrier
ground-state transition energies can be well described by the constructive interference
condition. Tseng et al. observed the absorptive spatially indirect transition between
electrons confined in the CdSe and holes confined in the ZnTe layers.
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Fig. 25. Photoreflectance spectrum of GaAs/Al0.35Ga0.65As MQW structure in the range
above the barrier transitions. Solid line is the fit according to Eq. (4). Vertical lines mark
the energies of optical transitions involving unconfined states (after Sitarek et al. [103])

In strained systems, the properties of the electron and hole quantum states depend on
both the strain and quantum confinement. It is useful to define the conduction band
offset parameter
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where ∆EC and HH
VE∆  are the conduction band and the heavy-hole valence band dis-

continuities, respectively. When thin InGaAs layers are grown on a AlGaAs buffer
layer, a biaxial in-plane compression and a corresponding extension (tensile strain)
along the growth direction are sustained in InGaAs. Such a strain alters the band
structure of InGaAs [111]. The energy band gap increases due to the compressive hy-
drostatic component of the strain while the tensile, (001) uniaxial strain splits the
heavy-light hole degeneracy at the Brillouine zone centre. The relative positions of the
bands in the InGaAs/GaAs QWs can lead to two possible configurations of the poten-
tial of the well. If the conduction band offset parameter QC is less than 0.5, both the
electrons and the holes are confined to the InGaAs region. In the other case
(QC > 0.5), the electrons and the heavy holes are in the InGaAs region (configuration of
type I), while the light holes are in the GaAs region (configuration of type II).

Sęk et al. [112] studied the InGaAs/GaAs QW structure grown by MOCVD. The
structure consisted of five 10 nm In0.115Ga0.885As quantum wells separated with 80 nm
GaAs barriers. They also concluded that light holes are confined in GaAs layer configu-
ration of type II.

Because of their potential applications for long-wavelength optoelectronic devices,
e.g. high-performance laser diodes emitting at the 1.3 and 1.55 µm optical fibre win-
dow, narrow band-gap semiconductors and especially low-dimensional structures based
on such semiconductors are widely investigated.

A recent increase in interest in QW structures operating in the 1.3–1.55 µm spectral
region caused an increase in applications of the post-growth techniques that produce
non-square QWs, for the modification of the operation wavelength of well-known InP-
based laser structures. The InGaAsP/InP laser structures grown by gas source MBE
have been investigated by Kudrawiec et al. [113]. The structures were modified using
the rapid thermal annealing (RTA) technique. The migration of atoms across quantum
well interfaces (during RTA) changes the quantum well profile from a square to a
rounded well and is responsible for that blue shift (in comparison to as-grown structure)
of all optical transitions observed in PR. Thus using RTA (or other techniques) enables
tuning the laser structure to a proper wavelength.

Another alloy which may be used for the construction of long-wavelength optoelec-
tronic devices is the quaternary alloy InGaAsN. Compared to the InGaAsP quantum
well system, GaInAsN/GaAs QW’s have a larger conduction band offset which leads to
a stronger electron confinement and hence higher characteristic temperatures. The high-
temperature performance of GaInAsN-based laser diodes is expected to be better than
that of InGaAsP devices. Due to its possible applications GaInAsN/GaAs QWs have
been widely investigated in recent years (see for example [114–119]).
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The InxGa1–xSb/GaSb strained system has potential applications for example in:
trace gas sensing, atmospheric pollution and drug monitoring, medical procedures such
as laser surgery and medical diagnostic, absorption spectroscopy or long-haul telecom-
munications, and especially low threshold current lasers at wavelengths ranging from
1.5 to 2.2 µm.

Single quantum well In0.22Ga0.78Sb/GaSb structure grown by MBE on GaSb sub-
strate was investigated by Kudrawiec et al. [120]. Figure 26 shows a comparison of
photoluminescence, reflectance, photoreflectance, transmittance and phototransmittance
spectra of a In0.22Ga0.78Sb/GaSb single quantum well recorded at T = 10 K. In the PL
spectrum, three peaks are observed. Two high-energy peaks (at 0.776 and 0.790 eV)
are GaSb defect-related and were previously observed in GaSb-based quantum well
structures. The third, dominating, very narrow (3.5 meV) peak at 0.691 eV, labelled
1C-1HH, originates from the quantum well and represents ground-state heavy-hole
exciton radiative recombination. In reflectance spectrum only a feature associated with
GaSb band gap exciton (in the buffer and/or cap layer) is clearly observed. Only a very
weak trace of the quantum well-related signal is seen. On the contrary, strong and well-
resolved features are observed in the photoreflectance and phototransmitance (PT)
spectra below the GaSb band gap energy.

Fig. 26. Comparison of photoluminescence (PL),
reflectance (R), photoreflectance (PR),

transmittance (T) and phototransmittance (PT)
spectra of In0.22Ga0.78Sb/GaSb single quantum well

at 10 K (after Kudrawiec et al. [120])
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Due to the transparence of the GaSb substrate for light of wavelengths longer than
1.55 µm (at 10 K), it was possible to carry out the photomodulation spectroscopy ex-
periments in reflection and transmission modes and both techniques appeared to probe
the single In0.22Ga0.78Sb quantum well. In both derivative spectra (PR and PT), the same
quantum well-related transitions are observed. There is only one important difference
between photoreflectance and phototransmittance and hence also between their spectra.
In PR, a strong GaSb-related feature is seen in the shape of the Franz
–Keldysh oscillations, reflecting the existence of a weak built-in electric field at the
surface of GaSb or at GaSb buffer–GaSb substrate interface. It is impossible to ob-
serve such a signal in PT spectrum due to the strong absorption in the GaSb substrate
which starts to increase significantly when the photon energy of the probe beam ap-
proaches the energy of GaSb band gap (0.8 eV).

In terms of device applications, wide band-gap semiconductors are very important,
especially for so-called “blue optoelectronics”. Wetzel et al. [121, 122] have performed
enhanced studies of multiple quantum well InxGa1–xN/GaN systems using photoreflec-
tance spectroscopy.

As long as the barriers in multiple quantum wells structure are thick, the coupling
between the wells does not occur. The simplest structure containing coupled QWs is
double quantum well (DQW). Sęk et al. [123] studied undoped symmetric structure
with two GaAs/AlGaAs quantum wells separated by an AlAs mono-layer (ML). The
structure was grown by the MBE on a (001) semi-insulating GaAs wafer. In Fig. 27,
a room-temperature PR spectrum for the investigated structure is shown. A few reso-
nances related to DQW transitions occur above the feature related to GaAs band gap
transition. The transitions are labelled according to the common notation with indices s
and a, where index s (a) means the transition between symmetric (antisymmetric) states.
Sęk et al. [123] obtained a very good agreement between the experimental transition
energies and those from theoretical calculations based on envelope function approxima-
tion.
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Fig. 27. Photoreflectance spectrum from the GaAs/Al0.3Ga0.7As
double quantum well structure. Arrows indicate

the experimental transition energies (after Sęk et al. [123])

The In0.045Ga0.955As/GaAs DQW structure was investigated by Sęk et al. [124].
They examined the dependence of the intensity of forbidden transitions on the built-in
electric field. To change the electric field in the structure, the authors used an additional
laser beam (third light beam). They found that the ratio of the intensity of forbidden
transitions to the intensity of the fundamental allowed transition depends linearly on the
third beam power density and hence approximately linearly on the internal electric field
in the region of DQW.

To obtain an enhanced spatial resolution comparing to conventional PR, Cho et al.
[125] put forward the near-field scanning optical spectroscopy combined with PR to
investigate Al0.3Ga0.7As/GaAs quantum well structures.

5.2. Quantum dots

With nanoscale lithographic techniques used to 2D heterostructures, it is possible to
obtain quantum dots (QD) – quasi zero dimensional (0D) objects.

Qiang et al. [126] reported room-temperature PR studies of GaAs/Ga0.7

Al0.3As quantum dots arrays, fabricated by reactive ion etching. An MBE structure,
consisting of a 500 nm of an unintentionally doped GaAs buffer layer followed by 100
periods of GaAs(8 nm)/Ga0.7Al0.3As(12 nm) quantum wells, capped by 10 nm of GaAs,
was grown on (001) semiinsulating GaAs substrate. Three quantum dot arrays, with the
lateral sizes of 500 nm, 400 nm and 230 nm, and MQW control structure have been
investigated. The distance between the dots was four times greater than their diameter.
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Fig. 28. Photoreflectance spectra at 300 K in the region of 11H and 11L
transitions from three GaAs/Al0.3Ga0.7As quantum dot arrays

and the spectrum of the control structure (after Qiang et al. [126])

The solid lines in Fig. 28 show room-temperature photoreflectance spectra of the
control sample and the QD arrays. The dashed lines are the least-square fits of the data
to the first derivative of a Gaussian profile. The calculations yield the energy positions
and the broadening parameters of PR features. Energies of 11H and 11L optical transi-
tions obtained from the experiment are denoted by arrows.

The energy positions of 11H and 11L from the control sample are consistent with an
8 nm GaAs quantum well. The energy of the 11L transition varies very little from sam-
ple to sample. When compared to the control sample, the energy of 11H optical
transition in the 500 nm dot structure is blue shifted by about 5 meV. It decreases to
almost its original position (in the control sample) in the 230 nm dot array. The strain
induced by RIE is fairly uniform resulting in small differences in the broadening pa-
rameters for all resonances.

Qiang et al. explained the behaviour of 11H and 11L transition energies in terms of
the strains in the quantum dots. For the 500 nm dots there is a compressive strain of
about –7×10–4 along the growth direction. A reduction of strain was observed when the
lateral dimension of QD decreased. For the structure with the smallest dots the strain
was reduced to about –2×10–4.

Gumbs et al. [127, 128] investigated the intersubband transitions from modulation
-doped GaAs/GaAlAs quantum dot arrays fabricated by RIE. By using PR performed
at 77 K and 300 K, they studied two quantum dot structures with dots of 60 nm and
100 nm in diameter.

Klar et al. [129] investigated high-density patterns of ZnTe/Zn0.93Mn0.07Te quantum
dots. Quantum dots with the diameter of 200 nm were prepared by electron lithography
followed by Ar+ ion beam etching from four MBE grown ZnTe/Zn0.93

Mn0.07Te MQW structures with 4 nm, 6 nm, 8 nm and 10 nm well widths. Photoreflec-
tance measurements were performed at 10 K. The modulation was carried out with
a 632.8 nm (1.96 eV) He-Ne laser (below-bandgap photomodulation). Klar et al.
showed that the main effect of the nanofabrication process is a change in the strain of
the quantum dot structures when compared with control sample. The parent structure
is, in a good approximation, strained to the ZnTe buffer layer whereas quantum dots
are unstrained.

For light hole excitons, an increase in the oscillator strength was observed in the QD
structures. An electric dipole moment, parallel to the growth direction, introduced by
the probe light that can penetrate the QD side walls (the side walls are not perpendicu-
lar to the surface) is a possible explanation of this effect.

Klar et al. [129] did not observe any confinement effects due to the reduction of the
dimensionality from 2D to 0D. The lateral sizes of dots being under study were too
large to observe such confinement effects.
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The quantum dot structures, described in the above papers, were obtained by the li-
thography followed by etching processes. The size of dots and the level of perfection in
such structures are limited by the lithographic processing. Using an epitaxial growth of
materials with a large lattice mismatch is a way of obtaining islands of small lateral
sizes of one material grown on the other material. Quantum dots obtained in such a way
are referred as “self-assembled” or “self-organised”.

Ulrich et al. [130] used the above method to obtain nanoscale InP islands embedded
in In0.48Ga0.52P matrices. The structures were grown by MBE on (001) GaAs substrate.
The substrate layer was followed by 200 nm of In0.48Ga0.52P and from three to ten
monolayers of InP, covered by another 200 nm In0.48Ga0.52P cap layer. The atomic force
microscope (AFM) pictures showed that the island density is of the order of 1010 cm–2.
This structure, with nominally three monolayers of InP, formed dots (islands) of 20–30
nm in diameter and 5–10 nm high. When the number of monolayers increases to seven,
the dot diameter increases up to 40–50 nm.

Fig. 29. Photoreflectance spectra of
InP/In0.48Ga0.52P island (dot)  structures

with 3 ML (solid line) and 7 ML (dashed line) of
nominal InP thickness (after Ulrich et al. [130])

Figure 29 presents photoreflectance spectra, measured at 300K, for structures with
three and seven monolayers of InP, respectively. Both spectra show resonances corre-
sponding to E0(GaAs), E0+∆0(GaAs) and E0(InGaP) optical transitions. The transition
denoted as 11H is an optical transition between the first heavy hole and the electron
states of the InP islands. For the three-monolayer sample, the 11H transition is partially
obstructed by the PR feature of E0+∆0(GaAs) transition. The transition labelled 22H is
observed in the PR spectrum of the seven-monolayer sample. Ulrich et al. [130] pro-
posed a simple theoretical model, based on the envelope-function approximation, to
calculate the subband energies. The transition energies, obtained from the theoretical
considerations, agree well with energy values obtained from the experiment for the
structures with InP nominal thickness between three and ten monolayers.

Sęk et al. [131] used room-temperature photoreflectance spectroscopy to investigate op-
tical transitions in MOCVD-grown, InAs/GaAs structures with self-organised quantum dots.
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Tellurium-doped GaAs substrate was followed by the following layers: 100 nm GaAs
buffer, 25 nm Al0.3Ga0.7As, 100 nm GaAs and 1.65 nm monolayer of InAs. A strong lattice
mismatch between the latter two compounds induces the formation of InAs pyramids. The
QD pyramids are covered by 1 nm layer of In0.3Ga0.7As. This structure was then covered
with the 20 nm layer of GaAs, 25 nm of Al0.3Ga0.7As and capped with 20 nm of GaAs. From
the transmission electron microscope measurements, the diameter of the dots is in 10–12 nm
range while the height is about 2.5–3 nm.

A room-temperature PR spectrum of the investigated QD structure is presented in
Fig. 30 (circles). In the figure, we can see three groups of features related to quantum dots,
InAs wetting layer and GaAs band gap, respectively. The features labelled QD1, QD2 and
QD3 correspond to optical transitions in quantum dots. The resonances designated as WL1
and WL2 correspond to the 11H and 11L transitions in the step-shaped quantum well,
formed in the InAs wetting layer and the In0.3Ga0.7As layer covering the dots.

Fig. 30. Room-temperature PR spectrum of InAs/GaAs quantum dot structure (circles).
Solid line represents a fit according to the first-derivative Gaussian lineshape

to the experimental data. Arrows indicate the transition energies (after Sęk et al. [131])

In order to obtain the transition energy values, fitting of the first derivative of
the Gaussian lineshape to the experimental data was performed. The FDGL fit is pre-
sented in Fig. 30 as a solid line. The interpretation of QD related transitions was
possible after theoretical calculations for buried, pyramid-shaped InAs QD’s on (001)
GaAs bound to {101} facets. Assuming the pyramidal shape of the dots, accounting for
strain distribution, piezoelectricity, valence band mixing and conduction band
–valence band coupling, the electronic structure and optical properties were modelled
using 8-band k⋅⋅⋅⋅p theory [104]. After extrapolating these results to room temperature
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and taking into account the exciton binding energy, the values of transition energy are in
good agreement with the experimental results. QD1, QD2 and QD3 transitions were
identified as e0-h0, e2–h1 and e1–h3, respectively, where e0 (h0) denotes the ground
electron (hole) state.

The vertical stacking of dots in laser structures and the idea of employing coupled
dots in quantum computational concepts caused an increase of interest in the investiga-
tion of a dot–dot interaction in double dot systems. The photoreflectance turned out to
be adequate also in this case. Sęk et al. [132, 133] investigated three self-organized
vertically coupled In0.6Ga0.4As/GaAs double quantum dots structures differing only in
the thickness LS of the GaAs separating layer. The spectra of the structures obtained at
10 K PR are presented in Fig. 31.

Fig. 31. Photoreflectance spectra of double
quantum dot structures for various

thicknesses of the separating GaAs layer
(after Sęk et al. [132])
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The splitting of double wetting layer quantum well and quantum dot states due to
the coupling has been observed even though the experiment was carried out on millions
of dots and the PR lines were inhomogenously broadened. The DQD’s splitting energy
has been determined from the experiment and compared to its calculated dependence on
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the spacer thickness. A very good agreement was obtained which confirmed that for 10
nm thickness of the separating GaAs barrier the dots are almost uncoupled and struc-
ture can be treated as two independent layers of dots.

6. Photoreflectance study of device structures

In the preceding sections, it was shown that photoreflectance spectroscopy is
a powerful tool for investigation of characteristic properties of bulk semiconductors and
low-dimensional semiconductor heterostructures. The PR technique may be used not
only for characterization of the low-dimensional structures but also to examine semi-
conductor device structures as well. In the next few paragraphs, we will present
applications of PR spectroscopy for the studies of high electron mobility transistor
(HEMT) structures, pseudomorphic HEMT (PHEMT) devices, heterojunction bipolar
transistors (HBT), and vertical/planar light emitting lasers.

6.1. Transistors

A HEMT structure is formed by a charge transfer from a heavily doped AlGaAs
layer to an undoped GaAs layer. This process results in placing the electrons in a very
pure GaAs layer, resulting in very high electron mobility. A scheme of such a structure
is shown in Fig. 32. The electrons transferred to the GaAs layer are confined to the
interfacial region and form a two-dimensional electron gas (2DEG) in a nearly triangu-
lar potential well. In order to avoid Coulomb interactions between the electrons with
enhanced electron mobility in 2DEG and the ionised donors in n+ AlGaAs layer, an
insulating AlGaAs spacer layer usually separates these two layers. The thickness of the
spacer determines the number of electrons transferred. The presence of a potential well
results in the formation of subband states in the conduction band. The valence band
exhibits no confinement and hence has a three-dimensional characteristics.
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Fig. 32. Schematic diagram
of AlGaAs/GaAs HEMT structure

Soares et al. [134, 135] investigated three AlGaAs/GaAs HEMT structures with
different spacer widths. All structures were grown by MBE on a semi-insulating GaAs
substrate. The GaAs substrate was followed by 500 nm undoped active GaAs layer, an
undoped Al0.3Ga0.7As spacer, an Si-doped Al0.3Ga0.7As barrier layer and an Si-doped
GaAs cap layer of donor concentration ND = 3×1018 cm–3. The widths and donor con-
centrations of the barrier layers were 50 nm and ND =1×1018 cm–3 for structure 1 and
40 nm and ND = 1.5×1018 cm–3 for structures 2 and 3, respectively. The thickness of the
spacer layer was 0 nm, 6 nm and 8 nm.

Figure 33 presents room-temperature PR spectra of three HEMT structures. Each
spectrum exhibits two types of oscillations: short-period oscillations at the fundamental
gap of GaAs and wide-period oscillations extending over the whole spectral range. The
wide-period oscillations originate from the Franz–Keldysh effect. The strength of the
surface electric field, obtained from the period of FKO, is slightly lower than that ob-
tained from the electric field profile calculations (about 750 kV/cm).

Fig. 33. Photoreflectance spectra from AlGaAs/GaAs HEMT structures
1 (a), 2 (b) and 3 (c) (after Soares et al. [134])

The short-period oscillations in structure 1 differ from oscillations in the other
structures. For example, the amplitude of these oscillations for structures 2 and 3 is
considerably smaller than for structure 1. The differences between structure 1 and the
other structures, concerning GaAs layers, occur only at the AlGaAs/GaAs interfaces.
Thus Soares et al. [134] attributed the lineshape discrepancies to different interface
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qualities. In the case of sample 1, the interface is of relatively good quality and the
charge density, associated with the interface defects, is small. Interface defects and the
associated interface charge seem to be present in samples 2 and 3. The quality of the
interface influences the electric field profile and hence the PR spectra. The short-period
oscillations cannot be traced back to the Franz–Keldysh effect. Soares et al. assumed
that the origin of these features is from optical transitions to subband states above the
Fermi level. These subbands are formed in AlGaAs/GaAs potential well.

Sęk et al. [136] studied two AlGaAs/GaAs HEMT structures grown by MBE.
A buffer layer, 100 periods of GaAs(2.5 nm)/AlGaAs(2.5 nm) superlattice, 510 nm
GaAs active layer, AlGaAs spacer layer of 40 or 80 nm width and 200 nm n-doped
(1×1017 cm–3) AlGaAs layer were grown on a GaAs substrate. The structure was termi-
nated with a 17 nm GaAs cap layer.

A PR spectrum of HEMT structure with an 80 nm spacer layer is presented in
Fig. 34. The spectrum can be divided into several independent regions. In the region
around 1.42 eV, the main peak corresponds to GaAs band gap transition. A weak peak,
visible in the low-energy part of this spectrum, is related to the excitonic transition. The
additional resonance at 1.435 eV is probably related to a two-dimensional electron gas.
Sęk et al. [136] interpreted the oscillatory signal around 1.6 eV as the Franz–Keldysh
oscillations associated with the superlattice (SL) present in the structure. In the pres-
ence of an internal electric field, the electrons can be accelerated in the field direction
and transitions in short-period SL may be analyzed in terms of the miniband Franz–
Keldysh effect. The electric field value, deduced from the period of the oscillations, is
4.4 kV/cm.

Fig. 34. Room-temperature spectrum from
Al 0.33Ga0.67As/GaAs HEMT structure (after Sęk et al. [136])

Between 1.45 eV and 1.6 eV there is a broad oscillation. Such an oscillation is
characteristic of the Franz–Keldysh effect from the fully depleted GaAs cap layer.
A feature corresponding to the AlGaAs band gap transition, appears in the spectrum
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above 1.85 eV. From the position of this resonance, the Al content was deduced to be
33%. An additional feature is present at about 1.95 eV. This feature probably results
from the overlapping of two Franz–Keldysh oscillations associated with AlGaAs band
gap resonances from different parts of the structure: from the highly doped AlGaAs
layer and the undoped AlGaAs spacer.

The photoreflectance spectrum obtained from the structure with a 40 nm spacer
layer was very similar to the previous one. The only difference was in the absence of the
excitonic feature due to the higher (6.3 kV/cm) electric field formed in this structure.

One type of HEMT, the pseudomorphic AlGaAs/InGaAs/GaAs modulation doped
structure (PHEMT), demonstrated an outstanding power performance. In the AlGaAs
/InGaAs/GaAs system, a large electron concentration in the two-dimensional gas can be
achieved while the electron mobility remains very high. These structures promise device
performance up to a few hundred GHz. The energy band profile of PHEMT structure is
shown in Fig. 35.

Fig. 35. The energy band profile
of AlGaAs/InGaAs/GaAs PHEMT structure

A detailed study of a pseudomorphic Al0.22Ga0.78As/In0.21Ga0.79As/GaAs HEMT
structure in the temperature range from liquid nitrogen to the room temperature was
reported by Yin et al. [137]. The structure was fabricated with MBE on (001) GaAs
substrate. It has similar profiles as those in HEMTs used for both low-noise and power
amplification at 94 GHz. A 300 nm of not-intentionally doped GaAs, followed by 15 nm of
In0.21Ga0.79As, 3 nm of Al0.22Ga0.78As, a planar Si doping layer of 5×1012 cm–2,
50 nm of Al0.22Ga0.78As and a 5 nm GaAs cap, was grown on the top of the buffer
structure. From Hall measurements, sheet electron densities of Ns = 2.3×1012 cm–2 at
77 K and Ns = 2.5×1012 cm–2 at 300 K were determined.

Figure 36 shows both the PR and the electroreflectance (ER) spectra of PHEMT
structure. The features below 1.4 eV, labelled A, B and C, are associated with InGaAs
quantum well. The features between 1.4 eV and 1.45 eV originate from GaAs and those
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at about 1.75 eV from the AlGaAs layer. The peaks at energies lower than those from
AlGaAs, originate from GaAs/AlGaAs MQW. The part of the spectrum originating
from InGaAs quantum well is the most interesting. Lineshapes of A, B and C features
are unusual for modulation spectroscopy from a QW system. The traces should have
positive and negative lobs but in this case they lie only on one side of the baseline. Also,
the peak labelled as A is asymmetric on the high-energy side. This asymmetry property
is due to the Fermi level filling factor. This enabled Yin et al. [137] to determine the
Fermi energy and hence Ns.

In order to identify the origins of the A, B and C peaks, Yin et al. performed a self-
consistent theoretical calculation. They found a very good agreement between ER ex-
periment and theory associating features A, B and C with 21H, 32H and 42H
transitions, respectively. Transitions which involve the ground electron subband are not
allowed since EF lies above this level. The densities of two-dimensional electron gas,
obtained from the data, are in a good agreement with the Hall results. The Fermi energy
(and hence Ns), obtained from the PR studies, is larger than that corresponding to the
ER measurements. The discrepancy results from the presence of carriers photoexcited
by the pump beam. Decreasing the pump light intensity can reduce the differences be-
tween the PR and ER spectra.

Fig. 36. Photoreflectance and electroreflectance
spectra  from AlGaAs/InGaAs/GaAs PHEMT

structure. Features labelled A, B and C are associated
with InGaAs quantum well (after Yin et al. [137])

Yin et al. [138] performed room-temperature PR investigations of three different
AlGaAs/InGaAs/GaAs PHEMT structures. Besides the investigations of InGaAs region
of the PR spectra, they studied features related to the GaAs and AlGaAs layers. They
deduced electric fields corresponding to the GaAs and AlGaAs and also the Al compo-
sition. The field related to the GaAs signal is in agreement with the calculated built-in
electric field. The Al composition also confirms the intended growth conditions.

Han et al. [139] studied the AlGaAs/InGaAs/AlGaAs PHEMT structures with different
doping profiles. The doping on both sides of the InGaAs channel affects the electric field in
GaAs and AlGaAs layers. The front side doping (Si delta-doped top AlGaAs layer, 2 nm
from AlGaAs/InGaAs interface) influences mostly the Franz–Keldysh oscillations (electric
field) in the AlGaAs layer, while back-side doping (Si-doped AlGaAs layer 3 nm below
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InGaAs/AlGaAs interface) affects the Franz–Keldysh oscillations of the buffer GaAs fea-
ture. Han et al. [139] have not found any relationship between the electric field present in the
structure and the channel carrier concentration.

There is a considerable interest in heterojunction bipolar transistor (HBT) technol-
ogy for use in high-speed digital circuits and efficient microwave devices. The large
valence band discontinuity at the emitter-base junction introduces an energy barrier
which limits the injection of minority carriers from the base to the emitter. Hence, the
emitter injection efficiency and the current gain can be improved significantly. An im-
portant drawback of HBT is a large collector–emitter offset voltage resulting from the
turn-on voltage difference between the emitter–base heterojunction and base-collector
homojunction.

Bottka et al. [140] studied AlGaAs/GaAs HBT structures grown by MOVPE tech-
nique. After growth, HBTs were fabricated in a portion of the wafer. In order to assess
the transistor performance, current–voltage (I–V) and capacitance–voltage
(C–V) characteristics were collected.

Figure 37 shows the PR spectra from the sample grown on a thick base layer (low
current gain, β = 5), obtained using 400 Hz modulated 488 and 633 nm laser light. In
part (a) of the figure, the damped oscillations between 1.45 and 1.7 eV correspond to
the Franz–Keldysh oscillations mainly from the emitter-base space charge region. An
electric field corresponding to these oscillations is about 130 kV/cm. In part (b) of the
figure, an additional lower period Franz–Keldysh oscillation is observed in the spectral
region between 1.44 and 1.5 eV. This feature originates from the base-collector space
charge region. The oscillatory structure above 1.79 eV corresponds to the Franz
–Keldysh oscillations of the AlxGa1–xAs emitter layer, having an electric field of about
100 kV/cm. The x = 0.28 Al mole fraction was deduced from the energy gap.

Fig. 37. Room-temperature photoreflectance spectra
from a wide base AlGaAs/GaAs HBT structure

(after Bottka et al. [140])
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The base–emitter region is most critical for the overall device performance. A small
difference in the placement of the base-emitter p-n junction can have considerable im-
pact on the device. From the analysis of certain spectral features, Bottka et al. [140]
evaluated the built-in DC electric field in both the AlGaAs emitter and in the n– GaAs
collector region.

Sun and Pollak [141] studied the origin of the Franz–Keldysh oscillations, observed
in photoreflectance spectra, associated with the electric fields in the AlGaAs emitter and
the GaAs collector of graded band gap heterojunction bipolar transistors. They derived
analytical expressions for the origins of the Franz–Keldysh oscillations, associated with
the fields in the graded emitter and collector regions of AlGaAs/GaAs HBT. The
authors found that the oscillations from the collector are the measure of the maximum
collector space charge field at the collector-base junction. The Franz
–Keldysh oscillations, originating from the graded band gap AlGaAs emitter, are
a function of both the space charge field and emitter-base grading dimension.

Compared to GaAs/AlGaAs based structures, lattice matched InP/In0.53Ga0.47As
HBT structures have several advantages. Low turn-on voltage, low surface recombina-
tion rate and a use of the same substrates as sources and detectors of 1.3–1.55 µm
wavelength radiation (favoured in optoelectronics) are some of the examples.

Using PR, Yan et al. [142] investigated a lattice-matched InP/In0.53Ga0.47As HBT
structure grown by gas-source MBE. They performed a room-temperature measure-
ment. From the periods of the Franz–Keldysh oscillations, they evaluated built-in
electric fields to be 30 kV/cm and 100 kV/cm and corresponding donor levels of
4.5×1015 and 3.5×1016 cm–3 in n-InGaAs collector and n-InP emitter regions, respec-
tively. The energy of the optical transition in InGaAs indicates that this material is
lattice-matched to the InP.

A heterojunction bipolar transistor, based on InAlAs/InGaAs, has a break-down
voltage lower than the two types of HBTs described above. Because of this fact, the
InAlAs/InGaAs HBTs become an interesting topic in low-bias integrated-circuit appli-
cations. The simplest way to reduce the offset voltage is the method of inserting an
intrinsic spacer, made of material with a small band gap, between the emitter and the
base. Confining the two-dimensional electron gas, the spacer reduces the energy spike in
the emitter-base junction.

Using photoreflectance spectroscopy, Chen et al. [143–146] studied lattice-matched
InAlAs/InGaAs HBTs, grown by MBE. The structures were fabricated on an n+ InP:Si
substrate (001). Two samples, with 30 nm and 50 nm width of the undoped InGaAs
spacer layer, have been studied. Figure 38 shows a self-consistent calculated energy
band diagram of a sample with the 30 nm spacer layer.

Photoreflectance spectra of the structures studied are presented in Fig. 39. Spectrum
#1 comes from the structure with the 30 nm spacer and spectrum #2 is related to the
structure with the 50 nm spacer. Features labelled as A and E denote the transitions due
to the InxGa1–xAs and the InyAl1–yAs band gaps, respectively. From the energy position
of these two features, In contents x = 0.516 and y = 0.540 were obtained. The quantum
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confined excitonic transitions, with excitons formed by electrons confined to the QW in
the emitter–spacer junction and unconfined holes in the valence band, are denoted as B.
The features denoted as C are due to the electronic transitions between the valence band
and a subband edge in the triangular quantum well in the spacer portion. The E0 + ∆0

transitions in InGaAs are labelled D. The Franz–Keldysh oscillations near C and E are
related to the built-in DC electric field. From the oscillations, Hsu et al. [143] found
that the electric field in the InGaAs spacer and InAlAs emitter regions are 50.2 kV/cm
and 107.6 kV/cm, respectively, for the sample with LS = 30 nm and 41.4 kV/cm and
107.6 kV/cm for the sample with LS = 50 nm. The electric field associated with C de-
creases as the spacer thickness increases. The authors estimated that the interface
charge carrier density, NS, is 3.54×1011 cm–2 for LS = 30 nm and 4.22×1011 cm–2 for
LS = 50 nm.

Photoreflectance studies on the InAlAs/InGaAs HBT structure with LS = 30 nm
were continued by Chen and Jan [145]. They analyzed the behaviour of a two-
dimensional electron gas at the temperatures between 10 K and 300 K. For the first
time, Chen and Jan [145] utilized the temperature dependence of the effective mass to
analyze Franz–Keldysh oscillations with the photoreflectance technique. The values
deduced from the oscillations were in reasonable agreement with the calculations based
on the intended growth condition.

Fig. 38. Self-consistent calculated energy band
diagram of InAlAs/InGaAs HBT with a spacer

layer of 30 nm (after Chen et al. [144])

Fig. 39. The photoreflectance spectra from
InAlAs/InGaAs HBTs with 30 nm (#1) and 50 nm

(#2) spacer thickness. The origin of optical
transitions marked with arrows is described

in the text (after Hsu et al. [143])

Chen et al. [147] investigated graded InAlAs/InGaAs HBT structures at the tem-
peratures between 8 K and 300 K. Using the Varshni and Bose–Einstein equations, they
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described the temperature variation of energy gaps. From the observed Franz–Keldysh
oscillations, they evaluated the built-in electric fields in the i-InGaAs collector, i-
InGaAs spacer and n-InAlAs emitter regions. In the interfaces between the emitter and
base, the electric field values agree with the continuity condition of electric displace-
ments.

The n-p-n double-heterojunction bipolar transistor structure InGaP/InGaAsN/GaAs was
characterized by Lin et al. [148] using polarized photoreflectance spectroscopy. The ordering
parameter of the InGaP was deduced from the polarization ([110] and [ 011 ]) dependence

of the PR signals from the emitter region. The ordering-related piezoelectric field was also
found to influence the electric field, as evaluated from the Franz–Keldysh oscillations ob-
served in the InGaP emitter region. The field in the emitter region was found to be about 25
kV/cm smaller than the theoretical value that does not take into account the possible ordering
induced screening effect, while the field in the collector region agrees well with the theoretical
value. In addition, the InGaAsN band gap was also determined by analyzing the PR spec-
trum of the base region.

6.2. Semiconductor lasers

The vertical cavity surface emitting laser (VCSEL) became recently very important
in opto-electronics. VCSEL has several advantageous properties such as single longitu-
dinal mode operation, small beam divergence, low threshold current and ease of
integrability.

The photoreflectance results on VCSEL structures were reported by Berger et al.
[149, 150]. The samples were grown by a gas source MBE. The structures consisted of
an n+ distributed Bragg reflector (DBR) as the bottom mirror, a cavity with three
GaAs/AlGaAs QWs and a p+ DBR as the top mirror. The full VCSEL structure de-
scribed above is marked DU. The structure obtained at the same conditions but without
top DBR is marked DT.

Berger et al. [149] recorded both the reflected signal RI0 (not normalized reflectiv-
ity) and the modulated signal ∆RI0. A numerical division of ∆RI0 by RI0 gave the PR
spectra. Reflected spectra and PR spectra obtained at room temperature for full struc-
ture (DU) and the structure without top DBR (DT) are plotted in Fig. 40. The dashed
lines represent the RI0 signal. For the DU structure, the RI0 signal shows a reflectivity
plateau of the cavity. Near 1.58 eV, RI0 exhibits a slight dip, which is due to the reso-
nance (Fabry–Perot) mode of the cavity. Solid lines represent PR spectra. The PR
spectra in Fig. 40 exhibit two groups of features in each structure. A transition attrib-
uted to the quantum well occurs around 1.5 eV. Between 1.6 and 1.7 eV is a feature
related to the AlGaAs layers. In the energy range of the plateau, both features in the DU
spectrum are screened. Therefore, it is not possible to precisely determine the transition
energies from this spectrum. The PR spectrum for the DT structure was used to deter-
mine the transition energies in the DU spectrum. Berger et al. [149] discovered that the
features around 1.5 eV originate from the optical transition between the heavy hole and
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the electron subbands. From the energy position of the AlGaAs related feature, the Al
content of 16% was determined.

In order to change the quantum well transition energy, the measurements were per-
formed at temperatures down to 9 K. The PR and RI0 spectra for full VCSEL structure
obtained at 300 K, 110 K and 9 K are shown in Fig. 41. In the PR spectra, the AlGaAs
related transitions exhibit Franz–Keldysh oscillations, from which the value of the elec-
tric field in the cavity is estimated to be 38 kV/cm at a room temperature and decreases
to 17 kV/cm at 9 K. At lower temperatures, the AlGaAs related transitions are no more
screened. As the temperature decreases, the energy shift of QW transition is larger than
the Fabry–Perot cavity mode shift. The intensity of the PR feature corresponding to the
11H transition rises as the temperature decreases. The maximum intensity was observed
at 110 K. Two features around 1.57 eV are present in the spectrum recorded at 110 K.
The higher energy feature originates from the 11H transition and the lower energy one
corresponds to the Fabry–Perot cavity mode [150].

Klar et al. [151, 152] performed photoreflectance and conventional reflectance
studies on an InGaAs/GaAs/AlGaAs vertical cavity surface emitting laser structure at
a room temperature. The structure was grown by MBE on n+ GaAs substrate. It was
designed for operation at λ = 1 µm, and consists of a GaAs cavity with a 8.5 nm wide,
compressively strained In0.28Ga0.72As quantum well in the centre. The cavity is embed-
ded between bottom (n+) and top (p+) distributed Bragg reflectors.

Fig. 40. Photoreflectance spectra at 300 K Fig. 41. Photoreflectance spectra from
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from the full VCSEL structure (#DU)
and structure without a distributed Bragg reflector

(#DT) – solid lines. Dashed lines represent
reflected signal RI0 (after Berger et al. [149])

the full structure of a vertical cavity surface
emitting laser (#DU) at 300 K, 110 K and 9 K

(solid lines). Dashed lines hold for the reflected
signal (after Berger et al. [149])

Figure 42 shows a set of room-temperature PR spectra for different angles of inci-
dence of the probe light. The spectra were taken with the lock-in amplifier set to detect
∆R/R signal, in-phase with respect to the constant PL background from the sample
[151]. All the photoreflectance spectra show three prominent features. The first, at
about 1.185 eV is 11H exciton transition in the In0.28Ga0.72As quantum well. The second
signal moves to a higher energy with increasing angle of incidence. It shows the same
angular dependence as the cavity mode in the R spectrum, hence Klar et al. [151] con-
clude that this PR signal is due to the modulation of the cavity mode. Due to a variation
in the In concentration, the ground-state QW transition is about 100 meV lower in en-
ergy than the cavity mode. The third signal, above 1.4 eV, is due to the FKO in the
GaAs layers.

The strength of the signal from the cavity mode varies with the angle of incidence
and is stronger between 30° and 60° than at the angles of 15° and 75°. This may be
explained as follows. When the cavity mode feature overlaps in energy with a higher-
order quantum well transition, probe light at this energy will be more strongly modu-
lated by the QW than at other angles of incidence (such as 15° and 75°). Thus, one
would expect a stronger photoreflectance signal for the cavity mode when it passes
through positions of resonance with the higher-order QW transition, which are 12H,
13H, 21H and 22H for the QW being under study [151]. For the ranges of incidence
between 30° and 60°, the cavity mode passes through 13H and 21H resonances.

The origin and lineshape of the photoreflectance signal associated with the cavity
mode, Klar et al. [151] explained as follows. Due to the modulation-induced changes in
the complex refractive index of the cavity layers, the cavity mode feature in the reflec-
tance spectrum gives rise to a corresponding feature in the photoreflectance. Thus, the
PR lineshape of this feature corresponds to the first derivative of the cavity mode dip in
the reflectance spectrum.

Gosh et al. [153] report the PR studies on the coupling between the Fabry–Perot
cavity mode (CM) and the QW ground-state excitonic feature in VCSEL structures.
They applied changes in the symmetry of the CM-QW spectral feature by changing the
angle of incidence of the probe beam.
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Fig. 42. Photoreflectance spectra from
InGaAs/GaAs/AlGaAs VCSEL structure for

different angles of incidence of the probe light
(values indicated on the right) taken at a room

temperature (after Klar et al. [151])

Fig. 43. Photoreflectance spectra from
InGaAs/GaAs/AlGaAs VCSEL structure

for various hydrostatic pressures. The pressure
values in GPa are indicated on the left

(after Klar et al. [152])
Klar et al. [152] continued the studies of InGaAs/GaAs/AlGaAs VCSEL structure,

measuring the photoreflectance spectra at hydrostatic pressures up to 1.24 GPa.
Figure 43 shows a series of photoreflectance spectra for various hydrostatic pressures.
All the spectra display two signals. At ambient pressure, the low-energy signal at about
1.19 eV can be assigned to the 11H transition. The high-energy signal, at about 1.295
eV is attributed to the cavity mode. Both signals shift towards higher energy with in-
creasing pressure. Because the energy shift of quantum well exciton feature is bigger
than that of the cavity mode feature; at the highest pressure the overlap between those
two features is observed.

From the photoreflectance data, Klar et al. [152] calculated the pressure coefficients
for the QW exciton and the cavity mode, which are 92 meV/GPa and 15 meV/Gpa,
respectively. The pressure coefficient for 11H transition is in agreement with the studies
of strained InGaAs QWs embedded in GaAs barriers. The authors found that the value
of the pressure coefficient for the cavity mode is mainly caused by the pressure-induced
change of the refractive index of the cavity.
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Fig. 44. Position-dependent PR spectra (open circles)
of InGaAs/GaAs/AlAs at 80 K. By varying

the position of the probe beam on the sample,
indicated on the right (in mm), the cavity mode

was tuned through resonance with the e1hh1 transition
(after Klar et al. [154])

Because of the growth variations across the samples, there may be differences in the
cavity mode energy, so that it can be tuned through the position of resonance with the
QW ground-state exciton, by varying the position of measurement. Such investigations
were performed by Klar et al. [154, 155] on the InGaAs/GaAs/AlAs microcavity
VCSEL structures. Figure 44 depicts the PR spectra of VCSEL structure at 80 K in the
spectral region near the cavity mode/e1hh1 exciton resonance, as a function of the
probe beam position (in mm). The PR spectra clearly show two features which can be
assigned to the cavity mode and the e1hh1 exciton. The e1hh1 transition energy does
not depend noticeably on the probe position but the cavity feature increases in energy
with increasing micrometer setting, crossing the energy of the e1hh1 exciton. The resonance
occurs near the 4.0 mm position. From the scaling factor indicated on the left of Fig. 44 it
may be seen that the PR signal strength is enhanced at resonance by the factor of 25. Al-
though the PR signals of e1hh1 exciton and cavity mode are clearly distinguishable when
they do not overlap, a complicated lineshape arises when they do.

The InGaAs/GaAs/GaAlAs VCSEL structure was investigated using photoreflec-
tance, normal-incidence reflectivity (NIR) and surface photovoltage spectroscopy (SPS)
in the temperature range between 15 K and 400 K by Huang et al. [156]. The PR data
show only the ground (1C–1H) excitonic transition (and FKOs) while the cavity mode
is detected by NIR. The changes of the energy of the ground state and the cavity mode
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energy with temperature are shown in Fig. 45. The open circles and squares in Fig. 45
are E1C–1H(T) and Ecav(T), respectively, from the SPS investigation.

Fig. 45. The changes of the energy of  the ground state and the cavity mode
energy with temperature. The open circles and squares are E1C–1H(T)

Ecav(T), respectively, as determined from the SPS. The solid circles and squares
are E1C–1H(T) and Ecav(T) as determined from PR and NIR, respectively.

The solid and dashed lines are least-square fits to a Bose–Einstein-like expression
and a quadratic term, respectively (after Huang et al. [156])

The closed circles and squares in Fig. 45 are E1C–1H(T) and Ecav(T), respectively, as
determined from the PR and NIR spectra. There is a good agreement between the SPS
data and the relevant PR/NIR measurements. The solid line in Fig. 45 is a least-squares
fit of E1C–1H(T) to a Bose–Einstein-type expression. The quantity Ecav(T) has been fit to
a quadratic expression. Basing on the above-mentioned structural characteristics for the
relevant portions of the sample, the calculated field in the i-GaAs region is 60 kV/cm,
what is substantially higher than the field determined from the FKOs.

Pollak et al. [157] investigated multiple quantum well planar emitting laser struc-
tures. They performed a room-temperature PR study of two pseudomorphic InGa
AsP/InP 1.3 µm MQW laser structures. The structures were fabricated by the MOCVD
technique. The first structure was grown on a (001) InP substrate with a n+ InP buffer. A
lattice-matched InGaAsP separate confinement heterostructures (SCH) about 50 nm
thick, followed by 6–10 InGaAsP QWs (strained layers) with lattice-matched InGaAsP
barriers were grown on the buffer layer. The MQW stack was followed by another
lattice-matched InGaAsP SCH and by a p+ InP layer. The entire structure was covered
with a lattice-matched InGaAsP cap.
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Figure 46 presents the room-temperature PR spectrum of a structure with 6 nm
QWs. The features below 1.1 eV originate from the MQW stack. The signal above
1.3 eV comes from the top InP p+ layer. The feature exhibits the Franz–Keldysh oscil-
lations which can be used to find information about the built-in electric field in this
region. Between these two groups of features is a Franz–Keldysh oscillation originating
from the SCH. The built-in electric field in the SCH region is about 41 kV/cm. The
band gap of SCH material is 1.104 eV, which means that the materials are lattice-
matched.

Fig. 46. Photoreflectance spectrum from a pseudomorphic 1.3 µm
InGaAsP/InP MQW laser structure with QWs 6 nm wide

(after Pollak et al. [157])

A lineshape fit made it possible to accurately determine the energies of five quantum
transitions in the MQW. The lowest energy feature is due to the 11H optical transition.
This transition is responsible for the lasing frequency of the structure. The energy of
11H transition is 0.925 eV (1.34 µm).

Aigouy et al. [158] evaluated the energy of the fundamental transition (11H) in
a 0.98 µm InGaAs/GaAs/InGaP p-i-n quantum well laser, as a function of both the bias
applied to the laser, and the position on the laser stripe. They used photoreflectance as
well electroreflectance techniques with a spatial resolution of about 10 µm. The laser
device was grown by MOCVD on an n+ GaAs (001) substrate. The active region con-
sisted of two undoped pseudomorphic 7-nm In0.19Ga0.81As QWs separated by a 20-nm
undoped GaAs barrier. The active region was surrounded on each side by 85 nm of
GaAs, sandwiched between n- and p-type InGaP.

The application of a forward bias results in a blue shift in the 11H transition energy,
a decrease in the linewidth and an increase in the amplitude of the spectral feature. Re-
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verse bias has the opposite effect. These changes in various parameters are a conse-
quence of the quantum confined Stark effect. At zero bias, the QWs are in the electric
field of the p-i-n structure. Application of the bias changes the electric field, giving rise
to a shift of the transition energy and to changes of other parameters. Aigouy et al.
[158] evaluated the electric field to be 70 kV/cm at zero bias.

They also performed a scan of the 11H transition energy vs. the localization of the probe
light spot on the surface of laser structure. They scanned a surface of 750×50 µm and found
spatial variations in the 11H transition energy of 6–7 meV over the entire region, which are
probably due to inhomogeneities in composition and the electric field distribution.

Dilute-N InGaAs/GaAs based laser structure designed to emit at 1.3 µm was inves-
tigated by Choulis et al. [159]. Interdiffusion effects performed by dielectric capping
and rapid thermal annealing of the InGaAsP-based laser structures were studied by
Kudrawiec et al. [160].

7. Summary

In this article, we presented the review of the experimental, theoretical and instrumenta-
tion aspects of photoreflectance spectroscopy. The photoreflectance is extremely useful since
it is contactless and does not require any special mounting of the sample. Moreover, photore-
flectance can be carried out even at room temperature, providing as much information as
other optical methods (PL, PLE) at very low temperatures. It can be utilized under a wide
variety of conditions such as elevated temperatures (e.g. in situ monitoring of growth), stress,
external electric field or magnetic field.

The emphasis of this paper has been placed on the investigation of the properties of
semiconductor bulk, low-dimensional semiconductor structures and semiconductor de-
vice structures, mainly in relation to the electronic band structure and its consequences.
Refined theories, particularly the low-field first and third derivative formulations and
the Franz–Keldysh model of electromodulation, enabled investigators to quantitatively
analyze the photoreflectance spectra. The sharp, derivative like features of photomodu-
lated signals made it possible to conveniently investigate the band structure of a wide variety
of semiconductors and to explore the influence of different perturbations like temperature,
strain, built-in electric field, growth and processing.
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Abbreviations

2DEG –two-dimensional electron gas
CB –conduction band
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DBR –distributed Bragg reflector
DQW –double quantum well
ER –electroreflectance
FDGL –first-derivative Gaussian lineshape
FDLL –first-derivative Lorenzian lineshape
FFT –fast Fourier transformation
FKO –Franz–Keldysh oscillations
HBT –heterojunction bipolar transistor
HEMT –high electron mobility transistor
HH or hh –heavy holes
LH or lh –light holes
MBE –molecular beam epitaxy
ML –monolayer
MOCVD –metal-organic chemical vapour deposition
MOVPE –metal-organic vapour-phase epitaxy
MQW –multiple quantum well
NIR –normal-incidence reflectivity
PHEMT –pseudomorphic high electron mobility transistor
PL –photoluminescence
PLE –photoluminescence excitation
PR –photoreflectance
PRD –photoreflectance-difference
PT –phototransmittance
QD –quantum dot
QW –quantum well
R –reflectivity
RIE –reactive ion etching
RTA –rapid thermal annealing
SCH –separate confinement heterostructures
SL –superlattice
SPS –surface photovoltage spectroscopy
TDFF –third-derivative functional form
TEM –transmission electron microscopy
VB –valence band
VCSEL –vertical cavity surface emitting laser
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We describe a new combined SNOM/AFM cantilever probe with the aperture FIB micromachined in 
a hollow metal pyramid fabricated on its end. The cantilever can be used in a microscopy set-up with the 
optical or piezoresistive AFM detection system. A processing sequence proposed in the article offers 
a high reproducibility in batch processing typical of semiconductor technology. Moreover, the angle of 
the apex cone is close to 50° which renders it possible to obtain a high-aperture optical throughoutput. 
The probe construction, manufacturing and its basic optical parameters are described. 

Key words: AF; SNOM microscopy; cantilever technology; nanoaperture 

1. Introduction 

The concept of the near-field optical microscopy (SNOM) was first published by 
Synge [1] in 1928. In 1984 Pohl et al. [2] and Lewis et al. [3] used this technology in 
practice. Since that time many authors have reported their SNOM systems, mainly 
based on optical waveguides with the nanoaperture fabricated on the end much smaller 
than the light wavelength λ [4, 5]. The tips usually used in this method are tapered 
optical fibres coated with metal films in such a way that the very end of the tip is free 
of the metal layer. The use of nanoaperture as a local probe makes it possible to over-
come the λ/2 diffraction limit which occurs if the light is detected in far field, i.e., 
when the detector distance is much larger than the wavelength λ of the light used in 
the experiment. In SNOM systems such a local probe is raster-scanned over the sam-
ple surface at a distance much smaller than λ. A simultaneous detection of transmitted, 
reflected or scattered light makes it possible to image optical properties of the sample. 

_________  
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The main drawback of the tapered-fibre based SNOM systems is the resolution limited 
by ‘shear force’ mechanism used to control sample–tip distance [6]. This technique 
uses an optical fibre probe vibrating parallel to the surface under the test in its domi-
nant mechanical resonance. The vibration amplitude is a few nanometres. The 
amplitude and phase change due to tip–surface distance variation is used for the dis-
tance regulation. Unfortunately, the fabrication process of tapered fibres renders very 
small angles of the apex resulting in a significant squeezing of the light passing 
through the tapered region and the aperture itself and consequently in a relatively low 
throughoutput of the aperture. 

In the present paper, we demonstrate a novel technology of combined SNOM 
/AFM cantilever. Our earlier approach [7] allowed fabrication of a piezo-SNOM/AFM 
probe but the reproducibility of the process and optical quality of the device were unsat-
isfactory. In this paper, we report an innovative processing sequence with direct FIB 
aperture drilling. It offers highly reproducible batch processing, typical of the semicon-
ductor technology and renders it possible to produce cantilevers playing the role of AFM 
detectors as well as nanoaperture detectors. Moreover, the illumination of the aperture is 
easier because of wide input opening and its large cone angle. The through- 
output is in the range of 10–5 and higher for aperture diameter of 50 nm. 

Apertures in hollow pyramids have been formed by a direct ion beam drilling with 
a focused beam of 30 keV Ga+ ions. Direct FIB drilling is a reproducible process for 
hole formation in the 30–100 nm diameter range. Formation of smaller apertures is 
possible if special FIB drilling/deposition procedure is applied. Our apertures possess 
excellent optical properties making it possible to use them in polarization-dependent 
experiments, as was suggested by Betzig et al. [8], Valaskovic et al. [9] and Husler et 
al. [10] 

2. SNOM/AFM cantilever technology 

Based on our experience and having considered examples reported in the literature 
[11, 12], we have developed an innovative processing sequence, which offers a highly 
reproducible batch processing, typical of semiconductor technology and silicon mi-
cromechanics rendering it possible to produce cantilevers playing the role of AFM 
detectors as well as optical photo-detectors or nanoaperture detectors. 

A number of functional components were integrated in one silicon chip to form the 
microprobe. The microprobe forms a cantilever beam with a hollow pyramid at the 
end. A set of force sensitive piezoresistors, placed in the base of the beam, allows de-
tection of small deflections of the beam. A tip-shape platform acts as an atomic force 
sensitive unit, while a nano-hole in the platform serves for near field optical measure-
ments. 

The fabrication process starts from pad oxide formation followed by LPCVD ni-
tride deposition. Then a rectangular mesa in a future beam area is defined and plasma 
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etched (Fig. 1a). The mesa level remains elevated several micrometers over the whole 
surface. Next, a sequence of oxidation, photolithography and implantation is used to 
form a set of piezoresistors in the base of the beam area (Fig. 1b). The post 
-implantation oxidation is optimized to protect effectively the probe surface against 
later etching processes. In the next step, membrane areas are defined in the nitride film 
at the back sides of the wafer, and subsequently etched in hot KOH solution while the 
front side of the wafer is protected by a special chuck. The membrane thickness of 30 
µm (as measured in the thickest part, i.e. in the mesa area) is achieved by etching (Fig. 
1c). In the following sequence an inverse hollow pyramid is created.  
 

a) b) 

Piezoresistor  

c) d) 

Silicon nitride

Cr film  

e) f) 

Photoresist Piezoresistive
circuit

Cr tip with
nano-aperture

 
Fig. 1. Scheme of the process sequence of the microprobe fabrication. See text for details 

First, a thin nitride layer is LPCVD deposited. A square contour is photolitho- 
graphically defined at the back side of the membrane, in the future tip location, using 
SU-8 process followed by thick oxidation, resulting in a LOCOS-like shape. Next, 
both the nitride and oxide layers are dry etched away from the square area on the back 
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side of the membrane. Finally, an inverse pyramid hollow is etched in this place where 
bare silicon was previously exposed. Photolithographic opening of contacts to pie-
zoresistors, followed by the creation of metal connections in standard CMOS IC’s 
processing sequence, completes the formation of the piezoresistor set. Then, the back 
side of the membrane, including pyramid walls, is covered with chromium layers in 
magnetron sputtering process (Fig. 1d). In the next step, the probe shape is photoli- 
thographically defined at the front side of the wafer, followed by silicon plasma etch-
ing and chromium etching (Fig. 1e). Finally, a mask-less plasma etching of the nitride 
/pad oxide sandwich from the top of the mesa structure is performed, followed by 
a deep plasma silicon etching, resulting in exposition of the metal pyramid in the former 
mesa area (Fig. 1f). SEM images of the main microprobe regions are shown in Fig. 2. 

a) b) 

  
c)  

 

 
 
 
 
 
 
 

Fig. 2. SEM micrographs of the piezoresistor  
set (a); the pyramidal tip (b) and the beam end  

with the tip (front side)(c) 

Creation of a small aperture of several tens of nanometres is the last step of the 
SNOM/AFM microprobe fabrication. A FIB direct ion beam drilling with a focused 
beam of 30 keV gallium ions is applied to produce a hole in the hollow chromium 
pyramid tip. The direct FIB drilling is a reproducible process for a hole formation in 
the 30–100 nm diameter range (Fig. 3). The ion dose for sputtering the hole is about 
2×109 ions. The positions of specimens in regular arrays can be dialed in automati-
cally, enabling a rapid processing of the samples. The FIB drilling experiments 
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indicate an aspect ratio limit of about 5:1 but the hole size is independent of the aspect 
ratio for holes of diameters below 100 nm. The available FIB systems equipped with 
an xy-stage and image recognition allows drilling 360 sensor Cr pyramids on the wafer 
at a reasonably short time with an excellent reproducibility (size deviation and 
 

 
Fig. 3. SEM image of the tip shape 

and the aperture obtained by the FIB method 

circularity). For the beam geometry of l = 600 µm, b = 210 µm and d = 15 µm we 
obtained cantilevers with the spring constant k = 113 N/m and the resonance fre-
quency fr = 50 kHz. 

3. Aperture verification 

Looking at the SEM images of the tips etched by the FIB method described above 
(Fig. 3), one can see a well defined aperture on the end face of the pyramidal shaped 
tip, placed on the end of the piezoelectric cantilever. For a final verification of our 
tips, we performed polarization measurements of the aperture. For this purpose, we 
used helium-neon laser light (λ = 0.6328 µm ) with the beam power of P = 5 mW. The 
light beam was coupled to the aperture via a microscopic objective of NA = 0.5. We 
used a λ/4 plate to convert the linear polarization of the incident light into the circular 
one, in order to have a possibility to control the input light polarization via a polarizer. 
The degree of polarization of the light which passed the nanoaperture was tested by an 
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analyzer placed between the aperture and the photomultiplier. A dummy sample was 
used in close proximity to the aperture for field conversion purpose (Fig. 4). 

From the theoretical point of view [13], an ideally symmetrical aperture possesses 
two peaks of intensities associated with depolarization fields. They are generated in 
the regions where the incident field is normal to the core/coating interface. The depo-
larization field rotates following the orientation of the incident light polarity. As 
a result, a symmetrical behaviour should be observed in far field for symmetrical aper-
tures. An elliptical or rough rim of aperture coming from metal grains strongly 
changes the field distribution resulting in an asymmetry in far field [14]. 

 
Fig. 4. Set-up for measurements of the polarization behaviour of fabricated apertures 

a) b) 
 
 

aperture 

60 nm

  
Fig. 5. SNOM nanoaperture probe from the authors’ laboratory [7] (a) 
 and a polarization ratio of 60/80 nm aperture with elliptical shape (b) 
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In the beginning of our measurements, we tested cantilevers described in [7], 
elaborated in this laboratory in 2001. After precise measurements of aperture we found 
an elipticity in its shape. In Fig. 5a, a SEM image of the 60/80 nm tip aperture, and in 
Fig. 5b – the corresponding polarization ratio graph are shown. We found that the 
minimum polarization ratio was about 1:38 and the maximum exceeded 1:98. After 
improving our technology, we expected to obtain better results (minimum to maxi-
mum polarization ratio difference factor less than two) due to a better circularity of the 
aperture opening. In Fig 6a, a relative polarization ratio for the aperture fabricated 
using our new batch technology is presented. In this case, we found the polarization 
ratio between 1:77 and 1:98. Thus, a significant improvement of optical properties of 
our SNOM cantilevers was confirmed. 

a) 

 

b) 

 
Fig. 6. Normalized polarization ratio of 50 nm aperture fabricated  

with the improved technology (a) and relative throughoutput of the 50 nm aperture (b) 
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The transmission coefficient of the apertures shows a strong dependence on its di-
ameter. For example, for the cone angle 50° it is of the order of 10–3 for the aperture 
diameter of 100 nm, decreasing to 5×10–7 for the aperture diameter of 10 nm [15]. In 
our case, we obtained a 50-nm aperture throughoutput ratio of 5×10–5 with the values 
lying within 30% with respect to the polarization direction (Fig. 6b). 

4. Microscope measurements 

4.1. Microscope set-up 

The measuring set-up of our SNOM microscope (Fig. 7) consists of two parts. One 
is a head support with a piezotable (PXY100, Piezojena) used for fine sample move-
ment (scanning) in the XY plane (up to 100×100 µm). The piezotable can be 
additionally moved in the XY plane by means of two DC motorized micrometric 
screws (Owis). These coarse movements, which can be done on the distances of 
5×5 mm, are used to select a place of interest over the sample for the subsequent pre-
cise scanning. The head standing on three legs on the head support can be rotated with 
respect to the sample fixed by Z fine movement piezostack to the fine XY movement 
piezotable. One of these legs is a DC motorized micrometric screw which is used to 
perform coarse Z movements of the head (cantilever) with respect to the sample. 
A fine Z movement is realized by the piezostack Z mentioned above. The cantilever 
bending due to force interactions with the sample surface is detected by a standard 
technique using the light reflected from the cantilever surface and detected by a quad-
rant detector. For the cantilever in position of a desired interaction force, the light spot 
is centred on the detector in such a way that the photocurrents from each quadrant are 
equal. Any movement of the cantilever, detected as a current imbalance signal, is used 
in a closed feedback loop with the Z piezostack to stabilize the interaction force during 
the scanning. Laser light used for this purpose is supplied via a monomode waveguide 
coupled to a 780 nm, 5 mW laser by XYZ precise single mode fibre coupler (Thor-
labs). The laser is mounted in TEC with precisely controlled temperature by a TEC 
2000 controller with the temperature stability of 1 mK. The laser power is controlled 
by a LDC 500 laser driver with 1 µW optical power resolution (Thorlabs). The light 
bundle from the waveguide end-face is focused by a lens system on the cantilever 
surface near the aperture. The position of light spot is regulated by an XY adjusting 
system which moves the fibre end with respect to the head body. The fibre is fixed 
inside a ceramic ferrule, cleaved and polished according to a standard procedure used 
during the FC/ST fibre connectors fabrication. The second laser light source 
(S1FC635 fibre coupled laser source) with 3-mW light power and λ = 635 nm, used 
for the aperture illumination, is coupled to the microscope head via another mono-
mode fibre placed inside the same ferrule, parallel to the first one. The distance of the 
core centres of two fibres is 125 µm. The spot of 635 nm light is placed directly 
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Fig. 7. SNOM/AFM microscope set-up 
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on the aperture entrance whereas the 780 nm light spot is placed nearby on the canti-
lever surface using the same lens and the XY ferrule adjusting system. The SNOM 
signal in the transmission mode is collected by a photomultiplier (Hamamatsu) placed 
under the head support. Light from the nanoaperture, after interacting with the sample 
surface, is coupled to one end face of 6 mm thick polycarbonate rod placed directly 
under the sample while the second end of the rod is coupled with the photomultiplier. 
The rod is passed through the head support via a PXY 100 table opening. The micro-
scope head is connected to a scanning and acquisition electronic system controlled by 
a PC computer equipped with the ADDA measuring card (DAS 1702 ST-DA, Keith-
ley) and an appropriate software (proximity control, scanning control + image 
processing) written in our laboratory under the C++ language. 

4.2. Results 

We performed test measurements using standard latex sphere samples for AFM 
and optical transmission contrast capability of our system. All experiments were taken 
in the constant height mode. In this way images are not topography-related. To illumi-
nate the nanoaperture, we used circularly polarized light. The AFM mechanism was 
used for maintaining the sample-aperture distance on the level of several nanometres 
to keep the aperture in the proximity region [16].  

 
Fig. 8. 3D SNOM image of latex spheres  

shadows (φ = 1 µm) (Al on mica) 

The samples were prepared using aqueous suspension of polystyrene latex spheres 
[17]. We used triply distilled water with SDS (0.0025% sodium dodecyl sulfate) as 
a surfactant. In order to obtain a uniform layered structure of latex spheres, the surface 
of substrate should be hydrophilic (must be wetted by the solution). We used  
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 a) 

 
 b) 

 

Fig. 9. 3D AFM image of latex spheres (φ = 50 nm) 
on mica (a) and measurement of sphere diameter (b) 
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 a) 

 

 b) 

 

Fig 10. 3D SNOM image of latex spheres (φ = 50 nm)  
on mica (a) and measurements of sphere diameter (b) 
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freshly cleaved mica on which the spread-out solution forms a thin film. Upon drying 
at ambient temperature, the solution evaporates from the surface, the capillary force 
pulls the spheres together and a film of spheres is formed. In Figure 8, we show a 3D 
image of the shadows of the latex spheres produced by the lift-off technique. 1 µm 
latex spheres on the mica surface were covered with an evaporated 20 nm Al layer. 
The spheres were then removed with methanol in an ultrasonic bath cleaner leaving Al 
triangular-shaped shadows on the mica substrate. Latex spheres form a hexagonal 
close-packed (HCP) lattice. It is clearly seen that the optical image contains details 
smaller than 100 nm. To prove that, we examined a sample containing 50 nm spheres 
in our system. In Figure 9a, we show a 3D AFM image of such a sample. There are 
a few defects – vacancies of spheres visible in the image. The sphere diameter meas-
ured from the image data (Fig. 9b) equals 49 nm. In Fig. 10a, we show a 3D SNOM 
image of the same sample (taken in a different place on the surface). The spheres can 
be distinguished in the image, with edge details lost due to size of the nanoaperture 
used in the experiment After subsequent diameter measurements, we found the dis-
tance between the centres of the spheres equal approximately to 51 nm. The 
experiments performed show the ability of our system to resolve objects of the size 
close to the nanoaperture diameter in the optical domain. 

5. Conclusions 

We presented an improved method of SNOM hollow tip fabrication with na-
noapertures down to 50 nm drilled using FIB. The available FIB systems equipped 
with xy-stage and image recognition allow drilling 360 sensor Cr pyramids on a wafer 
for reasonably short time with an excellent reproducibility (size deviation and circular-
ity). During the measurements, we found the normalized polarization ratios between 
1:77 and 1:98. Thus, a significant improvement of optical properties of our SNOM 
cantilevers was achieved. The transmission coefficient of nanoapertures for cone angle 
50° ranges from 10–3 for the aperture diameter of 100 nm to 5×10–7 for the aperture 
diameter of 10 nm. In our case, we obtained 50-nm aperture throughoutput ratio of 
5×10–5 with the values lying within 30% with respect to the polarization direction. 
Very good optical parameters of the fabricated cantilevers with circular apertures 
make them very applicable for polarity-dependent experiments which will be per-
formed in a near future. 
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The current state of art of electrostatic force microscopy is described in the paper. The principle of
electrostatic force operation enabling one to analyse local voltage distribution and capacitance is pre-
sented. The design and properties of electrostatic force microscopy microprobes are discussed. The
application and manufacturing process of piezoresistive cantilevers with conductive tips and of silicon
beams with metallic probe are presented. In order to show the capabilities of electrostatic force micros-
copy methods of investigations of local voltage distribution on surfaces of microelectronic integrated
circuits (IC) are described. Improvements of electrostatic force microscopy and of other electrical meth-
ods based on scanning probe microscopy confirm an increasing interest in electrical probing at the
nanometre scale.

Key words: electrostatic force microscopy; nanosystem; voltage distribution; capacitance

1. Introduction

A rapid progress in nanotechnology has been observed over the past twenty years.
This progress has also been influenced by the development of new diagnostic methods
aimed at testing fabricated nanodevices and materials. In nearly all these investigations,
nanometre local resolution of the experiments performed and extremely high measure-
ment sensitivity are needed, as high as those established in macroscale investigations.
One of the best known techniques which enables surface measurements with the re-
quirements defined above is the scanning probe microscopy. The development of this

__________
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technique was stimulated by the invention of first scanning tunneling microscope
(STM) by Binnig and Rohrer in 1981 [1]. Based on the design of STM, the first atomic
force microscope (AFM) was developed in 1986 [2]. In this way, the era of structural
analysis of surface properties using the scanning probe microscopy begun. Atomic
force microscopy, in which force interactions acting on the microtip located upon a
spring cantilever on the length scale from 10–11 to 10–7 are monitored, belongs to scan-
ning probe microscopy methods. In 1988 Martin et al. [3] developed an atomic force
microscopy based technique which enabled measurements of electrostatic forces and
capacitances between the conductive tip and the surface with spatial resolution of 100
nm. This technique was also applied for potentiometry [4, 5] and detection of charges [6].
In 1991, Abraham et al. [7] demonstrated for the first time that dopant profiles in the range
of concentrations between 1015 and 1020 cm–3 can also be measured in a nondestructive
manner by means of an electrostatic force microscope with capacitive detection. How-
ever, the measurement possibilities are strongly dependent on the parameters of the
micro- and nanoprobes applied and on the measurement setup. In this paper, we present
a general principle of electrostatic force microscopy (EFM). We demonstrate the appli-
cation of this technique in voltage measurement on the surface of a microelectronic
integrated circuit. Additionally, we present electrostatic force microscopy nanoprobes
with conductive microtips which were applied in our experiments. We also consider
noise and sensitivity of the developed experimental methods.

2. The principle

In electrostatic force microscope (EFM), the electrostatic forces between the canti-
lever nanotip and the surface are measured. To maintain the distance over the
investigated surface, the cantilever vibrates at its resonance frequency. Due to van der
Waals forces, the beam vibration amplitude changes and the microscope controller de-
fines the cantilever height over the sample using a piezoelectric actuator.
Simultaneously, in order to measure electrostatic interactions in this setup (Fig. 1), we
applied a voltage, consisting of an AC and a DC components: U = Udc + Uacsin(ωt)
between the tip and the sample which gives rise to an electrostatic force given by:
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where C is tip-sample capacitance and ω is the voltage frequency.
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Fig. 1. Electrostatic force microscopy
– a general principle

Fig. 2. Experimental setup
of an electrostatic force microscope

In the force spectrum, three separate frequency components are observed: Fdc, Fω,
F2ω, which can be measured selectively using lock-in amplifiers. Note that in order to
measure the DC potential on a specimen, a sum of auxiliary DC and AC voltages is
applied to the conductive cantilever microtip (Fig. 2). The oscillation of the cantilever
with the frequency ω should be balanced to zero by controlling the auxiliary DC voltage
in a feedback loop. In this way, the DC voltage applied to the microtip corresponds to
the voltage on a specimen.

3. Electrostatic force microscopy microprobes

In first electrostatic force microscopy experiments, metal wires fabricated by elec-
tromechanical etching were used. Relatively high radii of the cantilever tips and,
additionally, large cantilever spring constants and their low resonance frequencies did
not make them suitable for routine applications. In later experiments, commercially
available highly doped silicon cantilevers were applied in investigations of electrical
surface parameters. However, the spatial resolution of 50 nm in surface investigations
and the high mechanical wear were not sufficient in many applications. In our experi-
ments, two kinds of electrostatic force microscopy sensors have been employed:
piezoresistive silicon cantilevers and silicon cantilevers with metalic tips. Most of EFM
systems require optical techniques to detect a subnanometre motion of the microtip.
From the demand for simplifying the EFM head, an idea came to build the cantilever
with an integrated deflection detector and the conductive microtip isolated from the
cantilever body. The microprobe, fabricated in the silicon on insulator (SOI) technol-
ogy, integrates the piezoresistive bridge deflection sensor whose resistivity changes
when the cantilever is bent [8]. In this way, an electrical signal corresponding to the
beam deflection is measured and can be fed into a standard microscope control unit.
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The device developed is shown in Fig. 3. The dimensions of the sensor are: the length
600 µm, width 210 µm, thickness 15 µm, which corresponds to the spring constant of
113 N/m and the beam resonance frequency of 50 kHz. The voltage measurement sen-
sitivity is limited by the relative high spring constant amounting 50 mV for the design
described.

Fig. 3. Piezoresistive cantilever with conductive
tip for electrostatic force microscopy. M1–M4

are metalization pads for piezoresistive sensor,
O1 – connections strips to the conductive tip

Fig. 4. Microfabricated cantilever
with metallic tip for the electrostatic

and capacitance microscopy [9]

To perform more sensitive experiments, we developed a cantilever with a metallic
tip [9]. The sensor was fabricated in the complementary metal oxide semiconductor
(CMOS) technology combined with the surface and bulk micromachining. The micro-
probe consists of a pyramid-shaped Cr tip and a metal line deposited on a silicon beam
(Fig. 4). The narrow metal strip located on the cantilever backside is used for the elec-
trical connection between the microtip and the microscope electronics. The metal
cantilever tip makes the sensor suitable in semiconductor investigations like dopant
profiling based on capacitance–voltage (C–V) and electrostatic force measurements.
The beam deflection occuring when the cantilever is bent under van der Waals and
electrostatic interactions is observed using an optical position sensitive detector with the
resolution of 0.05 nm in the band width of 100 Hz.

4. Experimental

The sensitivity of the electrostatic interactions measurement using the piezoresistive
cantilever was tested. The Wheatstone piezoresistive bridge cantilever was placed 100
nm above the surface (the distance was controlled by a fibre interferometer) and the
beam resonance curves were recorded for the tip-surface voltages of U = 0 V and U =
10 V. The electrostatic attractive interaction acts as an additional spring shifting the
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beam resonance frequency to lower values. The resonance frequency shift for the par-
allel tip–surface capacitor is given by the equation:
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 For the beam with the geometry of  l = 600 µm, b = 210 µm, d = 15 µm, spring
constant k = 113 N/m, resonance frequency fr = 50 kHz, cross-sectional area A = 0.1
µm2, the resonance frequency shift ∆f  can be estimated to amount to 15 Hz. In Figure
5, the resonance curves measured for the tip-surface voltage of 0 V and 10 V are
shown. The resonance frequency shift of 20 Hz was detected under the voltage differ-
ence of 10 V.

Fig. 5. Resonance frequencies of the piezoresistive cantilever
with a conductive tip under various probe voltages [8]

Fig. 6. Topography of the MEMS piezoresistive force
detector measured with the fabricated microprobe

Fig. 7. Electrostatic force microscopy map
of the voltages in the area shown in Fig. 6
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To present the possibilities of the voltage measurement, we applied the cantilever
with a metalic tip in the test measurement of the dc potential on an IC surface. The
sample contains four implanted resistors which are connected to form a Wheatstone
bridge (Fig. 6). The sample topography was measured based on the resonance vibration
reduction under the influence of the van der Waals force interaction. While scanning the
surface we also observed the electrostatic force Fω, when only one bridge resistor was
supplied with the voltage of 10 V. The voltage drop along the implemented resistor is
clearly seen in Fig. 7.

5. Conclusions

The electrostatic force microscopy based on the scanning probe microscopy meth-
odology, is an established technique for local investigations on insulating and
conductive nanosystems. Using this technique, one can study not only the topography
but also obtain information about: (i) local work function on the surface (so-called
Scanning Kelvin Microscopy), (ii) capacitance between the microtip and the surface,
related to the dielectric surface parameters or dopant profiles, (iii) voltage behaviour on
an operating structure. The features presented make electrostatic force microscopy im-
portant as a tool in nanotechnology and failure analysis. An improvement in spatial
resolution is connected with the fabrication and application of cantilevers with spring
constants inferior to 5 N/m, upon which tips with the radius of 15 nm are located. The
increased measurement sensitivity can be achieved by applying electrical modulation
voltage to the tip whose frequency corresponds to a higher eigenmode resonance beam
oscillation.
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Copper thin films have been deposited onto Corning glass substrates by means of two kinds of DC
magnetron sputtering. The goal of this research was to study differences in thermal characteristics of
both kinds of the films. The differences between these layers originate from the technological processes;
one of them employs an inert gas – argon – in the vacuum chamber, and the other is the so-called “pure”
self-sputtering. Thermal characterization of the layers was performed using the scanning thermal mi-
croscopy (SThM) as well as a far field thermographical system.

Key words: copper, magnetron; sputtering; scanning thermal microscopy

1. Introduction

Copper metallization of on-chip multilevel interconnects became in last decade an
industrial process for new generations of integrated circuits (IC). Copper, compared to
aluminium, has a greater resistance to electromigration and a lower electrical resistivity
resulting in improved electrical performance, reduced Joule heating and better heat
transport. On the other hand, thermal properties of the copper thin films depend on
impurities introduced in the process of fabrication [1–4]. This paper presents the results
of thermal characterization of copper layers, focusing on the influence of argon impuri-
ties. A comparison will be made between Cu thin films obtained by a standard
magnetron sputtering (under argon atmosphere) and a self-sustained magnetron sput-
tering (without any working gas).

__________
*Corresponding author, e-mail: rszel@wemif.pwr.wroc.pl.
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2. Magnetron sputtering

In the case of films obtained by the standard sputtering process, the argon gas, al-
beit indispensable in the process (argon mode), may be treated as undesirable impurity.
It becomes a factor that essentially modifies the structure (the Thornton’s zone model)
and electrical parameters of the films deposited. The application of the self-sustained
magnetron sputtering (SSS) allows depositing thin films without noble gas contamina-
tion, with a very high deposition efficiency [5]. In this mode of sputtering, the discharge
is sustained by sputtered metal ions and the working pressure in the chamber is equal to
the final pressure of vacuum set. The properties of films deposited in such a way may
differ from those prepared under argon. The purity of self-sputtered Cu films depends
on the purity of the target material and of rest gases only (argon pressure is equal to
zero in Thornton’s structure diagram). The absence of any working gas in the sputter-
ing process means, on one hand, elimination of potential impurities in the film being
deposited and, on the other hand, deposition of films under new „microgeometry” con-
ditions of the target-to-substrate particle transport (no collision events with the working
gas). To deposit Cu films in the self-sustained sputtering mode a very high target power
density is necessary (even a few hundreds W/cm2). Using the WMK-100 magnetron
device, about 100 W/cm2 is necessary to sustain the sputtering without argon presence
(SSS) [6, 7].

3. Thermal characterisation

Our thermal characterization of both types of copper thin films employs two meth-
ods. One of them is the classical far field thermography [8–10]. An IR far field
microscope was applied to determine the IR radiation from the Cu metallization at vari-
ous sample temperatures. Using the calibration curve, the signals of the IR radiation
emitted from the sample surface were processed into emissivity factors. Figure 1 shows
the influence of argon impurities on the emissivity factor. In the case of 1 µm film this
factor is grater than that in the case of 2 µm film.

Another kind of our experiments was performed using the scanning thermal micro-
scope for measurements of thermal conductivity (diffusivity) of samples with high
spatial resolution.

The invention of the scanning tunneling microscope (STM) [11] and the atomic
force microscope (AFM) [12] allowed sub-micrometer and, at times, atomic scale spa-
tially resolved imaging of surfaces. The spatial resolution of nearfield techniques (such
as AFM) is only limited by the active area of the sensor (which in the case of STM may
only be a few atoms at the end of a metal wire). First experiments in scanning thermal
microscopy (SThM) were carried out by Williams and Wickramasinghe [13] who em-
ployed a heated thin-film thermocouple fabricated of a conventional STM tip. In 1994,
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Dinwiddie and Pylkki described first combined SThM/AFM probes which employed
resistance thermometry to measure thermal properties [14, 15].
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Fig. 1. Emissivity factor of the Cu samples versus temperature

Fig. 2. Wollastone probe and block diagram of SThM system

The thermometers were fashioned and made of the Wollastone process wire, con-
sisting of a thin platinum core (ca. 5 µm in diameter) surrounded by a thick silver
sheath (ca. 75 µm). A loop of wire is formed and silver is etched away to reveal a small
section of platinum which acts as a miniature resistance thermometer (Fig. 2a). Because
of its high endurance, the Wollastone probe is attractive for micro- and nano-materials
and microsystems diagnostic. The probe is capable of performing three functions: ex-
erting a force on the sample surface (AFM), acting as a highly localized heat source
(either constant or modulated), and measuring heat flow.
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Fig. 3. Distribution of thermal conductance on Cu 0.5 µm films.
Influences of Ar impurities in the layers are linked

with difference of the signals on left (cursor blue B)
and right (cursor red R) sites of the figure

The block diagram of our SThM apparatus is shown in Fig. 2b. The system can op-
erate in two modes; as a passive thermosensing element (by measuring its temperature
using a small current c.a. 500 µA) or as an active heat flux meter. In the latter case,
a larger current (sufficient to raise the temperature of the probe above that of the sur-
face – over 30 mA) is passed through the probe. The power required to maintain
a constant temperature gradient between the tip and sample is monitored by means of an
electrical bridge circuit. This power is related to the local thermal conductivity (diffu-
sivity) of the sample [16, 17]. The SThM system allows us to measure local
temperature with the thermal resolution 5 mK and thermal conductivity with the resolu-
tion of 10–2 W/mK. Dedicated software modules TopoScan and TopoGraf are used for
measurement control and data processing [16].

The active mode of SThM is a promising method for thermal investigations of met-
als as well as of wide gap materials (i.e. GaN). A correlation between low threading
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dislocation density and high thermal conductivities was established [13]. We applied the
SThM apparatus in active mode to measure local thermal conductivity of copper sam-
ples. Although the calibration procedure was not developed for copper samples in our
system, it was nevertheless possible to use our microscope for the evaluation of local
differences in values of thermal conductivity as well as of the geometrical topography
of the sample as is shown in Fig. 3.

4. Conclusion

We applied our Scanning Thermal Microscope in active mode for the diagnostic of
copper thin films. The measurements have been performed on two kinds of the Cu lay-
ers made by two kinds of magnetron sputtering. The topography and local diffusivity
distribution shows the influence of argon impurities in the body of the Cu films. Ther-
mal diffusivity can be determined with sub-micron spatial resolution.
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This paper presents advantages of employing the wavelet method in X-ray high-resolution image 
analysis of nanostructures. It is shown that many more details of the structure examined can be distin-
guished in rocking curves (RC) as well as in reciprocal space maps (RSM) after application of the 
numerical procedure. The method proposed seems to be particularly suitable for imperfect epitaxial 
layers having significant lattice mismatch with respect to substrate. By means of the wavelet analysis of 
the X-ray images using de-noising procedure details invisible in raw pictures can be detected such as 
thickness fringes, gradient of lattice parameters etc., and duration of measurements can be shortened. 

Key words: wavelet, X-ray; epitaxial layer 

1. Introduction 

The wavelet method has been widely applied in several signal analyses, e.g. human 
speech, seismic tremors, engine vibrations, and medical images. All types of signals 
have to be efficiently encoded, described and modelled. For the first time, the method 
is applied to X-ray high-resolution image analysis of optoelectronic structures. It 
seems to be very promising in the case of noised X-ray diffractometric images that are 
typical of the epitaxial layers having a large lattice mismatch with respect to substrate. 
In these cases, a diffuse scattering appears, obscuring the readability of the X-ray im-
age. 

_________  
*Corresponding author, e-mail: janusz.kozlowski@ pwr.wroc.pl. 
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2. Brief introduction to wavelets 

Wavelets are a family of basis functions that can be used to approximate other 
functions by expansion in orthonormal series. They combine such powerful properties 
as orthonormality, compact support, varying degrees of smoothness, localization both 
in time and scale (frequency), and fast implementation. One of the key advantages of 
wavelets is their ability to spatially adapt to features of a function such as discontinui-
ties and varying frequency behaviour. In statistics, the interest in wavelets arose after 
Daubechies [1] and Mallat [2] connected the wavelets with discrete data processing, 
and when Donoho and Johnstone [3] showed that wavelet shrinkage has desirable 
statistical optimality properties in problems connected with reduction of noise. We 
present here a brief overview to the orthogonal discrete wavelet transformation (DWT) 
and wavelet shrinkage techniques. For detailed review of the subject we direct the 
reader to Daubechies [4] and Nason [5]. 

2.1. Discrete wavelet transformation 

Let the function f(x) be sampled at N equally spaced points. In addition, let  
( ) ( )NffNffff ,,)(,),2(),1( 1 KK ==  be an element of the Hilbert space )(2 Nl of 

all square sum able sequences of the length N. 
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These operators correspond to lowpass (H) and highpass (G) filtering (convolu-
tion) followed by downsampling (throwing away every other sample). The inverse 
process (signal reconstruction) is possible, since for quadrature mirror filters { }kh  and 
{ }kg  the perfect reconstruction conditions are satisfied: 

HG* = GH* = 0, H*H + G*G = I 

where H* and G* are adjoin operators to H and G, and I is an identity operator on 
)(2 Nl . The elementary wavelet decomposition/reconstruction step (shown in Fig. 1) 

results in cA (approximation coefficients) and cD (detail coefficients) sequences corre-
sponding to a low and high frequency content of signal, respectively. 

Since the decomposition step can be iterated many times (say, J), the discrete 
wavelet transformation (DWT) of f is an )(2 Nl sequence 

( ) ( )JJ
JJ cAcDcDcDfHfGHGHfGf ,,,,,,,, 21

1 KK == −β  



Wavelet shrinkage-based noise reduction 

 

347 

 

 Reconstruction Decomposition 

Operator G* 
 
 
 

upsampling low-pass 
filtering 

Operator H* 
 
 
 

upsampling high-pass 
filtering 

Operator H 
 
 
 

 high-pass  downsampling 
 filtering    

Operator G 
 
 
 

low-pass   downsampling 
 filtering     

cAj 
(N samples) 

 

 

cAj 
(N samples) 

 

 

cAj+1 

 

N/2 

cDj+1 

 

N/2 

 
Fig. 1. Wavelet decomposition/reconstruction step 
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Fig. 2. Decomposition tree (DWT at level 3) (a) and frequency contents of coefficients (b) 

The multi-level decomposition process (referred to as decomposition tree) is 
shown in Fig. 2a. Figure 2b shows the frequency content of the wavelet coefficients at 
different decomposition levels. 

2.2. Wavelet shrinkage 

The wavelet shrinkage methods achieve asymptotically near optimal minimax 
mean-square error for a wide range of signals corrupted by an additive white Gaussian 
noise. The methods derive from the basic idea that the energy of a signal (with some 
smoothness) will often be concentrated in a few coefficients in wavelet domain while 
the energy of noise is spread among all coefficients in wavelet domain. Therefore, the 
nonlinear shrinkage function in wavelet domain will tend to keep a few larger coeffi-
cients representing the signal while the noise coefficients will tend to reduce to zero. 

The wavelet shrinkage can be described as three-step procedure: 
1. A noisy signal is transformed to the wavelet domain by DWT. 
2. The coefficients representing details (cD1, ..., cDJ) are shrunk. 
3. The shrunk wavelet coefficients are returned to the time domain by the inverse 

DWT. The result is a wavelet shrinkage estimator of the denoised signal. 

frequency 

 cA1 

      cA2 

cA3 cD3 cD2 cD1 

a) b) 
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Donoho et al. [3] showed that in estimating denoised signals simple shrinkage 
rules have asymptotic optimality properties for a rich class of function spaces. Exam-
ples are hard and soft thresholding rules, given by 

 )(1),( λλδ >⋅= xxxhard   (1) 

 )(1))((),( λλλδ >⋅−= xxxx signsoft    (2) 

where λ is a threshold parameter and )(1 ⋅ is an indicator function. 
For a fixed shrinkage policy, the parameters of shrinkage (eg. threshold λ) can be 

selected in many ways. The method of selecting threshold λ in soft thresholding rule 
(2) proposed by Donoho et al. [3] has a form: 

 n
n

log2δ̂λ =   (3) 

where δ̂  is the estimator of standard deviation of details coefficients, and n is the 
number of details coefficients. 

2.3. Wavelet shrinkage basing approach to denoising X-ray images 

In our approach to noise suppression in X-ray high-resolution images we use the 
wavelet decomposition described in section 2.1. The decomposition level J is depend-
ent on the number of samples in the denoised signal (N); we apply J = 3 for N ≈ 600  
and J = 5 for N ≈ 2000. The chosen family of wavelet basis functions (determining the 
quadrature mirror filters) is dependent on the appearance of noisy signal, e.g. smooth-
ness, discontinuities. We make use of Daubechies, Coifmann and Symlet wavelets 
families. A detailed information about families of filters can be found in [6]. 

The noise suppression is based on hard-thresholding rule (1). Since the method (3) 
of selecting the shrinkage threshold λ tends to underfit the signal (the threshold λ is 
too high and it shrinks too many details coefficients), we empirically found a rule for 
setting the threshold, which is a modification of (3): 

 n
n

log2δ̂λ =   (4) 

3. Experimental 

Two kinds of samples were investigated: 
• AlN buffer layers deposited on sapphire substrates in manufacturing high quality 

nitride semiconductors (e.g. GaN, (Al,Ga)N, (In,Ga)N) (the lattice mismatch in 
AlN/sapphire structures is about 16%). The AlN layers were deposited by the two-step 
pressure MOCVD process [7]. 
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• Quantum wells (QW) based on InxGa1–xAs/GaAs structures deposited by the 
MOVPE process (lattice mismatch in such structures quickly increases with indium 
content and reaches 15% for InAs/GaAs structure). 

A high resolution Philips diffractometer, equipped with four Ge crystal bounce 
Bartels monochromator in the incident beam optics and two Ge crystal bounce analyz-
ers (RSM measurement) or receiving slit (RC measurement) in the diffracted beam 
optics was used for data collecting. CuKα1 radiation was applied. Rocking curves as 
well as reciprocal space maps were analyzed. 

4. Results 

AlN buffer layer deposited on the sapphire substrate was examined as a first ex-
ample. Figure 3 shows the SEM picture of the layer cross-section parallel to the [0001] 
direction. The thickness observed of the AlN buffer is about 600 nm.  

[0001] 

sapphire 

AlN 

 
Fig. 3. SEM image of AlN buffer layer 

 recorded perpendicular to the [0001] axis 

For the same structure, the (00.2) reciprocal space map was measured. Before ap-
plying the wavelet shrinkage, a very noisy image is visible (Fig. 4a). It is obtained in 
a relatively short period of time (0.2 sec/step). Thanks to the wavelet analysis it was 
possible to extract an additional information about the examined structure from the 
measured map. Figure 4b shows the same map after the wavelet analysis. We can find 
here the thickness fringes as well as the gradient of the parameter c which is connected 
with a streak along 2theta/omega axis. The thickness of the layer, calculated from Eq. 
(5) [8], is equal to 608 nm (∆θ = 0.0075°). 
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Fig. 4. (00.2) reciprocal space maps of AlN buffer layer deposited on sapphire substrate: 

a) measured in short time per step – 0.2 sec;  b) map (a) after wavelet analysis 
(Daubechies wavelet (level 3)); c) measured in long time per step – 2.85 sec 

a) 

b) 

c) 
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Fig. 5. (004) reciprocal space maps of quantum well GaAs/InxGa1–x As/GaAs:  
a) measured in short time per step – 0.05 sec; b) after wavelet analysis  
Symlet wavelet (level 3); c) measured  in long time per step – 1.05 sec 

a) 

b) 

c) 
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Fig. 6. Rocking curves of quantum well of GaAs/InxGa1–xAs/GaAs (x = 0.083) 

measured (grey line) and after wavelet analysis (black line) 

 
Fig. 7. Rocking curves of quantum well GaAs/InxGa1–xAs/GaAs (x = 0.083) 

calculated (lower line) and after wavelet analysis (upper line) 
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Fig. 8. Rocking curves of quantum well of GaAs/InxGa1–xAs/GaAs (x = 0.0445)  

measured (grey line) and after wavelet analysis (black line) 

 
Fig. 9.  Rocking curves of quantum well of GaAs/InxGa1–xAs/GaAs (x = 0.0445)  

calculated (lower line) and after wavelet analysis (upper line) 
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Fig. 10. Rocking curves of quantum well of GaAs/InxGa1–xAs/GaAs (x = 0.034) 

 randomly noised (grey line) and the same curve after wavelet analysis (black line) 

 
Fig. 11. Rocking curves of quantum well of GaAs/InxGa1–xAs/GaAs (x = 0.034) 

calculated (lower line) and denoised after wavelet analysis (upper line) 
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θθ

ελ
2sin∆

sin
=t  (5) 

where: t – thickness of the layer [Å], λ – X-ray wavelength [Å], ε – angle between the 
diffracted beam and the wafer surface [rad], θ – Bragg angle of the used reflection, 
∆θ − angle space between neighbouring fringes [rad]. 

Similar information can be obtained after a much longer time of scan (Fig. 4c) 
(2.85 sec/step). Additionally, the picture obtained from the SEM (Fig. 3) confirms the 
calculated thickness of the AlN buffer layer. 

The next structure tested (QW) was examined on the basis of (004) RSM. Figure 5 
shows the maps obtained in 1 h, 1 h after wavelet analysis and measured for 15 h. This 
example once again proves that it is possible to save time of measurements when the 
wavelet shrinkage based noise reduction is used. The details which can be observed in 
the denoised images are exactly the same as those in the long-time scan. The distance 
between the nearest interference peaks in both cases (Fig. 5b, c) is equal to 0.035° in 2 
theta scale. 

Figures 6–9 show the rocking curves obtained for quantum wells of GaAs 
(0.26 µm)/InxGa1–xAs (0.0421 µm, x = 0.083)/GaAs (0.235 µm) and GaAs (0.25 µm) 
/InxGa1–xAs (0.045 µm, x=0.044) /GaAs (0.277 µm), respectively. It can be seen that 
after the denoising procedure many more details appear which are confirmed by the 
theoretical calculations realized using the Takagi–Taupin equations (Figs. 7, 9). 

Finally, the procedure described above was employed to denoise simulated curves 
obtained by superimposing a noise from a random generator onto theoretical rocking 
curves (Fig. 10) and the curve obtained was compared with the input curve (Fig. 11). 
The test also confirmed that the proposed denoising method gives credible information. 

5. Conclusions 

The wavelet transform was applied to the analysis of epitaxial layers of high resolution 
X-ray diffraction images. Rocking curves as well as reciprocal space maps were examined 
using the method described. It has been shown that the transformed X-ray image yields 
much more information about the crystallographic structure, than raw picture obtained 
directly from the measurements. E.g. thickness of the layer, gradient of the lattice parame-
ters and theirs discontinuities can be obtained in this way. Particularly, the method 
proposed seems to be promising for the layers having large lattice mismatch with respect 
to substrate. All maps were visualized using OpenGL Technology. The method proposed 
allows a significant saving the time of measurements. 
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Reaction of intermetallic Gd3Ni with hydrogen and transformation of the crystal structure depending
on hydrogen concentration is investigated. It is shown that Gd3Ni belongs to the group of intermetallic
compounds which are thermodynamically unstable during hydrogenation and undergo a decomposition
into the rare earth hydride and the transition metal. Nickel plays a role of the catalyst in the reaction and
supports the formation of GdH3 at low temperatures.
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1. Introduction

It is well known that many rare earth intermetallic compounds absorb large amounts
of hydrogen. The incorporation of hydrogen into the crystal lattice usually gives rise to
an increase of the unit cell volume. Besides, a charge transfer between the hydrogen
atom and other atoms in the lattice is possible. Combination of such factors results in
drastic changes of the physical properties of the hydrogenated intermetallic compounds.
Thus, for example, cases are known where a diamagnet becomes a ferromagnet or an
electronic conductor turns into an insulator [1]. All these features make the study of
hydride phases very interesting and prospective.

The outcome of the reaction of intermetallic compounds with hydrogen is not always
predictable. Usual is the situation when the hydrides have the same crystal structure as
the parent intermetallic compounds. On the other hand, in numerous cases the hydrides

__________
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N.V. TRISTAN et al.358

become amorphous or form new crystal structures. Decomposition of the parent inter-
metallic compound to components of completely different stoichiometries has also been
reported [2, 3].

Compounds of the R3M stoichiometry, where R is a rare earth atom and M is Ni or
Co, are able to absorb up to about 9 hydrogen atoms per formula unit [4]. It was sug-
gested that the hydrogenation under low pressures (< 100 kPa) and at low tempe-
ratures (243–253 K) could lead to the synthesis of the R3NiHx compounds which pre-
serve the crystal structure of the initial intermetallic compound [5, 6]. Our recent
investigations show, however, that the previous chemical syntheses and the analysis of
the X-ray patterns have not been accurate enough and, therefore, more precise meas-
urements and analysis should be undertaken.

The purpose of the present work was to investigate the reaction of the intermetallic
compound Gd3Ni with hydrogen and to obtain accurate information on the transforma-
tion of the crystal structure in function of the amount of absorbed hydrogen.

2. Experimental

The parent Gd3Ni compound was obtained by high-frequency melting of the con-
stituent metals in a purified argon atmosphere under the pressure of 1.5 atm followed
by cooling at the rate of ~1–2 K/sec. The purities of gadolinium and nickel were 99.9
and 99.99%, respectively. Hydrogen used for the syntheses was obtained by thermal
decomposition of a LaNi5 hydrogen storage.

The hydrogenation was performed at room temperature under a low hydrogen pres-
sure. Before hydrogenation, all Gd3Ni samples were powdered and heated under
vacuum at 695 K for 2 h. Hydrogen was let into the working volume at room tempera-
ture in small portions (p ~ 1–4 kPa) in order to avoid a violent reaction between the
powdered sample and the gas. After the whole amount of hydrogen had been absorbed,
the samples were homogenized at room temperature for about 60 h. The concentration
of the absorbed hydrogen was calculated volumetrically. Some hydride samples were
synthesized at low temperature; X-ray diffraction patterns of these samples were similar
to the patterns of samples synthesized at room temperature. The former patterns, how-
ever, exhibited significant distortions typical of insufficiently annealed compounds.

The X–ray measurements were carried out using a DRON–2 diffractometer with
a cobalt radiation source. An additional verification of the elemental composition of
each sample was performed using the EDAX 9800 and Philips SEM515 sets.
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3. Results and discussion

The X-ray diffraction pattern of the parent powdered Gd3Ni sample is shown in Fig.
1a. It is a single phase sample crystallizing in an orthorhombic Fe3C-type structure (the
Pnma space group) with the lattice parameters a = 0.694 nm, b = 0.969 nm and c =
0.635 nm.

Using the step-by-step hydrogenation procedure, we obtained a number of hydride
samples with various compositions (Gd3Ni)Hx, where 0 ≤ x ≤ 8.8. The X-ray diffraction
patterns of some of the hydrides obtained are shown in Figs. 1b–f. One can see that
insertion of a small amount of hydrogen (Fig. 1b) leads to diminishing of the intensities
of the lines corresponding to the Gd3Ni and to appearance of a few new peaks, their
intensities increasing with the hydrogen concentration. When, on average, four hydro-
gen atoms per formula unit are absorbed by the sample, the initial X-ray pattern of
orthorhombic structure totally disappears from the diffractogram and only the lines
characteristic of a cubic crystal lattice structure remain (see Fig. 1c). When the hydro-
genation process is continued and a larger amount of hydrogen is absorbed, another
crystallographic transformation takes place and a few new peaks appear in addition to
the peaks of the cubic diffraction pattern (Fig. 1d). Their intensities increase with in-
creasing hydrogen concentration while intensities of the peaks belonging to cubic
structure weaken (see Figs. 1e–f).
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Fig. 1. X-ray diffraction patterns of the parent Gd3Ni
compound (a), of hydrides (Gd3Ni)Hx with different hydrogen

concentrations (b–f) and theoretical X-ray diffraction
patterns for GdH2 (g) and GdH3 (h). The arrows

in Fig. 1e indicate peaks of the “intermediate” phase
(see the text for explanation)
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Let us focus on some X-ray diffraction patterns obtained. First, the cubic structure,
shown in Fig. 1c, has a lattice parameter a = 0.530 nm, what is in exact agreement with
the value expected of the dihydride GdH2 [7]. Secondly, the pattern structure shown in
Fig. 1f can describe a two-phase equilibrium region. There are ~70% of the hexagonal
phase, with the lattice parameters a = 0.646 nm and c = 0.671 nm, corresponding to GdH3

[7], and ~25% of cubic GdH2+δ dihydride phase with the lattice parameter a ranging between
ca. 0.530 and ca. 0.550 nm. To support our analysis, theoretical diagrams for both GdH2

and GdH3 phases are presented in Figs. 1g, h, respectively.
X-ray diffraction patterns of (Gd3Ni)Hx compounds with 5≤ x ≤7 (Figs. 1d–e) con-

tain a few peaks which belong to neither parent compound Gd3Ni nor to GdHx (x = 2, 3)
hydrides. A few diffraction peaks belonging to this “intermediate” phase are marked
with arrows in Fig. 1e. The low intensity of the peak does not allow us to identify the
phase and we could only speculate that it might be a solid solution of hydrogen in
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Gd3Ni or in any of Gd–Ni alloys which possibly could be formed in the process of the
decomposition of the parent compound.

Another interesting finding is that the X-ray diffraction patterns do not contain any
traces of the diffraction lines corresponding to crystalline nickel nor to any known
crystalline alloys of nickel with gadolinium. At the same time, the elemental analysis
showed that nickel is distributed uniformly with no visible precipitation. These facts
incline us to suppose that nickel transforms to a dispersed phase not detectable in the
reported X-ray experiments.

For the sake of completeness, an X-ray diffraction pattern of a sample synthesized
at T = 220 K with the maximal hydrogen concentration x = 8.8, is presented in Fig. 2.
One can find that at least three phases, GdH2, GdH3 and an unidentified “intermediate”
phase, are present in this case. As was already mentioned, the X-ray pattern exhibits
significant distortions typical of insufficiently annealed or partially amorphous com-
pounds.
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Fig. 2. X-ray diffraction pattern of a (Gd3Ni)H8.8 sample
with the highest available hydrogen concentration per formula unit,

obtained by hydrogenation at low temperature T = 220 K
without homogenization at room temperature

Summarizing the results described above, we conclude that Gd3Ni belongs to the
group of intermetallic compounds which are thermodynamically unstable in the hydro-
genation process undergoing the decomposition into the pure rare earth hydride phases
with precipitation of the transition metal (Ni) as a dispersed phase:
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Considering the observed reaction kinetics, it is obvious that metallic nickel plays the role
of a catalyst in the formation of GdH3 at low temperatures, since usually this hydride can be
synthesized only at the temperature higher than room temperature [8, 9].
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4. Conclusion

On the basis of the results presented we can state that it is impossible to synthesize
the Gd3Ni hydride in a standard reaction procedure between gaseous hydrogen and
Gd3Ni. Unfortunately, our previous conclusion concerning the crystal structure of hy-
dride samples [5, 6] was based on incorrect interpretation of the X-ray diffraction
patterns for (Gd3Ni)H8.5 hydride obtained at low temperature.
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