
Wrocław University of Technology 
Centre of Advanced Materials and Nanotechnology 

Materials Science 
Poland 

Workshop on Functional Materials 
FMA 2004 

Athens, Greece, 23-26 September 2005 

Guest Editors: 
Nikos Guskos, Janusz Typek 

Vol.23 • No. 4 • 2005 

Oficyna Wydawnicza Politechniki Wrocławskiej 

reprografia
Wiersz

reprografia
Wiersz



Materials Science is an interdisciplinary journal devoted to experimental and theoretical research
into the synthesis, structure, properties and applications of materials.

Among the materials of interest are:
• glasses and ceramics
• sol-gel materials
• photoactive materials (including materials for nonlinear optics)
• laser materials
• photonic crystals
• semiconductor micro- and nanostructures
• piezo-, pyro- and ferroelectric materials
• high-Tc, superconductors
• magnetic materials
• molecular materials (including polymers) for use in electronics and photonics
• novel solid phases
• other novel and unconventional materials

The broad spectrum of the areas of interest reflects the interdisciplinary nature of materials research.
Papers covering the modelling of materials, their synthesis and characterisation, physicochemical aspects
of their fabrication, properties and applications are welcome. In addition to regular papers, the journal
features issues containing conference papers, as well as special issues on key topics in materials science.

Materials Science is published under the auspices of the Centre of Advanced Materials and
Nanotechnology of the Wrocław University of Technology, in collaboration with the Institute of Low
Temperatures and Structural Research of the Polish Academy of Sciences and the Wroclaw University of
Economics.

All accepted papers are placed on the Web page of the journal and are available at the address:
http://MaterialsScience.pwr.wroc.pl



Editor-in-Chief

Juliusz Sworakowski

Institute of Physical and Theoretical Chemistry
Wrocław University of Technology

Wybrzeże Wyspiańskiego 27
50-370 Wrocław, Poland

sworakowski@pwr.wroc.pl

Associate Editors

Wiesław Stręk

Institute of Low Temperature
and Structure Research

Polish Academy of Sciences
P.O.Box 1410

50-950 Wrocław 2, Poland
strek@int.pan.wroc.pl

Jerzy Hanuza

Department of Bioorganic Chemistry
Faculty of Industry and Economics
Wrocław University of Economics

Komandorska 118/120
53-345 Wrocław, Poland
hanuza@credit.ae.wroc.pl

Scientific Secretary

Krzysztof Maruszewski
Intitute of Materials Science and Applied Mechanics

Wrocław University of Technology
Wybrzeże Wyspiańskiego 27

50-370 Wrocław, Poland
maruszewski@pwr.wroc.pl

Advisory Editorial Board

Michel A. Aegerter, Saarbrücken, Germany
Ludwig J. Balk, Wuppertal, Germany
Victor E. Borisenko, Minsk, Belarus
Mikhaylo S. Brodyn, Kyiv, Ukraine
Maciej Bugajski, Warszawa, Poland
Alexander Bulinski, Ottawa, Canada
Roberto M. Faria, Sao Carlos, Brazil
Reimund Gerhard-Multhaupt, Potsdam, Germany
Paweł Hawrylak, Ottawa, Canada
Jorma Hölsä, Turku, Finland
Alexander A. Kaminskii, Moscow, Russia
Wacław Kasprzak, Wrocław, Poland
Andrzej Kłonkowski, Gdańsk, Poland
Seiji Kojima, Tsukuba, Japan
Shin-ya Koshihara, Tokyo, Japan
Marian Kryszewski, Łódź, Poland
Krzysztof J. Kurzydłowski, Warsaw, Poland
Jerzy M. Langer, Warsaw, Poland
Janina Legendziewicz, Wrocław, Poland
Benedykt Licznerski, Wrocław, Poland

Tadeusz Luty, Wrocław, Poland
Joop H. van der Maas, Utrecht, The Netherlands
Bolesław Mazurek, Wrocław, Poland
Gerd Meyer, Cologne, Germany
Jan Misiewicz, Wrocław, Poland
Jerzy Mroziński, Wrocław, Poland
Robert W. Munn, Manchester, U.K.
Krzysztof Nauka, Palo Alto, CA, U.S.A.
Stanislav Nešpůrek, Prague, Czech Republic
Romek Nowak, Santa Clara, CA, U.S.A.
Tetsuo Ogawa, Osaka, Japan
Renata Reisfeld, Jerusalem, Israel
Marek Samoć, Canberra, Australia
Jan Stankowski, Poznań, Poland
Leszek Stoch, Cracow, Poland
Jan van Turnhout, Delft, The Netherlands
Jacek Ulański, Łódź, Poland
Walter Wojciechowski, Wrocław, Poland
Vladislav Zolin, Moscow, Russia



The Journal is supported by the State Committee for Scientific Research 

Editorial Office 

Karol Langner 
Tomasz Fałat 

Printed in Poland 

© Copyright by Oficyna Wydawnicza Politechniki Wrocławskiej, Wrocław 2006 

Drukarnia Oficyny Wydawniczej Politechniki Wrocławskiej 
Zam. nr 3/2006. 



CONTENTS 

J. T. Devreese, Contributions of George J. Papadopoulos 851 
H. Pfnür, V. Zielasek, Ch. Tegenkamp, T. Block, Z. Kallassy, Geometrical and electronic proper

ties of ultra thin epitaxial metal nanowires on flat and vicinal Si surfaces.. 861 
A. Modinos, N. Stefanou, Photonic crystals: a novel class of functional materials 877 
A. Bezkrovnyi, N. Guskos, J. Typek, N.Yu. Ryabova, M. Bosacka, A. Blonska-Tabero, M. Kurzawa, 

I. Rychlowska-Himmel, G. Zolnierkiewicz, Neutron diffraction study of Mn3Fe4V6 O24 ................. 883 
I. A. Hadjiagapiou, A. Malakis, S.S. Martinos, Inverse-range-parameter dependence of gas-

liquid nucleation in a Yukawa fluid. A density functional approach 891 
T. Bodziony, N. Guskos, A. Biedunkiewicz, J. Typek, R. Wróbel, M. Maryniak, Characterization 

and EPR studies of TiC and TiN ceramics at room temperature 899 
L. Licea-Jiménez, R W. Rychwalski, Novel nanocomposites using carbon nanotubes and mela-

mine-formaldehyde 909 
R.J. Kaleńczuk, M. Lewicki, Preparation and characterization of nanocarbons for hydrogen storage...... 915 
N. Guskos, J. Typek, G. Zolnierkiewicz, A. Blonska-Tabera, M. Kurzawa, M. Bosacka, Magnetic 

resonance study of M3Fe4V6O24 (M = Mg, Zn, Mn, Cu, Co) compounds 923 
J. Typek, J. Kostrzewa, N. Guskos, Synthesis and ESR study of (TbxY1 - x) 2 Cu 2 0 5 solid solutions 929 
U. Narkiewicz, I. Kucharewicz, W. Arabczyk, S. Lenart, Carturisation of nanocrystalline iron 

with ethylene 939 
A. C. Malakis, I. A. Hadjiagapiou, S. S. Martinos, N. G. Fytas, Finite-size analysis via the critical 

energy-subspace method in the Ising models 947 
N. Guskos, J. Typek, G. J. Papadopoulos, M. Maryniak, K. Aidinis, The linewidths and integrated 

intensities of the d-d transitions in photoacoustic spectra of polyamine соррег(П) complexes 955 
R. Z. Rogowski, The kinetics of nucleation in inhomogeneous media based on the classical 

Avrami model 961 
N. Guskos, J. Typek, M. Maryniak, Z. Roslaniec, D. Petridis, M. Kwiatkowska, FMR study of γ-

Fe 2 0 3 magnetic nanoparticles in a multiblock poly(ether-ester) copolymer matrix 971 
V. V. Novikov, K.W. Wojciechowski, O.A. Komkova, T. Thiel, Anomalous relaxation in dielec

trics. Equations with fractional derivatives 977 
G. E. Zardas, P.H. Yannakopoulos, Ch.I. Symeonides, O. Csabay, P. C. Euthymiou. Persistent 

photoconductivity in a InP:Fe single layer structure at room temperature 985 
G. Bergmański, M. Białoskórski, M. Rychcik-Leyk, J. Rybicki, Structure recognition in MD-

simulated materials. A case study of B 0 3 triangles in borate glasses 989 
N. Guskos, J. Typek, M. Maryniak, U. Narkiewicz, I. Kucharewicz, R. Wróbel, FMR study of 

agglomerated nanoparticles in a Fe3C/C system 1001 
S. P. Kruchinin, V.F. Klepikov, V.E. Novikov, D.S. Kruchinin, Nonlinear current oscillations in 

the fractal Josephson junction 1009 
Z. Czech, R. Milker, Development trends in pressure-sensitive adhesive systems 1015 
I. E. Lipiński, J. Kuriata, Some implications of the nonlinear properties of SASD crystals 1023 
N. Guskos, D.G. Paschalidis, J. Majszczyk, J. Typek, M. Maryniak. Photoacoustic study of a new 

neodymium(III) hydrazone complex . 1029 
B. Padlyak, J. Kornatowski, G. Zadrożna, К. Fabisiak, A. Gutszej EPR study of chromium cen

tres in CrAPO-5 molecular sieves 1035 
J. Typek, E. Filipek, M. Maryniak, N. Guskos, Magnetic resonance study of SbV05 thermal 

decomposition products 1047 
T. Bodziony, N. Guskos, J. Typek, Z. Roslaniec, U. Narkiewicz, M. Kwiatkowska, M. Maryniak, 

Temperature dependence of the FMR spectra of Fe 30 4 and Fe3C nanoparticle magnetic sys
tems in copolymer matrices 1055 



Materials Science-Poland, Vol. 23, No. 4, 2005 

Contributions  of  George  J.  Papadopoulos* 

J. T. DEVREESE
** 

TFVS, Departement Fysica, Universiteit Antwerpen, B-2610 Antwerpen, Belgium 

eiTT/COBRA, Departement Natuurkunde, Technische Universiteit Eindhoven 
P.O. Bus 513, 5600 MB Eindhoven, The Netherlands 

I review some of the scientific work of George Papadopoulos. The main emphasis is on his works on 
path integrals and their applications. The review is closed by an excursus on polaron physics, where the 
path-integral approach has been proven to be the method of excellence. 

Key words: quantum dynamics; path-integral method; Dirac electron; magnetic field; polarons 

1. Preface 

Discussions with George Papadopoulos, more often than not, ended up with re-
flections on Thales, Pythagoras,  Plato, Aristotle, Archimedes… (Fig. 1). I therefore 
cannot resist the temptation to illustrate my present review of some of George’s work 
with references to Ancient Greece. I had the pleasure to interact with George over 
longer periods. On this occasion, I wish George many new creative achievements in 
the coming period. 

 
Fig. 1. Prolonging the timeline of theoretical studies from Ancient Greece 

_________  
*Opening lecture, Workshop on Functional Materials, Athens, Greece, 23 September, 2004. 

**E-mail: jozef.devreese@ua.ac.be 
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2. Path integrals and their applications 

Path integrals and their applications in quantum, statistical and solid state physics 
have been the subject of the book [1], co-authored by George Papadopoulos. Among 
the original contributions by George, his excursions on quantum dynamics and path 
integrals must be mentioned. The path integral for the partition function, which de-
termines the free energy, is calculated over closed paths. See Figure 2 for an example 
of an (intricate-) closed path. 

 
Fig. 2. Beginning with thee, O Phoebus, I will recount the famous deeds of men of old, who, 

 at the behest of King Pelias, down through the mouth of Pontus and between the Cyanean rocks, 
sped well-benched Argo in quest of the golden fleece. (Apollonius Rhodius, Argonautica)  

(map from http://lukio.vimpeli.fi/italia/argoviag.htm) 

 
Fig. 3. And therein were fashioned two chariots, racing, and the one in front Pelops was guiding, 

as he shook the reins, and with him was Hippodameia at his side, and in pursuit Myrtilus urged his 
steeds, and with him Oenomaus had grasped his couched spear, but fell as the axle swerved  

and broke in the nave, while he was eager to pierce the back of Pelops. (Apollonius Rhodius,  
Argonautica) (The Chariot of Zeus, from Stories from the Greek Tragedians by Alfred Church, 1879. 

http://en.wikipedia.org/wiki/Image: The Chariot of Zeus, Project Gutenberg eText 14994.png) 
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He treated the quantum dynamics of dissipative Lagrangians, proposed a system-
atic approach for the derivation of the path-integral propagator for a constrained parti-
cle described by a dissipative Lagrangian [3]. In Figure 3, an early illustration of the 
effect of dissipation is presented. As friction heated the axle of Oenomaus’ chariot, 
the wax linchpins melted, and when the wheels eventually fell off, the whole chariot 
broke apart. 

Further, George developed a path integral description of an electron gas in a ran-
dom potential [4] and analyzed functional integrals with applications in polymer phys-
ics and in the study of spin-Bose systems. 

Feynman’s path-integral method had already been successful in tackling many quan-
tum-mechanical problems. Although, in principle, there was nothing to prevent the applica-
tion of the method to obtain a formal expression for the propagator of the Dirac equation, 
in practice a variety of mathematical difficulties had prevented direct actual calculations. In 
1976 George co-authored a paper [5] in which the propagator for a free fermion and for a 
fermion in a magnetic field was directly derived in the path-integral formalism. The propa-
gator for a Dirac electron in a constant magnetic field was indirectly obtained by evaluat-
ing a world-line (space-time path) integral. The corresponding spectrum was then extracted 
from an auxiliary propagator. 

3. A spectrum of scientific activities 

The works of George span a broad spectrum of his fruitful scientific activities. 
Problems of relativistic physics remained one of George’s key interests over his scien-
tific career. He and his co-authors provided a useful approximation to treat the Dirac 
equation with a confining scalar potential and a fourth component of the vector poten-
tial of rectangular shape [6]. They also demonstrated the analytic advantages of those 
potentials [7]. Figure 4 shows Prometheus subjected to a “confining potential”. 

Several works of George and his co-workers deal with the interaction of light with 
matter. He analyzed the interaction of radiation with atoms [8], light-scattering prop-
erties of linear polymers, energy exchange between parametric modes in a nonlinear 
optical medium, the energetics of a system consisting of radiation and a two-level 
atom in an ideal resonant cavity [9], the amplitude and phase of the acoustic effect. 

Another field of his research interests is in the physics of tunneling, where he pro-
vided important ingredients for the understanding of time-dependent quantum tunnel-
ing via crossover processes [10] and of photon induced tunneling oscillations in 
a double quantum well [11]. 

George and his co-authors also extensively applied fundamental theoretical ap-
proaches to problems of materials physics. For example, they characterized polycrys-
talline polyamine copper dinitrate complexes [12] and iron oxide pigments: hematite, 
goethite and magnetite [13] using photoacoustic, EPR and electrical conductivity in-
vestigations. 
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Fig. 4. Thou firmament of God, and swift-winged winds, 

Ye springs of rivers, and of ocean waves 
That smile innumerous! Mother of us all,  

O Earth, and Sun’s all-seeing eye, behold, 
I pray, what I, a God, from Gods endure. 

(Aeschylus, Prometheus Bound, http://www.bartleby.com/8/4/1.html) 
(Picture by P. P. Rubens, from http://www.artprints-on-demand. 

co.uk/noframes/rubens/prometheus.htm) 

4. Polarons 

The polaron concept is of interest, not only because it describes the particular 
physical properties of an electron in polar crystals and ionic semiconductors, but also 
because it is an interesting field-theoretical model consisting of a fermion interacting 
with a scalar boson field. 

A conduction electron (or hole) together with its self-induced polarization in a polar 
crystal forms a quasiparticle, which is called a polaron [14–17]. Properties of polarons 
have attracted increasing attention due to their relevance to physics of conjugated poly-
mers, colossal magnetoresistance perovskites, high-Tc superconductors, layered MgB2 
superconductors, fullerenes, quasi-1D conductors, semiconductor nanostructures. 

A conduction electron repels the negative ions and attracts the positive ions (Fig. 5). 
A self-induced potential arises, which acts back on the electron and modifies its physical 
properties. The polaron coupling constant was introduced by Fröhlich [16]: 
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where ωLO is the long-wavelength frequency of a longitudinal optical (LO) phonon;  
ε∞ and ε0 are, respectively, the electronic and the static dielectric constants of the po-
lar crystal, mb is the electron (hole) band mass. 

Fig. 5. An artist’s view of a polaron (from Ref. [18])  

Feynman’s all-coupling path-integral treatment [19, 20] is based on his suggestion 
to formulate the polaron problem in the Lagrangian form of quantum mechanics and 
then to eliminate the phonon field from the propagator. As a result, the polaron prob-
lem is formulated [19] as an equivalent one-particle problem in which the interaction, 
non-local in time or “retarded”, is between the electron and itself: 
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0 0 0
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with β = 1/(kBT). 

r R

− −k ( )r R
k M and  are variational parameters

 
Fig. 6. The Feynman model system for a  variational study of the polaron 
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Feynman introduced a variational principle for path integrals to study the polaron. 
He simulated the interaction between the electron and the polarization modes by 
a harmonic interaction between a hypothetical particle and the electron (Fig. 6). 

 
Fig. 7. Feynman-polaron energy as a function of α: the all-coupling theory 

Applying the variational principle for path integrals resulted in an upper bound for 
the polaron self-energy at all α, which at weak and strong coupling gave quite accu-
rate limits (see Fig. 7). Feynman obtained a smooth interpolation between weak and 
strong coupling for the ground-state energy. Over the years, the Feynman polaron 
model remained in many respects the most successful approach to this problem. 

At zero temperature and in the weak-coupling limit, the optical absorption is due 
to the elementary polaron scattering process, schematically shown in Fig. 8. An in-
coming photon is absorbed by a polaron. The polaron emits a phonon during the ab-
sorption process and takes recoil energy from the incident light. 

Fig. 8. Elementary polaron scattering process 
(from Ref. [21], © 2003 by the American 

Institute of Physics) 

In the weak-coupling limit (α << 1), the polaron absorption coefficient at zero tempera-
ture can be expressed in terms of elementary functions in two limiting cases [23, 24]: 

• at high densities 

( )
( ) ( )

( )
1/2 2/3 2

1/3 1/2 3

LO

1 2 ω-1
Θ ω-1

ωπ b

N e

nc m

αΓ ω
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• and at low densities 

( ) ( )1/22

LO

1 2

b

Ne

nc m

α ωΓ ω
ε ω ω3

0

−1=
3

 

where ω is the frequency of the incident light represented in units of ωLO. 

Fig. 9. Polaron optical absorption spectra at zero tem-
perature, calculated within the path integral method 

[24, 25] for various values of α. A δ-like central peak is 
schematically shown by a vertical line (from Ref. [21], 

© 2003 by the American Institute of Physics)  

 
Fig. 10. Left-hand panel: Optical conductivity spectra for the weak-coupling regime (open circles)  

compared to the second-order perturbation theory (dotted lines) and arbitrary-coupling path-integral 
theory [24] (solid lines). Right-hand panel: Optical conductivity spectra for the intermediate coupling 

regime (open circles) compared to the arbitrary-coupling path-integral theory (DSG [24]), (solid lines).  
Arrows point to the anomalies in absorption spectra arising at the two- and three-phonon thresholds 

(from. Ref. [26], © 2003 by the American Physical Society) 
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The optical absorption of single large polarons at arbitrary coupling has been de-
rived using the path-integral method [24, 25] (Fig. 9). At larger coupling, α ≥ 5.9, the 
polaron can undergo transitions toward a relatively stable internal excited state called 
the “relaxed excited state” (RES). The RES peak in the spectrum also has a phonon 
sideband, which is related to a Franck−Condon- (FC)-type transition. For α ranging 
from ~4 to ~7, the RES peak is very intense compared with the FC peak. 

Calculations of the optical conductivity for the Fröhlich polaron performed within 
the diagrammatic Quantum Monte Carlo method [26] (Fig. 10), fully confirm the re-
sults of the path-integral variational approach [24] at α ≤ 3. In the intermediate cou-
pling regime 3 < α < 6, the low-energy behaviour and the position of the maximum of 
the optical conductivity spectrum of Ref. [26] follow well the prediction of Ref. [24]. 
There are the following qualitative differences between the two approaches in the 
intermediate and strong coupling regime: in Ref. [26], the dominant peak broadens 
and the second peak does not develop, giving instead rise to a flat shoulder in the op-
tical conductivity spectrum at α = 6. This behaviour can be attributed to the optical 
processes with participation of two or more phonons. The RES peaks calculated in 
[24, 25] tend to become too narrow as α increases. The nature of the excited states of 
a polaron needs further study. 
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Geometrical and electronic properties of ultra thin 
epitaxial metal nanowires on flat and vicinal Si surfaces 

H. PFNÜR
*, V. ZIELASEK, CH. TEGENKAMP, T. BLOCK, Z. KALLASSY 

Institut für Festkörperphysik, Universität Hannover, Appelstr. 2, D-30167 Hannover, Germany 

The study of metallic low-dimensional nanoscale systems requires the generation of ultra-small struc-
tures. We demonstrate the feasibility of the formation of metallic wires of arbitrary shape with a lateral 
width below 10 nm and a thickness from one to several monolayers using a combination of electron beam 
lithography in ultra-high vacuum and tunnelling microscopy. These methods can be easily combined with 
surfaces structured by self-organization. As an example, a system consisting of Pb on Si(557) is dis-
cussed. It exhibits quasi one-dimensional conduction properties already with one Pb monolayer, which 
undergoes a temperature-driven structural phase transition, switching the system between high and low 
conductance anisotropy. 

Key words: low-dimensional nanoscale system; metal epitaxy; nanowires; silver; silicon; electron-beam 
lithography; tunnelling microscopy; surface conductivity 

1. Introduction 

One- or two-dimensional electronic systems are very interesting physical objects, 
since due to electron confinement, increased electron correlation [1] leads to strong 
deviations from the Fermi liquid, and in 1D to the formation of a Luttinger liquid 
[2, 3]. Particularly in one-dimensional systems the enhanced interaction is accompa-
nied by instabilities. Interactions between the lattice, charge, and spin cause the for-
mation of charge and spin density waves lowering the energy and leading to metal 
–insulator transitions in the electronic transport properties of such systems [1, 4]. 

Already for ideal systems it is clear that the electronic properties of low 
-dimensional systems are intimately related to their geometric structure. In real and 
very small one- or two-dimensional systems, this problem is modified by the fact that 
they must be supported by or embedded into a substrate material or stabilized by other 
means. Thus their realizations are always approximate and use either strongly anisot-
_________  

*Corresponding author, e-mail: pfnuer@fkp.uni-hannover.de 
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ropic crystals [5, 6] and polymers [7] or supporting surfaces [8]. Adsorbed layers, 
which partly form chain structures on substrates like Si(111) [8, 9], are alternative 
realizations that come closer to atomic chains, and allow precise access to the geomet-
ric and electronic properties of quasi one-dimensional systems. 

These examples illustrate that realizations of quasi one-dimensional systems are of 
high interest. In the present paper, we explore two possibilities of realizations. The 
first is using the top-down approach, i.e. it is an extension of conventional electron 
beam lithography, which has the potential to provide one-dimensional structures of  
arbitrary shape. The limit of one-dimensionality, however, is not yet reached at pre-
sent. We report on our first results of combining electron beam lithography with epi-
taxy of silver on silicon for the generation of epitaxial metal nanowires on an insulat-
ing support. In order to avoid surface contamination induced by the lithographical 
processes, we employ an in situ nanolithography technique for silicon surfaces, de-
veloped by Ichikawa and his group, which takes place entirely in ultra-high vacuum. It 
is demonstrated that this nanolithography technique, in combination with low 
-temperature silver epitaxy, may generate ultra thin continuous epitaxial metal 
nanowires with the width below 20 nm. 

In the second part of this paper, a further and quite intriguing example of a bot-
tom-up approach, i.e. the self-organized generation of strongly anisotropic metallic 
nanostructures in the Pb/Si(557) system, is discussed. The Si(557) surface as a sub-
strate already has a striped wire-like structure with the alternation of (111) and (112) 
oriented micro-facets, which seems to be almost unchanged by the adsorption of lead. 
Thus, electronic and geometrical properties can be well compared with those obtained 
on a flat Si(111) substrate, for which magnetoconductance and correlation with geo-
metric properties have been recently studied extensively [10–13]. The (557) surface is 
able to superimpose its symmetry onto the adsorbed Pb layer, which, after appropriate 
treatment, forms chain structures, so that transitions between one- and two-
dimensional behaviour can be studied with this system. Even after Pb adsorption, the 
Fermi level is pinned close to a mid-gap position [14], so that the underlying Si inter-
face is always depleted of charge, irrespective of doping. Here we present tempera-
ture-dependent macroscopic DC conductivity measurements in the coverage range 
between submonolayers up to several layers of Pb obtained after different steps of 
annealing. 

2. Experimental 

UHV-lithography experiments were carried out in ultrahigh vacuum (base pressure 
below 3×108 Pa) in a combined scanning electron microscope (SEM) – scanning tun-
nelling microscope (STM) system (JEOL SPM 4500 SX). Both microscopes are con-
focal and can be operated simultaneously at variable sample temperatures in the range 
60–900 K. While the electron gun (1–25 keV) provides an SEM resolution of 4 nm, 
an eucentric tilting mechanism of the sample stage renders it possible to vary the an-
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gle of incidence of the electron beam between 0 and 30º (Fig. 1). At glancing inci-
dence, microprobe reflection high-energy electron diffraction (μRHEED) may be used 
to check the crystallinity of the generated structures. Any diffraction spot may be 
chosen as an input signal for scanning reflection electron micrographs (SREM). An 
additional electron energy analyser was used for the Auger electron spectroscopy 
 

Fig. 1. Schematic drawing of the SEM-STM.  
This setup also allows scanning Auger microscopy 

(SAM), electron diffraction at sample areas  
of the beam diameter (RHEED), and scanning 

microscopy with the reflected electrons (SREM). 
Sample temperature can be varied in the range  

60–900 K during measurements  

(AES) and scanning Auger electron microscopy (SAM). The Si(111) substrate sam-
ples, sized 0.3×1.5×7 mm3, were cut from wafers of high resistivity (>1000 Ω·cm). 
The substrate surfaces were prepared by repeated flash heating to 1400 K by direct 
current while keeping the ambient pressure below 1×10–7 Pa. To oxidize the surface, 
the sample temperature was raised to 943 K for 10 min after oxygen (99.999%) was 
introduced into the chamber at a pressure of 2×10–4 Pa. It has been demonstrated that 
a complete layer of oxide 0.3 nm thick is formed under these conditions [15–17]. 
Surface quality and contamination were monitored by STM, RHEED, and AES. Silver 
was evaporated from a well-outgassed Knudsen cell. The deposition rate was deter-
mined using a quartz microbalance calibrated via STM measurements. For calibration, 
Ag was deposited in submonolayer amounts onto the substrate held at the temperature 
of 700 K. The areal fraction of Si(111) (√3×√3)R30°–Ag regions was determined and 
the Ag coverage calculated, assuming the density of 1 Ag atom per Si atom of the 
topmost layer (7.83×1014 cm–2) in the (√3×√3)-reconstructed regions, according to the 
HCT model [18]. 

Experiments with Pb on Si(557) were carried out again under ultra-high vacuum 
conditions in two separate vacuum chambers, set up for conductivity measurements at 
variable temperatures down to 3.5 K (apparatus A), and for tunnelling microscopy at 
variable temperatures down to 40 K (apparatus B). In both chambers, the average 
morphology was controlled by low energy electron diffraction (LEED), and the 
cleanliness of the Si surfaces by STM and by Auger spectroscopy (AES). The Si(557) 
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substrates (Crystec, Berlin) were chemically cleaned ex-situ. Atomically clean 
Si(557) surfaces were obtained by removing the native oxide by evaporation of Si at 
a surface temperature of 1170 K instead of using high temperatures [19]. The Pb cov-
erage was calibrated by conductivity measurements of thick Pb films grown on 
Si(111) substrates at 20 K [11] within the accuracy of 5% of a monolayer (ML). 

 

Fig. 2. Schematic of Si(557) samples prepared for DC conductance  
measurements via the eight TiSi2 contact pads (marked by dark triangles). 

The lines indicate the stripe structure along the [1 10 ] direction 

In our experiments, an extended four-point probe technique was used to conduct 
measurements (Fig. 2). The sample had eight pre-deposited macroscopic TiSi2 con-
tacts with a thickness of approximately 50 nm, which were separated pairwise by slits 
machined into the samples as shown in Figure 2. The separation between equivalent 
contacts was approximately 10 mm. Details about experimental procedures, thickness 
calibration, etc. can be found in ref. [20]. 

3. UHV electron beam lithography 

3.1. Generation of Si(111)/Si oxide templates 

The lithographical process used in order to form clean silicon windows within an 
oxide mask is shown in Figure 3, and has been described in detail by Ichikawa and 
 

 
Fig. 3. E-beam lithography in UHV for the generation of silver nanostructures on silicon:  

a) thin thermal oxide on Si, b) electron-induced oxygen desorption in selected areas, 
c) void formation in the oxide via thermal desorption of SiO, d) Ag deposition leading 

to cluster formation in oxide areas and epitaxial Ag layers in the Si window  
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co-workers [21, 22]. An oxidized Si sample is irradiated with the electron beam of the 
SEM, thus partially reducing the SiO2. Heating the sample to temperatures below the 
desorption temperature of SiO2 leads to electron-beam induced selective thermal de-
composition and the desorption of substoichiometric oxide. The width of the silicon 
windows depends on the primary electron dose and on the duration of subsequent 
heating. The total electron dose has to be optimised in order to obtain continuous Si 
windows while maintaining a good lateral resolution, as the plume of secondary elec-
trons damages the oxide around the focus of the primary electron beam. In our ex-
periments, the sample surface was irradiated at an angle of ca. 10° with respect to the 
surface plane, with a total surface electron dose of 100–200 C/cm2 and an electron 
energy of 25 keV. After electron irradiation, the surface was heated up to 780 °C for 
10–30 s. Besides the desorption of SiO, the etching of SiO2 by bared Si leads to the 
decomposition of the oxide [17], which is seen by the continuous propagation of the 
oxide boundary and widening of the Si windows during prolonged heating. STM has 
demonstrated that the Si surface in the window areas is atomically clean. 

  

 

Fig. 4. Lines of clean Si(111) windows in the Si oxide 
mask generated by electron irradiation (total doses of 

30–300 C/cm2) (a), details of such a window with  
a width of 20 nm (b), etch pits (one atomic layer deep) 

along the [1 10 ] directions after prolonged  
heating (c). All images were taken by STM  

Figure 4 shows line-shaped Si(111) windows, which were generated as templates 
for silver nanowires. With electron doses and the subsequent heating procedure opti-
mised, the windows are continuous over a distance of several micrometers (Fig. 4a). 
We have generated the windows as narrow as 7 nm, while windows with the width of 
20 nm as shown in Figure 4b are achieved regularly, also on substrates with a high 
step density, where the boundaries between oxide and windows often appear less 
sharp than on large single terraces. Figure 4c shows the result of prolonged heating 
after electron irradiation. The consumption of silicon from the bared areas during the 
decomposition of the oxide is evident by etch pits, which form especially at atomic 
steps, but also on flat Si(111) terraces in the window areas. The etch pits are one 
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atomic layer deep and their borders are probably aligned along the [1 10 ] directions, 
as observed, e.g., for Si(111) etching by water [23]. 

3.2. Ag epitaxy 

The deposition of silver is the next step in the lithographical process. On bare sili-
con surfaces, silver grows epitaxially without forming silicides, making silver an ideal 
candidate for insulated metal nanostructures on silicon with a well-defined interface 
between metal and substrate. Silver on Si(111) exhibits a variety of growth modes. At 
room temperature, silver grows on Si(111) in the Stranski–Krastanov mode [24]. For 
silver deposition at low temperatures (<170 K) and various annealing procedures, 
however, a variety of metastable structures have been reported as a result of limited 
kinetics. STM studies have shown that silver grows layer by layer and is atomically 
flat at a sample temperature of 100 K [25]. 

Layer by layer growth has also been observed for deposition at 150–170 K [26]. 
With an increasing amount of the deposited material, interconnected islands, flat is-
lands on top of a rough wetting layer, and continuous Ag layers have been observed 
when the surfaces were annealed to room temperature after deposition [27]. For the 
flat islands, preferred island heights have been identified. While the reason for the 
occurrence of different preferred heights in seemingly similar experiments (2 ML  
[26, 27, 28] and 6 ML [29]) has not been clarified yet, these magic heights are as-
cribed to the contribution of electron confinement within the metal layer to its free 
energy [28]. Spot profile analysis of LEED has shown that the continuous films con-
sist of atomically flat grains, forming a small-angle (6°) rotational mosaic [30]. Grain 
diameters in the range 1.5–9.5 nm have been observed, depending on the substrate 
temperature during deposition and annealing. 

 

Fig. 5. STM of 10 ML of Ag on homogeneous Si(111) 
deposited at 130 K and annealed to room temperature.  

A percolated network of flat Ag islands is seen.  
Bottom: the line scan shows the narrow range  

of island heights around 4 nm 

As an example from own measurements, Figure 5 shows an STM image of 10 ML 
Ag on a Si(111) substrate with a low step density and wide terraces in the range of 
100 nm. The silver layer was deposited at 130 K and annealed to room temperature. 
Instead of a continuous Ag layer, we find a percolated network of islands, obviously 
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aligned along the low index directions of the substrate lattice (the STM image in Fig-
ure 5 is not corrected for thermal drift). The islands all have about the same height of 
4 nm, with a variation of not more than ±15%, as shown by the line scan in Figure 5. 

 
Fig. 6. STM images (size 150×150 nm2) of 7 ML Ag deposited at 130 K on an Si(111) window  

in an oxide mask and annealed to a) 300 K and b) 700 K. Line scans along the white lines  
are shown below the STM image; 3 nm high Ag islands are seen in the window areas (borders  

of the window areas are marked by arrows). Sample bias –8 V, tunnelling current – 45 pA 

Such a percolated network of islands of uniform height in a line-shaped Si window 
within an oxide mask would make a perfect nanowire. Figure 6a shows 7 ML Ag de-
posited on a Si(111)/Si oxide template at 130 K and annealed to room temperature. 
On the oxide area, spherical Ag nanoclusters have formed. The low surface free en-
ergy of the oxide surface inhibits the metal to wet the oxide. In the line-shaped 
Si(111) window, separate flat epitaxial islands with diameters in the range of 10–20 
nm are detected. Obviously the growth mode in the narrow Si(111) window differs 
from that on bare Si(111), either due to defects such as nucleation sites or due to addi-
tional kinetic limitations. Apparently there is no significant transport of silver from 
the oxide area to the silicon window and vice versa. All material hitting the oxide area 
is consumed by the clusters. When the diffusion of silver atoms is restricted to the 
line-shaped Si(111) window, any coarsening of islands may be hindered. 

Figure 6b shows the result of annealing 7 ML Ag deposited at 130 K on a line-
shaped Si(111)/Si oxide template up to about 700 K. Comparison with Figure 6a re-
veals that the clusters on the oxide have coarsened. They still appear to be spherical in 
shape, indicating that they are not interconnected. Within the Si(111) window, a sin-
gle elongated island has formed. The line scan depicted underneath the STM image 
reveals that the island is about 3 nm high, has a flat top, and is separated from the 
adjacent clusters in the oxide area. 

Such nanowire sections have been observed with a total length up to 250 nm in our 
STM experiments. Figure 7 shows two nanowire sections with the width of 15–25 nm in 
adjacent Si(111) windows. The disturbances visible in the STM image are due to tip 
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changes, presumably induced by the detachment or attachment of silver atoms. Fig-
ure 7 also shows two islands in an 80 nm wide Si(111) window. Their lateral shape  
 

 
Fig. 7. A demonstration of wire-shaped Ag islands on an Si(111)/Si  

oxide mask in a narrow Si window (20 nm wide), and of 2D Ag islands  
in the wider window (80 nm) 

appears as round as it is expected for silver deposition on bare silicon. Obviously, the 
tendency to form elongated nanowire sections is promoted by narrow Si windows. 
The role of the interface between the Si window and the oxide for Ag diffusion and 
the nucleation of Ag islands have not been investigated yet. 

3.3. Ag wetting layer 

Besides the 3 nm high nanowire sections, the Ag wetting layer in the Si(111) win-
dows may be regarded as a metal nanowire in its own right. A surface state conductance 

in the range of (5–10)×10–5 Ω–1 has been reported [31]. The ( ( 3 3)R30 -Ag× �  sur-
face has a metallic surface state band as demonstrated by the observation of standing 
electron waves [32] and a two-dimensional plasmon [33]. It is particularly interesting, 
since, in contrast to the nanowire sections shown above, the wetting layer is limited in 
length only by the size of the Si(111) window. It is generated by annealing silver on 
Si(111) up to 700 K or by depositing at that temperature, and is composed of 

( 3 3)R30 -Ag× �  domains [34]. 
Figure 8 shows the wetting layer formation in line-shaped Si(111) windows within 

an oxide mask. While only 0.5 ML Ag was deposited on the surface (deposition tem-
perature 790 K, rate 0.13 ML/min) the window area is completely covered by the 
wetting layer, indicating Ag diffusion from the oxide to the window area. Pits due to 
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an Ag-induced surface reconstruction as well as islands of an additional layer can be 
seen in the window areas. The observed height differences within the windows always 
correspond to multiples of the Si(111) bilayer thickness. This observation indicates 
that the Si substrate is completely covered by the wetting layer, because the height 

difference between (7×7) and adjacent ( ( 3 3)-Ag× terraces would clearly differ 
from the Si bilayer thickness. 

Fig. 8. STM image of 0.5 ML Ag deposited  
on a Si(111)/Si oxide template at 790 K at the rate of 
0.13 ML/min. Due to migration from the surrounding 
oxide film, the Si window is covered by a continuous 

Ag wetting layer. In some parts (bright areas),  
a second Ag layer starts to grow  

Concluding this section, we have shown that ultra thin crystalline metal nanostruc-
tures with characteristic lateral dimensions of much less than 20 nm can be generated 
on an insulating support using a combination of electron beam lithography in ultra-
high vacuum and Ag epitaxy on Si(111). Details of the morphology of the metal de-
posit depend partly on the lateral constriction imposed by the oxide mask. Various 
thicknesses can be exploited starting with the wetting monolayer. Arbitrary shapes 
have not been tested explicitly yet, but seem to be easily feasible. 

4. Conductance of Pb on Si(557) in the monolayer regime 

In the Pb/Si(557) system, we start with a macroscopic measurement (distance be-
tween contacts was 10 mm, as already mentioned) of conductance on Si(557) samples 
that were prepared as described in the experimental section. For Pb layers evaporated 
onto the Si(557) samples at low temperature (below 25 K), the onset of measurable 
Pb-induced conductance was found to be close to 0.6 ML (ML given with respect to 
the density of Si surface atoms). Annealing to temperatures up to 600 K leads to an 
increase in conductance (except at coverages close to the percolation threshold, at 
which no effect was detected) and to the reversibility of conductance as a function of 
temperature. It is characterized by a weak anisotropy, with conductance normal to the 
steps being smaller by typically a factor of 1.5 than that perpendicular to them. 
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4.1. Conductance of an anisotropic Pb monolayer 

This behaviour of a weak anisotropy and a gradual increase in conductance as 
a function of temperature is changed drastically by an annealing step to 640 K. The 
curves obtained after this high-temperature annealing step are now dominated by an 
abrupt change at the temperature of 78 K, separating a high-temperature region with 
small conductance anisotropy (ratio 1.5) from the low-temperature region 
characterized by high anisotropy (ratio 30–60). At temperatures below 78 K, 
a stepwise increase of σ

ø
 by typically a factor of 3 is observed, whereas σ

z
 drops 

sharply by a factor of 2–10. This final step of annealing obviously induces two ef-
fects. The monolayer undergoes an ordering process that is strongly activated, so that 
it occurs only during annealing to temperatures close to desorption. The alternative 
that a mixing of Si and Pb atoms in the first layers takes place, so that a surface sili-
cide is formed, is unlikely judging by the STM data presented below. 

The switching of conductance from low to high anisotropy was found to be inde-
pendent of the initial Pb coverage, Θini, after the high-temperature annealing step to 
640 K, if it exceeded 1 ML. An example, with Θini = 4 ML and annealing to 640 K, is 
shown in Figure 9. The vapour pressure of bulk Pb at 640 K is 7×10–7 mbar [35]. This 
means that after annealing for several minutes all multilayers of Pb must have been 
desorbed, directly explaining the insensitivity of the conductance results to the initial 
coverage in the multilayer range after the high-temperature annealing step. The fact 
that conductance can be switched, driven by temperature, from high to low anisotropy 
is therefore a property of the monolayer of Pb and/or of the conductance channels 
induced by the Pb monolayer on the Si(557) surface. The assumption of monolayer 
coverage is fully compatible with the STM results described below. As seen there, 
atomic wire-like structures are formed after this high-temperature annealing step, which 
are responsible for the anisotropy of the conductance observed at low temperature. 

 
Fig. 9. DC conductance as a function of temperature after the adsorption of 4 ML  
and annealing to 640 K, measured along the [112] (σ

z
) and [110] direction (σ

ø
) 
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For the “optimal” conductance curves after annealing, i.e. those obtained with initial 
Pb coverages of 3ML or more, σ

ø
 below Tc can be well described by σ

ø
 = A + B×T–n, 

with n close to 1 (see Fig. 10). This decrease of σ
ø
 as a function of temperature con-

trasts with the increase above the jump at 78 K, indicating thermally activated behav-
iour above this threshold. σ

z
, on the other hand, is thermally activated in both tem-

perature regimes. Whereas for σ
z
 defects may play some role as mentioned, the 

optimal conductance values of σ
ø
 did not vary between different samples, and neither 

the abrupt changes seen in the conductance at 78 K nor the temperature dependence 
of σ

ø
 below 78 K can be explained by defects. While we cannot expect that a surface 

is free of defects like point defects or steps, at least on the atomic scale, such defects 
cannot act as effective scatterers along Pb chains. 

Fig. 10. Conductance curve σ
ø
 from Fig. 9 

below 78 K plotted versus 1/T  

This property changes when the coverage is so small that only very few chains are 
left, which form a conducting channel between the contacts of our experimental setup. 
Here there is a high probability for more extended defects that can only be sur-
mounted by thermal activation. This scenario seems to be valid at a Pb concentration 
of 0.8 ML and lower. The observed jump in conductance at Tc and the increase of σ

ø
 

as a function of temperature below Tc is compatible with the assumption of sections of 
isolated chains separated by gaps, which can still be surpassed by thermal activation. 

4.2. Conductance and geometrical properties 

The clean Si(557) surface (not shown) corresponds closely to that shown in 
Ref. [36]. These results are supported by LEED, which shows the characteristic 7×7 
reconstruction of (111) facets [37, 38] and the known 2×1 reconstruction of Si(112) 
surfaces [39]. Microscopically, the (111) facets are separated by 3-fold steps. The 
typical terrace lengths that can be obtained on our samples are around 200 nm. 
Neighbouring (111) terraces are separated by steps that correspond to steps of 6 and 9 
atomic heights. Kinks in the step edges can also be seen. In any case, these extended 
line defects remain on the atomic level. Even with a low density of terraces, many 
thousand steps intersect the path between two contacts in our experimental setup. 

As judged from a large series of adsorption experiments and various annealing 
steps, adsorbed Pb leaves the terrace structure of the Si(557) sample unaltered. After 
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the adsorption of Pb at low temperatures and annealing for 15 minutes at 640 K, STM 
reveals the characteristic chain structure shown in Figure 11, with an average spacing 
between the chains of 14 Å. This chain structure is found only after the high-
temperature annealing step, whereas a more irregular bumpy hill-and-valley structure 
is found at lower annealing temperatures. The chain structure is destroyed by anneal-
ing at 650 to 660 K. Thus there is a close correlation between the chain structure ob-
served here and the strongly anisotropic conductance behaviour found below 78 K at 
one monolayer coverage. The surface shown in Figure 11 is completely covered with 
Pb, and all chain structures are Pb-induced. 

 

Fig. 11. STM images (40 ×20 nm2) of the chains 
after the adsorption of 10 ML Pb/Si(557) and 

annealing to 640 K. The temperatures of  
measurement were a) 40 K and b) 100 K 

It seems that two different kinds of chains on the surface can be discriminated, 
which may be attributed to chain formation on the two facets. As judged from chains 
ending at small clean 7×7 islands, the bright chains must be located on the (111) fac-
ets or at the edge between the two facets, whereas the other chains must be on the 
(112) facets. The step-step distance there is around 10 Å on the clean surface, i.e. it is 
significantly smaller than the Pb–Pb chain separation. This enlarged chain distance 
can be caused by effective lateral repulsion between wires, so that they are not located 
at equivalent positions on each mini-terrace, supporting the assumption of coupled 
chains. As an alternative, step separations on the original (112) facets, induced by Pb 
and high-temperature annealing, could be enlarged at the expense of the extension of 
the (111) facet. If this rearrangement of the local step structure is necessary, it would 
explain the necessity for high-temperature annealing. In any case, it is obvious that 
each Pb wire consists of more than one atomic chain in order to accommodate a Pb 
concentration of approximately 1 ML. Even at a temperature of 40 K these chains 
contain a lot of defects that limit the typical undistorted length of a chain to 30–100 nm, 
with the bright chains containing typically less defects than the others. Whereas the 
chain separation has a well-defined value, the stacking sequence normal to the chains 
seems to follow the local variation of facet sizes, so that it is not long range ordered. 

The abrupt changes observed at Tc = 78 K are directly correlated with an intrigu-
ing structural phase transition that does not change the chain structure itself, as seen 
in Figure 11a, b (the images there were taken at 40 K and 100 K, respectively, i.e. 
below and above the phase transition). The effects associated with the phase transi-
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tion, however, are most clearly visible in one-dimensional Fourier transformations 
along and perpendicular to the chain structures. The results are shown in the top part 
of Figure 12 for a typical single scan. Averages over an area of 40×40 nm2 are shown 
in a log scale in panels a) and b) of this figure. 

 
Fig. 12. Fourier transformations of line scans from STM pictures at 100 K (lower curves)  

and at 40 K for the direction perpendicular (a) and parallel (b) to the steps.  
The top graph of b) shows the Fourier transform of a single atomic chain 

in a linear scale. Such a chain is shown in c) in real space. 

In the direction normal to the chains (left part of Fig. 12), for both temperatures, 
a clearly enhanced Fourier component Γ1 is seen, which corresponds to an average 
hill and valley spacing of 57 Å, i.e., to the periodicity of the clean Si(557) surface. For 
T = 40 K an additional, but considerably broader component Γ2 is seen, which corre-
sponds to the 14 Å spacing of the Pb wires. 

Parallel to the chain structure the Fourier transforms calculated from 40 K STM 
images show, in contrast to those of STM images taken 100 K, an additional periodic-
ity with a fundamental wavelength of 10 times the next neighbour separation of Si, 
along with higher harmonics. The peak at 110% SBZ corresponds to the nearest 
-neighbour spacing of Pb with approximately the bulk Pb lattice constant. Little corre-
lation of this periodicity between different chains was found. The modulation of the 
chains is weak, as is obvious from Figures 11 and 12. It cannot be induced by missing 
Pb atoms, as seen, e.g., for the case of Ga on Si(112) [40], but rather by a modulation 
of the local position of adatoms, most likely due to the misfit between Si and Pb lat-
tice constants. Since the lattice constant of Si is 9% larger than the lattice constant of 
Pb, registry between the ideal Si and Pb lattices is obtained every ten Si atoms, which 
agrees well with the ten-fold periodicity found. 

Approaching Tc from higher temperatures, it seems to be the locking of the chains 
into the high order commensurate superperiodicity, coupled with a regular separation 
between the Pb induced chains, that causes the switching from low to high anisotropy 
and into a highly conducting state along the chains with a “metallic”-like temperature 
dependence. 
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Electrical conduction in this system occurs in the partially filled band of Si surface 
states, which is modified by the adsorbed Pb chains that impose their symmetry and 
their periodicity onto this band. As judged from the low electrical conductivity in the 
[1 10 ] direction in the low temperature regime and its temperature dependence, cou-
pling is rather weak between the chains, and the electrons close to EF are preferably 
localized within one chain. Along the chains, the 10-fold periodicity imposes 
a mesoscopic modulation that effectively backfolds the band structure of the unmodu-
lated chains. Thus the effective Fermi wavelength λF cannot be smaller than twice the 
modulation period, but may be even much longer. The corresponding effective in-
crease of λF can rationalize why these electrons are quite unsusceptible to local de-
fects on the atomic scale along the chains. Although defects are present, they do not 
lead to the localization of the conducting electrons along the wires down to tempera-
tures of 4 K. 

Passing the phase transition, the conductance normal to the Pb chains drops 
sharply, but here the activated temperature behaviour seen above the phase transition 
remains also at temperatures below. This strong anisotropy means a strongly en-
hanced localization of the electrons in the direction normal to the wires, which is de-
stroyed at higher temperatures when the spatial correlation between the wires is lost. 
We note that above the phase transition both σ

ø
 and σ

z
 return to activated behaviour, 

i.e., to an increased sensitivity to local defects. This fits qualitatively to the model of 
a much shorter effective λF in both directions in the high-temperature phase than at 
low temperatures. 

The conductance behaviour in the highly anisotropic state may be a candidate for 
Luttinger liquid behaviour in coupled chains [41]. Since we observe quasi one 
-dimensional conductivity down to 4 K, the energy scales for two-dimensional cou-
pling are extremely small (of the order of a few kelvin or even less) compared to stan-
dard quasi one-dimensional conductors [42]. This suggests that we have found a sys-
tem with almost ideal one-dimensional conductive properties. On the other hand, the 
quantitative properties deviate clearly from predictions for DC conductance in a Lut-
tinger liquid, even in the presence of defects [43], since a rather high background 
must be subtracted from the data in order to obtain a simple power law. The meaning 
of the (still one-dimensional) “background” conductance must remain open at this 
point. Significant coupling between the chains must also exist, as indicated by the 
nonzero value of σ

z
 and its increase as a function of temperature [42, 44]. Whether 

defects such as additional steps are important for these deviations cannot be answered 
at the moment. 

Summarizing, our results show that quasi-metallic quasi one-dimensional conduc-
tance with extremely high values of conductance can be obtained with only one 
monolayer of Pb that forms a chain structure on Si(557). Conductance can be 
switched from low to high anisotropy by an order-disorder phase transition with 
a mesoscopic modulation period. Thus, and in strong contrast to the metal-insulator 
transitions seen in most systems when temperature is decreased, we observe transi-
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tions from a quasi one-dimensional metal at low temperature to an insulator (with 
temperature-activated behaviour) at high temperature parallel to the Pb chains, and an 
insulator–metal transition in the direction normal to the Pb chains. 

Both sets of experiments described in this paper emphasize the power of ultimate 
nanostructuring for gaining new insight into the physics of low-dimensional systems. 
Especially the role of defects must be clarified in further experimental studies on 
a very small scale, so that individual defects and their influence on conductance can 
be directly detected. Such experiments seem to be feasible with such nanoscale tech-
niques. 
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Photonic crystals are inhomogeneous materials whose dielectric properties vary periodically in space 
on a macroscopic scale. These materials have novel and interesting properties concerning both basic 
physics and technological applications. After a brief description of the main properties of photonic crys-
tals, we present some specific applications related to wave guiding and Anderson localization of light due 
to stacking faults in these crystals. 
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1. Introduction 

Photonic crystals are composite materials whose dielectric properties vary peri-
odically in space on a macroscopic scale [1–3]. For example, a photonic crystal may 
consist of non-overlapping dielectric or metallic spheres arranged periodically in 
a host medium with a different dielectric function. When the diameters of the spheres 
and the lattice constant are of the same order as the wavelength of light, we cannot 
describe the optical properties of the composite medium using an effective-medium 
approximation (this approximation holds when the wavelength of light is much larger 
than the lattice constant). Therefore, for a given photonic crystal (and a given lattice 
constant) we expect to see qualitatively new phenomena – different from those ob-
served in a homogeneous medium – at sufficiently high frequencies of the electro-
magnetic (EM) field and when the wavelength of the EM waves is about the same or 
smaller than the lattice constant. At these frequencies, one expects to find phenomena 
that can be derived from the multiple scattering of light (we shall use the term light to 
stand for any EM wave in what follows) by a multitude of scatterers in the medium. 
_________  
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Having in mind a photonic crystal of non-overlapping spheres in a host medium, 
we can state the basic problem related to the modes of propagation of light in the infi-
nite crystal as follows. At a given frequency ω the wave scattered from a particular 
sphere of the crystal is generated by the wave incident on this sphere, which consists 
of the waves scattered by all other spheres in the crystal. Naturally, this leads to 
a homogeneous system of equations (essentially the Maxwell equations in some 
form), which may or may not have physical solutions at the given frequency, i.e. solu-
tions remaining finite everywhere in the infinite crystal. It turns out, as expected, that 
these physical solutions are of the Bloch wave type, familiar from solid state physics. 
There, the Bloch waves are solutions of the Schrödinger field the electron sees in 
a periodic array of atoms. In the present case, the Bloch waves are EM waves in the 
composite medium under consideration. It turns out that there are regions of fre-
quency over which propagating modes of the EM field cannot exist in the composite 
medium (an appropriate photonic crystal), in the same way that electron states cannot 
have energies in the gaps of the energy band structure of a crystalline solid. 

2. A photonic crystal with an absolute gap 

In Figure 1, we show an example of a frequency band structure of a three-
dimensional photonic crystal, which exhibits an absolute frequency gap. It consists of 
non-overlapping spheres with a dielectric constant εs = 12.96 in air (ε = 1). The 
spheres are arranged as in a diamond crystal with a lattice constant a. We view the 
 

 

Fig. 1. Projection of the frequency band structure 
of a crystal consisting of dielectric spheres  

(εs = 12.96, S/a0 = 0.25), arranged as in the structure  
of diamond in air (ε = 1), onto the SBZ  
of the (001) surface (shown in the inset) 

crystal as a stack of layers parallel to the xy plane. The periodicity of the layers parallel to 
this plane is described by a two-dimensional square lattice defined by the primitive vectors 
a1 = a0(1,0,0) and a2 = a0(0,1,0), where a0 = a 2/ 2  is the distance between second nearest 
neighbours in the diamond structure. A basis of two spheres with a radius of S = a0/4, cen-

tred at (0,0,0) and a0(1/2,0, 2 / 4 ), defines the two planes of spheres of a layer. The 
(n+1)th layer along the z axis is obtained from the nth layer by a simple translation, de-
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scribed by the primitive vector a3 = a0(1/2,1/2, 2/ 2 ). What Figure 1 actually shows, is 
the projection of the frequency band structure onto the surface Brillouin zone (SBZ) 
of the (001) surface of this crystal, in particular along the symmetry directions of the 
SBZ. For any value of k|| (the reduced wave vector parallel to the (001) surface), the 
figure shows the regions of frequency over which at least one propagating mode of 
the EM field exists in the crystal (shaded regions) and those regions (gaps) where no 
such modes exist (blank regions). It is clear that an absolute frequency gap exists be-
tween ωa0/c = 3.68 and ωa0/c = 4.16 (c is the velocity of light in vacuum). We veri-
fied that this is indeed true by calculating the band structure at a sufficient number of 
k|| points within the SBZ, using a layer multiple-scattering computer code [4, 5]. Over 
the region of an absolute frequency gap, there can be no propagating wave in the crys-
tal in any direction of propagation, and a slab of the material (sufficiently thick) be-
haves like a perfect mirror for the light at all incidence angles. The technological ap-
plications of this property of photonic band gaps in the construction of useful devices 
in optoelectronics can be far-reaching. For example, a wave guide with walls made of 
such a material is an obvious possibility, and a lot of progress has already been made 
in this direction, especially in relation to two-dimensional wave guides [6]. 

3. Coupled resonator optical wave guides 

A different type of wave guide, intrinsic to photonic crystals, which has come to 
be known as the coupled cavity wave guide (CCW) or coupled resonator optical wave 
guide (CROW), was suggested by us in 1998 [7] and, independently, by Yariv et al. 
a year later [8]. Imagine a photonic crystal with an absolute frequency gap, such as the 
one described in Figure 1. If we replace one of the spheres by a slightly different one 
 

Fig. 2. A diamond structure of spheres. A linear 
chain of defect spheres (black spheres) is  

introduced along the [110] direction,  
which is taken as the x axis  

(a defect sphere), we obtain a localized state of the EM field within and about this 
sphere at a frequency within the gap. In reality, one obtains a degenerate state, but for 
the sake of simplicity we shall assume that we have just one non-degenerate state. If a 
photon of this frequency is somehow generated within this sphere, it will stay there 
for ever in the absence of absorption. Now imagine a periodic chain of such spheres 
along a straight line, as shown in Figure 2. There is bound to be some coupling be-
tween these spheres (a hopping interaction). This leads to a one-dimensional narrow 
band of states, with a width depending on the strength of the coupling between the 
spheres. Light can now propagate along the chain with a (group) velocity much 
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smaller than that in a homogeneous medium. This velocity can be, to some degree, 
adjusted to suit a number of purposes. It is also interesting to note that, under certain 
conditions, the chain can consist of a number of sections joining at angles, and light 
will still flow through it without being reflected at the corners, which is indeed re-
markable and potentially very useful in the design of integrated optoelectronic sys-
tems. There is presently a lot of activity related to CCWs [9–16], and hopefully there 
will be interesting applications, too. 

4. Anderson localization of light 

We would like to close this short review with a brief reference to a quite different 
problem, which shows the richness of photonic crystals as an area of research. We 
have established that a random introduction of stacking faults in a slab of an inverted-
opal photonic crystal leads to Anderson localization of light (localization due to dis-
order) over certain frequency regions around the absolute frequency gap [17, 18]. We 
show this by calculating the transmission coefficient of light incident on a slab of the 
material as a function of the thickness D of the slab. When Anderson localization 
occurs, the ensemble-averaged logarithm of the transmittance of the slab <lnT> dimin-
ishes with thickness as <lnT> = –2D/l, which allows us to determine the localization 
length l at various frequencies of the incident light. Hopefully such systems can be 
built in the laboratory [19, 20] in which case the possibility arises to directly compare 
theory and experiment at a quantitative level, something that is indeed quite rare in 
studies of Anderson localization phenomena. 
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Mn3Fe4V6O24 compound was prepared using the solid-state reaction method. The magnetic and crys-
tal structural studies were carried out by using neutron diffraction methods at the temperatures of 10 and 
290 K. Down to 10 K no long-range magnetic order was observed. Essential differences in the positions 
of metal ions were observed as compared to similar systems (β-Cu3Fe4V6O24 and Zn3Fe4V6O24) investi-
gated by X-ray and neutron diffraction methods. In this system, a disordering process involving iron and 
manganese atoms in M(2), M(3), M(4) cation sites was found, which could be responsible for the signifi-
cant differences in the physical properties observed for this type of compound. 

Key words: neutron diffraction; crystal structure 

1. Introduction 

The knowledge of the crystallographic and magnetic structures of multi 
-component vanadate oxide compounds is very important for better understanding 
their interesting physical properties [1–6]. Neutron diffraction studies of Zn2FeV3O11 
and Mg2FeV3O11 compounds have shown that iron(III) and zinc/magnesium ions are 
disordered in their corresponding sublattices, and that the distributions on octahedral 
and trigonal bipyramidal sites are non-statistical [3, 5]. The M2FeV3O11 (M = Zn and 
Mg) compounds synthesized in the reaction of FeVO4 with pyrovanadates M2V2O7 
exhibited disorder in cation sites [2, 3, 5]. Recently, M3Fe4V6O24 (M = Zn, Co(II), 

_________  
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Mg, Mn) compounds have been obtained as the products of reactions between FeVO4 
and M2V2O8. These compounds crystallize in the triclinic space group 1P  [1, 7–9]. 
X-ray analysis has not revealed any disorder among iron(III) and divalent (Zn, Co, 
Mg) ions in the compounds. 

The aim of this paper is to report a study of the crystal and magnetic structures of 
Mn3Fe4V6O24 compound, which was prepared in reaction between the MnO, Fe2O3, 
and V2O5. Neutron diffraction was used, and special care was taken to search for 
possible disorder in the cation sites. 

2. Experimental 

A powder sample of Mn3Fe4V6O24 was synthesized by the solid-state reaction 
method from appropriate metal oxides. MnO, V2O5, and Fe2O3 powders where mixed 
in a 3:3:2 molar ratio, according to the following reaction:  

3MnO + 3V2O5 + 2Fe2O3 →  Mn3Fe4V6O24 

The powders were mixed, pressed into pellets, and calcinated in air at 600 °C for 
24 h, at 700 °C for 24 h, and at 750 °C for 24 h (twice). After each heating stage, the 
sample was slowly cooled down to room temperature, ground, and analysed by the 
differential thermal analysis (DTA) and X-ray diffraction (XRD), until the formation 
of a single phase sample could be verified. The obtained compound crystallized in the 
triclinic space group 1,P forming a dark brown-coloured powder, with its melting 
point at 1163 K, as determined by DTA. 

The crystal structure of the Mn3Fe4V6O24 was investigated by the neutron pow-
der diffraction method using a high luminosity DN-2 time-of-flight powder diffrac-
tometer on a IBR-2 pulsed reactor at the FLNF Frank Laboratory of the Joint Insti-
tute of Nuclear Research (JINR) in Dubna, Russia. The neutron diffraction patterns 
were measured with a resolution determined by the width of the pulse from 
a neutron source, Δd/d = 0.01, with interplanar spacing dhkl ranging from 1 to 20 Å. 

The diffraction patterns were collected by using approximately 10 g of the investi-
gated sample, enclosed in a thin-walled aluminium cylindrical container 8 mm in 
diameter. The counting time was 15 h for each temperature. Diffraction patterns 
were obtained at 10 K and 290 K, and analysed by the program MRIA (Multi-Phase 
Rietveld Analysis) [10] using X-ray diffraction data for β-Cu3Fe4(VO4)6 as a start-
ing model for Rietveld refinement [1, 11]. 

3. Results and discussion 

Figure 1 shows the neutron diffraction spectra of different profiles obtained at 10 
and 290 K for the Mn3Fe4V6O24 compound. The diffraction patterns did not show any 
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long-range magnetic ordered state at the investigated temperatures. Figure 2 presents 
a neutron diffraction spectrum of Mn3Fe4V6O24 and a simulated spectrum calculated 
by the program MRIA (χ2 = 1.75). A very good agreement was obtained between the 
experimental and calculated spectra. 

 
Fig. 1. Experimental neutron diffraction spectra of Mn3Fe4V6O24 obtained 

 in the range of dhkl up to 11 Å at 290 K, 10 K and the difference of their intensities 

 
Fig. 2. Neutron diffraction spectrum of Mn3Fe4V6O24  

and a simulated spectrum obtained by the MRIA program (χ2 = 1.75) at 290 K 

Mn3Fe4V6O24 is a homeotype of β-Cu3Fe4V6O24 [11], since the structure is built 
from M(1)O6 polyhedra, M(2)O5 trigonal bipyramids, M(3)O6 and M(4)O6 octahedra, 
and isolated VO4 tetrahedra. Fe2O10 octahedral dimers alternate with M(2)O5 bipyra-
mids to form edge-sharing chains (Fe(1) and Fe(2) at the M(3) and M(4) positions, 
respectively). The M(1)O6 octahedra are located between chains and share corners 
with both M(2)O5 and Fe2O10 units. 

Figure 3 presents a projection of the structure along the [100] axis. M(1) ions are lo-
cated within the [100] tunnels. The distance between M(1) ions is dM(1)−M(1) = 6.703 Å in 
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the Mn3Fe4(VO4)6 compound. The M(2)O5 bipyramid is connected with the M(1)O6 
polyhedron, with one Fe(1) octahedral dimer and one Fe(2) dimer through the O(11) 
atom, O(7)−O(6) edge, and O(4)−O(8) edge, respectively (Fig. 4). 

 
Fig. 3. Crystal structure of Mn3Fe4V6O24 viewed along the a axis. 

See bottom of Table 2 for explanation of the symbols 

  
Fig. 4. Vanadium tetrahedral arrangement of the Fe1 (left) and Fe2 (right) dimers 

Fe(1) and Fe(2) octahedra form edge-sharing dimeric clusters. Their environment 
of vanadium tetrahedra,VO4, however, is different. Fe(2)2O10 octahedral dimers are 
surrounded by ten isolated VO4 tetrahedra, each sharing one corner with the Fe(2) 
dimer, and therefore they form a Fe(2)2O10 unit. Only eight VO4 tetrahedra build up 
a Fe(1)2O10 unit. They are linked to the Fe(1) dimer, since two V(2)O4 share two ver-
tices with the dimmer instead of one. The Fe(1)−Fe(1) distance dFe(1)−Fe(1) = 3.330 Å is 
even longer than the Fe(2)−Fe(2) distance, dFe(2)−Fe(2) = 3.148 Å, thus the difference  
Δd = dFe(1)–Fe(1) – dFe(2)–Fe(2) = 0.182 Ǻ. For the β-Cu3Fe4V6O24 compound, the above 
distances are [10]: dFe(1)–Fe(1) = 3.095Ǻ and dFe(2)–Fe(2) = 3.152 Ǻ, respectively, with 
a differences of d equal to –0.06 Ǻ.  
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V(1)O4 tetrahedra connect different Fe(1) dimers through their corners. Fe(1)2O10 
units form chains parallel to the a axis (Fig. 5). Fe(2)2O10 units are linked to each 
other through V(2)O4 and V(3)O4 tetrahedra. They build up layers in the ab plane. 
The distance between neighbouring layers of Fe(2)2O10 units is equal to c. 

  
Fig. 5. Chains of Fe(1)2O10 units (left) and linked Fe(2)2O10 units in the ab plane (right) 

Table 1. Crystallographic data for Mn3Fe4V6O24 obtained from neutron diffraction  
(at 10 K and 290 K) and XRD at room temperature.  

For comparison, similar data for Zn3Fe4V6O24 and β-Cu3Fe4V6O24 are given 

Parameter T = 290 K T = 10 K XRD [1] 
Zn3Fe4V6O24 

[7] 
β-Cu3Fe4V6O24 

[11] 

System triclinic 
Space group P–1 (No. 2) 
fw 1077.84 1077.84 1077.84 1109.19 1103.66 
a [Å] 6.7041(5) 6.7014(5) 6.703(2) 6.681(1) 6.600(3) 
b [Å] 8.1487(7) 8.1410(7) 8.137(1) 8.021(2) 8.048(4) 
c [Å] 9.8121(7) 9.8006(7) 9.801(2) 9.778(4) 9.759(5) 
α [°] 105.51(1) 105.47(1) 105.56(1) 105.25(4) 106.08(3) 
β [°] 105.54(1) 105.66(1) 105.58(2) 105.00(4) 103.72(3) 
γ [°] 102.37(1) 102.41(1) 102.35(1) 102.20(4) 102.28(2) 
V [Å3] 473.4(1) 471.9(1) 471.9(2) 465.8 461.8 
Z 1 1 1 1 1 
dcalc [g/cm3] 3.78 3.78 3.79 3.95 3.97 
Rp 2.96 2.78 – – – 
Rw 1.94 1.60 – – – 
χ 2 1.70 1.60 – – – 
      

χ
2 = ∑w(Ie − Ic)

2; Rw = [∑w(Ie − Ic)
2/∑wIe

2]1/2; Rp = ∑| Ie − Ic |/∑| Ie |. 

Mn3Fe4V6O24 crystallizes in a triclinic system. The parameters of the unit cell de-
termined from neutron diffraction (at both investigated temperatures, 10 K and 290 K) 
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and XRD analysis are presented in Table 1, together with literature data for the 
Zn3Fe4V6O24 and β-Cu3Fe4V6O24 compounds. The final refined atomic coordinates and 
the occupancy factors are shown in Table 2. The values of the unit cell parameters 
increase with increasing temperature, and some discrepancy is observed between the 
neutron diffraction and XRD data (Table 1). It is suggested that the analysis of the 
neutron diffraction data is more accurate. The three discussed compounds exhibit 
similar values of the crystal structure parameters. 

Table 2. Atomic coordinates of Mn3Fe4V6O24 obtained from refined neutron diffraction data 

T = 290 K T = 10 K 
Atom 

Site 
occupancy x y z x y z 

M(1) 1g 1.0 0 1/2 1/2 0 1/2 1/2 
M(2) 2i 2.0 0.791(8) 0.725(8) 0.232(5) 0.741(8) 0.674(7) 0.234(5) 
M(3) 2i 2.0 0.375(1) 0.949(1) 0.6165(1) 0.377(1) 0.947(1) 0.616(1) 
M(4) 2i 2.0 0.026(1) 0.199(1) 0.006(1) 0.035(2) 0.205(1) 0.011(1) 
V(1) 2i 2.0 0.8960 0.9097 0.6673 0.8960 0.9097 0.6673 
V(2) 2i 2.0 0.2221 0.6563 0.2708 0.2221 0.6563 0.2708 
V(3) 2i 2.0 0.5988 0.2685 0.1275 0.5988 0.2685 0.1275 
O(1) 2i 2.0 0.072(1) 0.053(1) 0.129(1) 0.071(1) 0.052(1) 0.130(1) 
O(2) 2i 2.0 0.570(1) 0.148(1) 0.223(1) 0.572(1) 0.150(1) 0.223(1) 
O(3) 2i 2.0 0.168(1) 0.437(1) 0.190(1) 0.167(1) 0.434(1) 0.190(1) 
O(4) 2i 2.0 0.976(1) 0.270(1) 0.829(1) 0.976(1) 0.275(1) 0.831(1) 
O(5) 2i 2.0 0.250(1) 0.789(1) 0.962(1) 0.253(1) 0.788(1) 0.966(1) 
O(6) 2i 2.0 0.895(2) 0.966(1) 0.346(1) 0.889(2) 0.966(1) 0.345(1) 
O(7) 2i 2.0 0.550(2) 0.253(1) 0.740(1) 0.540(2) 0.252(1) 0.739(1) 
O(8) 2i 2.0 0.318(1) 0.231(1) 0.964(1) 0.316(1) 0.237(1) 0.965(1) 
O(9) 2i 2.0 0.296(1) –0.005(1) 0.394(1) 0.298(1) –0.002(1) 0.392(1) 

O(10) 2i 2.0 0.216(2) 0.694(1) 0.446(1) 0.215(2) 0.690(1) 0.441(1) 
O(11) 2i 2.0 0.720(2) 0.485(2) 0.256(1) 0.724(2) 0.481(1) 0.254(1) 
O(12) 2i 2.0 0.126(2) 0.299(1) 0.415(1) 0.132(2) 0.303(1) 0.419(1) 

M(1) = Mn; M(2) = 1.60(2)Mn+0.40(2)Fe; M(3) = 0.08(2)Mn + 1.92(2)Fe; M(4) = 0.32(2)Mn + 1.68(2)Fe 

 
The coordinates of vanadium, given in the Table 2, are taken from X-ray data for 

β-Cu3Fe4V6O24, since the vanadium position data are determined with a large uncer-
tainty by the neutron diffraction method, due to the small scattering amplitude of va-
nadium. 

The bond lengths and angles for the Zn3Fe4V6O24 compound at both investigated 
temperatures as well as the average values for the system β-Cu3Fe4V6O24 were calcu-
lated and compared [11]. The temperature dependences of the metal-oxygen bond 
lengths in Mn3Fe4V6O24 were calculated from the measurements at 290 K and 10 K, 
and the following values were obtained:  

Δd1T = <M(1)–O>[4+2](290)–<M(1)–O>[4+2](10) = 0.007 Å 
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Δd2T = <M(1)–O>[4](290)–<M(1)–O>[4](10) = 0 Å 

Δd3T = <M(2)–O>(290)–<M(2)–O(10)> = –0.05 Å 

Δd4T = <M(3)–O>(290)–<M(3)–O>(10) = –0.003 Å 

Δd5T = <M(4)–O>(290)–<M(4)–O>(10) = 0 Å 

Thermal expansion is dominated by changes in distances involving M(2) posi-
tions. Bulk crystal unit cell parameters are changed between 10 K and 290 K in the 
following way: ΔaT = –0.001 Å, ΔbT = 0.003 Å, ΔcT = 0.006 Å, and the volume 
change ΔVT = 0.7 Å3. As can be seen, this thermal expansion is strongly anisotropic, 
being largest in the c direction and smallest in the a direction. 

This neutron diffraction study of Mn3Fe4V6O24 powder has shown that the iron(III) 
and manganese(II) ions have a disordered structure, and that the distributions on the 
octahedral and trigonal bipyramidal sites are non-statistical. Some cations are disor-
dered between octahedral iron and fivefold coordinated copper sites, and for the  
β-Cu3Fe4V6O24 compound this was detected by using Mossbauer spectroscopy [11]. 
X-ray diffraction analysis of the Mn3Fe4V6O24 system has shown that its iron atoms 
are not disordered with manganese atoms on any sites in this material. This is in con-
trast to our neutron diffraction study of this compound, because we have found a mix-
ing of Mn and Fe ions at the M(2), M(3), and M(4) sites. 

4. Conclusions 

The Mn3Fe4V6O24 compound has been synthesized from MnO, V2O5, and Fe2O3. 
Neutron diffraction measurements were carried out at two selected temperatures – at 
room temperature and at 10 K. The analysis of the diffraction patterns has not shown 
any long-range magnetic order, and it produced better crystallographic results than 
those obtained from XRD analysis for the same system. The value of Δd (the differ-
ence between Fe(1)–Fe(1) and Fe(2)–Fe(2) distances) is equal to 0.182 Ǻ for the 
Mn3Fe4V6O24 compound, being close to that for the isostructural β-Cu3Fe4V6O24 com-
pound (–0.060 Ǻ). We suggest that the coexistence of two different magnetic ions in 
these lattices could essentially influence these distances, which is especially evident 
in the case of the manganese(II) ion, whose magnetic momentum is greater than that 
of the copper(II) ion. The thermal expansion process in Mn3Fe4V6O24 has shown 
a strongly anisotropic character. The neutron diffraction method, in contrast to XRD, 
has revealed the existence of manganese and iron ion disorder at M(2), M(3), and 
M(4) sites in Mn3Fe4V6O24. 
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We studied the gas–liquid nucleation in Yukawa fluids by employing the density functional theory 
(DFT) and considering variable-range interaction forces between the particles of a one-component fluid. 
As a result, some interfacial quantities are sensitive in this kind of interaction (density profiles, principal 
tensors, mechanical surface tension and dividing radius), while some are not (pressure difference, density 
at the drop centre, equimolar surface tension). 

Key words: nucleation; density functional; Yukawa fluid; inverse-range-parameter; density profile 

1. Introduction 

The nucleation process is one of the most universal phenomena found in various 
areas in physics, providing the mechanism for the onset of first-order transitions. 
A stable phase is formed in an otherwise homogeneous background of a metastable 
phase; such a process is the formation of a liquid drop inside a bulk vapour phase, 
wherein in a sufficiently supersaturated vapour phase spontaneous density fluctua-
tions cause condensation, that is, they act as condensation nuclei (homogeneous nu-
cleation) otherwise it is heterogeneous in the presence of a solid substrate. The gas 
–liquid nucleation has been subjected to intensive research because of its importance 
in atmospheric and industrial processes, thus considerable attention has been paid to 
the formulation of phenomenological theories to predict the nucleation rates from 
measurable quantities. A consistent theoretical description of nucleation should pro-
vide knowledge into the processes leading to the formation of the embryo-nucleus of 
the new phase as well as its size down to the very beginning two-particle clusters. 

_________  
*Corresponding author, e-mail: ihatziag@phys.uoa.gr 
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The nucleation of a liquid drop from a bulk vapour phase was initially developed 
by Volmer, Farkas, Becker, Döring and Zeldovich, within the framework of thermo-
dynamics, considering that even very small drops behave as macroscopic (classical 
nucleation theory CNT), thus having a well-defined radius and enclosing a bulk liquid 
phase of density corresponding to the exterior bulk vapour phase at the same tempera-
ture; also the respective surface tension is that of a planar dividing surface at equilib-
rium and the same temperature and the interface is narrow compared to the size of the 
nucleus. The free energy ΔG of cluster-formation in a supersaturated vapour consists 
of a bulk and a surface term, ΔG = –ΔGb + ΔGs; the bulk term, ΔGb, is due to the free 
energy gain of the condensing particles, while the surface term, ΔGs, to the free en-
ergy loss because of the formation of the dividing interface of the cluster. Recent ex-
perimental results revealed that the conclusions of CNT are in error [1], especially in 
the case of small drops containing few particles; CNT underestimates the homogene-
ous nucleation rate, but accounts correctly for the main trends and provides a qualita-
tive description. Its predictions however are to be taken with reservations, thus mak-
ing necessary the reconsideration of this model. The initial attempt to correct CNT 
was the square gradient approximation (SGA), generalized by the density functional 
theory (DFT). The SGA was the first microscopic model; it was proposed by van der 
Waals and generalized by Cahn and Hilliard [2], according to which, the average den-
sity varies slowly over atomic distances and may not be valid away from the critical 
point. DFT is a rigorous statistical-mechanical approach in which the grand potential 
of a nonequilibrium inhomogeneous system being expressed as a functional of sys-
tem’s density and divided into intrinsic and extrinsic contributions, taking into ac-
count the interactions between particles, those with external fields and separating the 
various force fields into repulsive and attractive, the former ones are taken to be hard-
sphere-like [3–5]. The equilibrium density of the inhomogeneous system extremizes 
the grand potential functional and results as a solution of a variational principle [3–5]. 
In the current research, the nucleation in a one-component system is studied via DFT 
for a Yukawa fluid, since it yields universal results that can serve as prototypes of 
various fluid systems and is computationally simpler. 

2. Theory 

The DFT of inhomogeneous fluids relies on a proper choice of the grand potential 
functional ΩV(ρ(r)) [3–5] 

 ( )( ) ( )( ) ( ) ( ) ( ) ( )1

2V hs FF
V V

r f r r r r r dr r drΩ ρ ρ ρ ρ Φ μρ⎡ ⎤′ ′ ′= + − −⎢ ⎥⎣ ⎦∫ ∫
� � � � � � � � �

 (1) 

in the absence of an external field; μ is the bulk vapour chemical potential and V the 

volume of the system. The term ( )( )hsf rρ �

 is the Helmholtz free energy density of 

a uniform hard-sphere fluid at density ( )rρ �

, which accounts for the repulsive force 
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contribution; ( )FF rΦ �

 is the attractive part of the pairwise potential between two fluid 

molecules r r= �

 distant apart, which is chosen to be of the form 

 ( )
3 e

4π

r

FF r
r

λαλΦ
λ

−

= −   (2) 

α and λ being constants; the latter is the inverse-range parameter, usually chosen as  
λd = 1, where d is the hard-sphere diameter. The equilibrium density ( )rρ �

 of the in-

homogeneous fluid is obtained by minimizing Eq. (1) through the variational principle  

( )

( ) 0V r

r

ρ
ρ

∂Ω ⎡ ⎤⎣ ⎦ =
∂

�

�
 

yielding 

 ( )( ) ( ) ( )hs FF
V

r r r r drμ μ ρ ρ Φ′ ′ ′= + −∫
� � � � �

  (3) 

where  

( )( ) ( )( )
( )

hs
hs

f r
r

r

∂ ρ
μ ρ

ρ
=

∂

�

�

�
 

is the hard-sphere chemical potential. 
For the sake of simplicity, all quantities are transformed to dimensionless units,  

μ* ≡ βμ, p* ≡ βd3p, r* ≡ λr, ρ* ≡ ρd3, α* ≡ βα/d3 = 11.102/Τ*; (T* = T/Tc where Tc is 
critical temperature) although the asterisks will be suppressed. 

Substituting the attractive potential (Eq. (2)) into Eq. (3) and differentiating the re-
sulting equation twice with respect to u ≡ λr yield 

 ( )( ) ( )( ) ( )( ) ( )2
hs hs hs

u u u u
u

μ ρ μ ρ μ ρ μ αρ′′ ′+ − + = −   (4) 

The prime denotes derivative with respect to u. In the limit u → 0, the solution is less 
well-behaved, since at the origin u = 0 it is singular unless ( )

hs
uμ′  vanishes in that limit 

 
( )

( )
( )

0 0 0
lim lim lim

hs

hs
hsu u u

d u
u du u

duu
du

μ
μ

μ
→ → →

′
′

′′= =  (5) 

according to de l’Hopital rule, therefore, in the neighbourhood of the origin, Eq. (4) 
becomes 
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 ( ) ( )( )
0

1
lim ( )

3hs hsu
u u uμ μ μ αρ

→
′′ = − −   (6) 

Thus, the first boundary condition is ( )0 0hsμ′ = . The other one is related to the 

behaviour of the solution at infinity as .u → ∞  As u gets larger, the contribution of 
the term ( )2 ( )hs u uμ′  becomes less significant and the behaviour of ρ (u) is similar to 

that for a one-dimensional planar interface at the same temperature; hence, μhs(u) 
approaches the hard-sphere chemical potential of the bulk vapour phase 

( )vs
hs hs vsμ μ ρ≡  and ( ) 0hs uμ′ =  as .u → ∞  

The differential equation (4), with the boundary conditions 

( ) ( )0 0, , ( ) 0vs
hs hs vs hs hs vsμ μ ρ μ μ ρ′ ′= = =  

constitutes the problem under consideration, which will be solved numerically. The 
potential between two particles depends on the parameter λ, which is now considered to 
vary, control parameter. The spatial variable u transforms into u ≡ λr = (λd)(r/d) = Lv; 
v is the new spatial variable and L the new reduced inverse range parameter. As 
a result of this transformation, Eq. (4) becomes 

 ( )2 22
( ) ( ) ( ) ( )hs hs hsv v L v L v

v
μ μ μ μ α ρ′′ ′+ + − = −   (7) 

The calculation will be based on the Carnahan–Starling approximation for the 
hard spheres, 

 
( ) ( )

22 3 3

3 3

1 8 9 3
( ) , ( ) ln

1 1
hs hs

c c c c c c
p c

c c
β ρ ρ βμ ρ+ + − − += = +

− −
  (8) 

where c = πρd3/6, the packing fraction (called density for clarity); considering it as the 
dependent variable instead of μhs(v) or ρ(v), Eq. (7) yields, 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 2
1 2 3

2
c v c v B v c v L B c B c c v

v
′′ ′ ′= − − − +   (9a) 

subject to the boundary conditions 

( ) ( ) ( )0 0, , 0vsc c c c′ ′= ∞ = ∞ =  

and 

  ( ) ( )
( )

( ) ( )
( )

1
1 24 52

1 8 2 1 30 6,
1 1

hs A
A A

∂ βμ ∂ ηη ηη η
∂η η ∂η ηη η

− −= = + = = − +
− −

  (9b) 

 ( ) ( )
( ) ( ) ( )

( ) ( ) ( )
2

1 2 3
1 1 1

6,
,

π

hsA
B B B

A A A

η βμ βμ η αβη η η
η η η

−
= = =   (9c) 
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Because of the existence of the singularity at the origin, the solution is expanded 
in a power series about v = 0, 

 ( ) ( ) ( ) ( )
2 4

2 4( ) 0 0 as 0
2! 4!

v v
c v q c c v= + + →  (10) 

where q ≡ c(0) and 

( ) [ ]2
2 3

1
0 ( ) ( )

3
c B q qB q= − +  

( ) ( ) ( ) ( ) ( ) ( )
24 2 2 32

1 3
0 0

( )( )3
0 2 ( ) 0 0 ( )

5 v v

dB cdB c
c B q c c q B q

dc dc= =

⎧ ⎫⎡ ⎤⎪ ⎪⎛ ⎞⎛ ⎞⎡ ⎤= − + + +⎨ ⎬⎢ ⎥⎜ ⎟ ⎜ ⎟⎣ ⎦ ⎝ ⎠ ⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
 (11) 

The interaction potential takes the form due to the transformation 

( )
3e

,
Lv

c
FF

L
L v

Lv

αΦ
−

= −  

α = 11.102kBTc/4π and possesses a minimum at Lv = 2 as a function of L. 
The surface tension γ (Rγ ;Δp), the work for the formation of the unit surface, in 

reduced units is 

 ( ) ( )2

2
0

1 1
; ( )

33 hsR p v v dv LR p
LRγ γ

γ

γ μ
α

∞
′Δ = + Δ∫   (12) 

Rγ stands for the mechanical Rs or equimolar Re dividing radii and Δp is the pressure 
difference 

 ( )outside 2
2inside

22 s
hs

s

p v dv
L v R

γμ
α

′Δ = =∫   (13) 

for the mechanical dividing surface [5]. 
Another important quantity is the nucleation work W for the formation of a nu-

cleus, the difference between the grand potentials for the inhomogeneous and homo-
geneous systems 

 ( )( ) ( ) ( )( )V V VS V BW r r p VΩ ρ Ω ρ Ω ρ= − = +� �

 

pB the bulk pressure; taking into account (1) 

 [ ]{ }1
2 ( ) ( ) ( )hs hs B

V

W r p p drρ μ ρ μ ρ= − − +∫
�
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3. Results and conclusions 

In an inhomogeneous system, the common route followed for the study of its 
structure is in terms of temperature and bulk density, neglecting any other parameter 
that can affect it; such a parameter is the inverse range parameter L that changes the 
range of the intermolecular forces and affecting, in general, some of the system’s pa-
rameters. The latter route is followed in the current case, the boundary value problem 
in hand is solved numerically by an iterative way; its solution provides the equilib-
rium density profile as a function of the radial distance from the centre of the drop, 
for specific values of the bulk vapour density cVS, L and T = 0.7. From the numerical 
solution, it was found that RT (L) = RT (L = 1)/L, where RT (L) is the radial distance 
from the origin of the drop where c(r,L) attains its bulk value cVS, thus if RT (L = 1) is 
known [5], RT (L) can be calculated for any L for the same cVS; the larger the L the 
smaller the RT (L), since on increasing L the attractive fluid/fluid interaction de-
creases, forming smaller drops, while the opposite is true on increasing L. Conse-
quently, L and RT (L) cannot vary simultaneously.  

  
Fig. 1. Density profiles c(v,L) vs. reduced distance v for various values of L : (i) 2.0, (ii) 1.5, (iii) 1.0,  

(iv) 0.75, (v) 0.5: a – cvs = 0.03142 (ρvs= 0.06), b – cvs = 0.06021 (ρvs= 0.115). The corresponding liquid 
densities, cLs = 0.326134 and cLs = 0.338244, respectively, at the same temperature are also indicated 

The value of RT (L) can also be considered as an estimation of the physical radius 
of the drop without anticipating the structure of the enclosed fluid phase. For a spe-
cific value of cVS, Eq. (9) was solved by considering L as independent variable assum-
ing the values 0.5, 0.75, 1.0, 1.5, 2.0; the corresponding density profiles appear in 
Figures 1a, b for different bulk densities (cVS = 0.0314159 (ρVS = 0.06) and cVS = 
0.0602139 (ρVS = 0.116); we observe that the structure of the density profile for any 
value of L is unaffected in comparison to that for L = 1, except that it is either broad-
ened for L < 1 (larger radii) or shrunk for L > 1 (smaller radii). In addition, in Figure 
1a, small supersaturation, the plots (iv) and (v) corresponding to smaller values of L 
possess a flat part close to the drop centre implying the existence of a homogeneous 
phase inside the drop with higher density than the corresponding cVS. 
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Fig. 2. Density profiles c(v,L) vs. reduced distance v for various values of RT(L) : (i) 50.0, (ii) 100.0,  

(iii) 200.0, (iv) 500.0: a) cvs = 0.03142 (ρvs=0.06), b) cvs = 0.06021 (ρvs=0.115). The corresponding liquid 
densities, cLs = 0.326134 and cLs = 0.338244, respectively, at the same temperature are also indicated 

In order to make the broadening and shrinking of drops more obvious, RT (L) is 
now chosen as control parameter instead of L. The respective plots are given in Fig-
ures 2a, b. For small supersaturations, cVS = 0.0314159 and high values of RT (L), the 
corresponding drop encompasses a liquid-like phase, evidenced by the straight line in 
Figure 2a (iii, iv), implying the existence of a homogeneous phase of constant density 
inside the drop while for smaller values of RT (L) the extent of the enclosed homoge-
neous phase is barely perceptible, thus Figure 2a (i, ii) are examples of highly inho-
mogeneous systems. However, for higher supesaturations, cVS = 0.0602139 and higher 
values of RT (L), the extent of the homogeneous phase is much smaller than for the 
smaller supersaturations, Figure 2b. These examples indicate that a large drop cannot 
always enclose a homogeneous phase (a necessary ingredient of the Laplacian ther-
modynamics) for any value of cVS but depends significantly on supersaturation. 

 
Fig. 3. The work of formation W vs.  
the scaled inverse-range parameter L 

The work W for the formation of a nucleus in terms of L is shown in Figure 3, 
a decreasing function of L. For large values of L (L >> 1) the range of the fluid–fluid 
interactions is short, thus the formed clusters consist of a small number of particles 
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(small drops) and the required work is small although, ultimately, they cannot survive 
because of the strong hard sphere forces which dominate in short distances. On the 
contrary, for a small value of L (L <<1) the range of the fluid–fluid interactions is 
large, resulting in forming drops of large radii and the required work is larger. A simi-
lar behaviour is shown by the surface tension, the work for the formation of the unit 
surface. For a given value of the bulk vapour density, the quantities left unaffected on 
varying L are the density at drop centre, pressure difference Δp and the equimolar 
surface tension [5]. 

Concluding, the existence of a homogeneous phase inside a drop, whatever large it 
might be, is independent of L and depends only on supersaturation, since the attractive 
forces behave as a uniform background without affecting the structure of the system 
which is dominated only by the hard-sphere forces; the direct influence of L is to 
broad or shrink the density profile only. The effect of the attractive forces is to ac-
commodate the particles of the interior phase into the available space without chang-
ing the structure. 

Acknowledgements 

This research was supported by the Special Account for Research Grants of the University of Athens 
under Grant Nos. 70/4/4071 and 70/4/4096. 

References 

[1] HUNG C.-H., KRASNOPOLER M.J., KATZ J.L., J. Chem. Phys., 90 (1989), 1856. 
[2] CAHN J.W., HILLIARD J.E., J. Chem. Phys., 28 (1958), 258; J. Chem. Phys., 31 (1959), 688. 
[3] EVANS R., Adv. Phys., 28 (1979), 143, [after:] D. Henderson (Ed.), Fundamentals of Inhomogeneous 

Fluids, Marcel Dekker, New York, 1992. 
[4] DAVIS H.T., Statistical Mechanics of Phases, Interfaces and Thin Films, VCH, New York, 1996. 
[5] HADJIAGAPIOU I., J. Phys. Condens. Matter, 6 (1994), 5303. 

Received 23 September 2004 
Revised 17 April 2005 



Materials Science-Poland, Vol. 23, No. 4, 2005 

Characterization and EPR studies  
of TiC and TiN ceramics at room temperature 

T. BODZIONY
1, N. GUSKOS

1, 2, A. BIEDUNKIEWICZ
3,  

J. TYPEK
1*, R. WRÓBEL

4, M. MARYNIAK
1 

1Institute of Physics, Szczecin University of Technology, al. Piastów 17, 70-310 Szczecin, Poland 

2Solid State Section, Department of Physics, University of Athens, 
Panepistimiopolis, 15 784 Zografos, Athens, Greece 

3Institute of Material Engineering, Szczecin University of Technology,  
al. Piastów 19, 70-310 Szczecin, Poland 

4Department of Chemical and Environment Engineering,  
Szczecin University of Technology, Pułaskiego 10, 70-322 Szczecin, Poland 

Four samples, namely TiC/C, TiN/C, (TiC + FexCy + Fe)/C and TiN/amorphous carbon, have been pre-
pared and investigated. In the former three samples titanium compounds were placed in a carbon matrix, 
while in the fourth one TiN was surrounded by an amorphous carbon. The samples have been characterized 
by XRD, SEM, and electron diffraction spectroscopy. The crystallite sizes and lattice parameters of TiC and 
TiN have been determined by the X-ray diffraction method. XRD measurements have shown that the lattice 
constants of nanosized samples were smaller than those of microsized samples. An essential influence of the 
carbon matrix during the crystallization process on the lattice parameters and grain size was observed. Elec-
tron paramagnetic resonance (EPR) measurements of the samples were carried out at room temperature. 
A narrow EPR absorption line has been recorded for the TiC/C, TiN/C, and TiN/amorphous carbon samples, 
whereas for the (TiC + FexCy + Fe)/C sample a ferromagnetic resonance spectrum, mainly of α-Fe and ce-
mentite Fe3C, has been recorded. The narrow resonance EPR line is explained by carrier motion – free elec-
trons in the case of the TiN/C sample and holes (carbon vacancies) in the case of TiC/C and TiN/amorphous 
carbon samples – which could lead to the creation of the pseudogap state in TiCx or TiNx compounds. 

Key words: EPR; titanium carbide; titanium nitride 

1. Introduction 

Nanomaterials, due to their enhanced physical properties, are attractive for various 
applications. For example, titanium carbide (TiC) and titanium nitride (TiN) possess 

_________  
*Corresponding author, e-mail: typjan@ps.pl 
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many useful properties: extreme hardness, high strength, resistance to heat, corrosion 
and wear, high resistance to chemical attack, high thermal stability, good electrical 
and thermal conductivity, interesting magnetic properties and, in the case of TiN – an 
attractive golden colour [1]. Nanometer-sized magnetic materials have attracted atten-
tion of many researchers because they exhibit such unusual chemical and physical 
properties as superparamagnetism and quantum tunnelling of magnetization [2]. 
Nanocrystalline TiC and TiN can be synthesized by several methods, such as synthe-
sis in the gas phase, synthesis based on carbothermal reduction in vapour–solid or 
vapour–liquid phases, sol-gel methods and mechanical processing [1]. 

The electric and magnetic properties of nonporous carbon systems are expected to 
be similar to those of nanohorns and/or nanotubes, because the main part of nanopor-
ous carbon systems and nanohorn and/or nanotube samples is a quasiamorphous net 
of randomly oriented graphene fragments a few nanometers in size [3]. Electron 
paramagnetic resonance is a powerful and sensitive method for characterizing para-
magnetic centres and ions, e.g. Ti3+, and is useful in studying disordered titanium car-
bide or titanium nitrite materials, in which an undesirable but possible inclusion of 
impurities into the sample should be taken into account. 

2. Experimental 

A nonhydrolytic sol-gel process has been applied for the preparation of TiC and 
TiN nanocrystals [1]. In the present work, mixtures of polyacrylonitryle, dimethylfor-
mamide and titanium chlorides were used to form gels containing Ti–C bonds and 
being precursors for the synthesis of titanium carbide as well as titanium nitride. The 
dispersed phase of the gel is formed by polymerising polyacrylonitryle crosslinked 
with titanium chlorides, which initially forms connections with the polymer chains as 
a result of intermolecular interactions and chemical bonds. Dimethylformamide acts 
as the dispersing agent in this system. All the operations and gel precursor prepara-
tions were carried out in a glove box under a protective atmosphere of argon using the 
Schlenk technique. The gel samples were heated in a furnace in inert and/or reactive 
atmospheres, depending on the desired products. The heating was carried out in a gas 
atmosphere, which contained argon and/or nitrogen, hydrogen and ammonia, under 
atmospheric pressure and in the temperature range of 293–1273 K. The reactions 
leading to the appearance of TiC and TiN phases proceeded at temperatures below 
800 K. The parameters for manufacturing TiC and TiN phases with or without carbon 
as coatings and powders are subject to patenting procedure. 

The following techniques were applied for sample characterization: scanning elec-
tron microscopy (JEOL JSM 6100), X-ray diffraction (PHILIPS X’PERT), transmis-
sion electron microscopy, and electron diffraction (JEOL JEM 1200EX). The ob-
tained TiC/C and TiN powders, Ti–C coatings, and TiN/C pumice were additionally 
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characterized by microanalysis with wavelength dispersive and energy dispersive 
spectroscopy (IBEX System Noran Instruments and an Oxford ISIS 300). 

EPR measurements were carried out with a conventional X-band (ν = 9.43 GHz) 
Bruker E 500 spectrometer, with 100 kHz magnetic field modulation. Prior to the 
measurements, the samples were magnetized by a steady magnetic field of 1.4 T to 
saturate any domain structure. All EPR measurements were performed at room tem-
perature. 

3. Results and discussion 

Four ceramic samples, namely TiC/C, TiN/C, (TiC + FexCy + Fe)/C, and TiN/amor- 
phous carbon have been prepared with sizes in the micrometer and nanometer scales. 
The titanium phases in three of them – TiC, TiN and (TiC + FexCy + Fe) – were sur-
rounded by carbon (C), and by amorphous carbon in the fourth one (TiN). In compari-
son to the case of conventional high-temperature synthesis, we managed to lower the 
temperature of TiC and TiN synthesis, and achieved unique microstructural properties 
of the samples. 

  

Fig. 1. TiC/C sample: electron diffraction pattern (a) and transmission electron micrograph (b) 

The Transmission Electron Micrograph (TEM) and electron diffraction pattern of 
the TiC/C composite powder are presented in Figures 1a, b. Microscopic and micro-
analysis results suggest that the TiC phase is homogeneously dispersed in the carbon 
matrix. Figures 2a, b show the TEM image and electron diffraction pattern of the 
TiN/C composite powder. These TEM images show that the powder contains two 
crystalline phases: graphite and titanium carbide or titanium nitride, respectively. 
TEM investigations of the TiC/C and TiN/C particles showed that they formed with 

a) b) 
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an average size below 100 nm and 50 nm, respectively. Figures 3a, b show the TEM 
image and electron diffraction pattern of the TiN/amorphous carbon composite pow-
der. The X-Ray powder diagrams of TiC/C (1), TiN/amorphous carbon (2), and TiN/C 
(3) are presented in Figure 4. 

  

Fig. 2. TiN/C sample: electron diffraction pattern at room temperature (a) 
and transmission electron micrograph (b) 

  

Fig. 3. TiN/amorphous carbon sample: electron diffraction pattern  
at room temperature (a) and transmission electron micrograph (b) 

The lattice constants and crystallite sizes of the prepared composite powders have 
been determined using an X-ray diffraction method [4] and are shown in Table 1. The 
lattice constant of TiN is 0.4242 nm according to the 38-1420 ICDD (International 
Center of Diffraction Data) card. The lattice constant of TiN/amorphous carbon 
nanoparticles is practically the same as that from the ICDD card (only 0.1% less), 
while the lattice constant of TiN/C is significantly smaller (by about 1.1 %). The most 
important difference in the lattice constant was found for the TiC/C sample. The lat-
tice constant of TiC is 0.4327 nm according to the 32-1383 ICDD card, and the lattice 
constant of TiC/C nanoparticles is 2.3 % smaller than for micrometer-sized TiC. Note 

a) b) 

a) b) 
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that the TiN/C and TiC/C samples, for which a significant difference in the lattice 
constant is observed, have small crystallite sizes. A comparison of the lattice parame-
ters and grain sizes of TiN and TiC suggests an essential influence of the presence of 
the carbon matrix during the crystallization process. 

 
Fig. 4. XRD powder diagram of: 1 – TiC/C, 2 – TiN/amorphous carbon, 3 – TiN/C 

 
Fig. 5. The EPR spectrum of the TiC/C sample at room temperature 
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Table 1. The lattice constants of the TiN and TiC bulk compounds 
in the carbon matrix as compared to their values in the micrometer scale 

Compound 
Lattice constant 

[Å] 
Lattice constant 

ratio [%] 
Crystallite size 

[nm] 

TiN/C 
4.194(1) 

4.242 (ICDD) 
–1.1 

Δa = 0.048 Å 
8.3(9) 
>1000 

TiN/amorphous carbon 
4.238(1) 

4.242 (ICDD) 
–0.1 

Δa = 0.004 Å 
55.1(8) 
>1000 

TiC/C 
4.228(1) 

4.327 (ICDD) 
–2.3 

Δa = 0.099 Å 
12.3(6) 
>1000 

Table 2. Values of the EPR parameters of TiN and TiC compounds in the carbon matrix 

Compound g ΔBpp [Gs] Relative intensity 

TiN/C 2.0025(3) 4.0(2) 1 
TiN/amorphous carbon 1.9935(6) 82.0(5) 34 
TiC/C 1.9959(3) 21.1(5) 2 

 
Fig. 6. The EPR spectrum of the TiN/C sample at room temperature.  

The inset in this picture shows the resonance line in an expanded magnetic field scale 

Figure 5 shows the EPR spectrum of the TiC/C sample at room temperature. 
A sharp EPR line at a resonance field of Bres = 3385(9) Gs with a peak-to-peak 
linewidth of ΔBpp = 21.0(5) Gs (see Table 2) can be observed. Another EPR line can-
tered at Bres = 2924(9) Gs is also visible. The EPR spectrum of the TiN/C sample at 
room temperature is presented in Figure 6. A characteristic feature of this spectrum is 
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a very high and sharp needle-like resonance line cantered at Bres = 3375(9) Gs with a 
linewidth of ΔBpp = 4.0(2) Gs (see Table 2). The inset in this picture shows this line in 
an extended scale. This EPR resonance line is almost symmetrical. Figure 7 shows the 
EPR spectrum of the TiN/amorphous carbon sample at T = 297 K. A relatively wide 
resonance signal is obtained with the resonance field of Bres = 3378(9) Gs and a peak-
to-peak linewidth of ΔBpp = 82.0(5) Gs (Table 2). The narrowest resonance line is 
seen for the TiN/C sample, above five times smaller than in the case of TiC/C. In the 
amorphous carbon matrix, this resonance line is observed with a much larger 
linewidth (Table 2). 

 
Fig. 7. The EPR spectrum of the TiN/amorphous carbon sample at room temperature 

A resonance line with a different shape is presented in Figure 8, which shows the 
EPR spectrum of the (TiC + FexCy + Fe)/C sample at T = 307 K. In this figure, a very 
wide and strong EPR signal, shifted to low magnetic fields, is observed. Mossbauer 
spectroscopy for the (TiC + FexCy + Fe)/C sample has shown the presence of five 
forms of iron, mostly Fe3+, α-Fe, and cementite (Fe3C) [5]. We suggest that in ferro-
magnetic resonance (FMR), the (TiC + FexCy + Fe)/C sample is observed, originating 
from α-Fe and cementite [6, 7]. 

A narrow EPR absorption line has been recorded for the three samples (TiC/C, 
TiN/C, TiN/amorphous carbon). In Table 2, the parameters of this signal – the  
g-parameter, peak-to-peak linewidth ΔBpp, and integrated intensity – are presented for 
the three samples. The relative intensity is computed as a ratio of the EPR intensity of 
a given sample to the intensity of the weakest sample (TiN/C). It can be seen that the 
intensity of the TiC/C sample is two times larger, while the intensity of the 
TiN/amorphous carbon is 34 times larger than the intensity of the reference TiN/C 
sample. The g-parameter of TiN/C is almost equal to the g-value of free electrons 
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(2.0023), hence it appears that the narrow resonance line originates from free elec-
trons. For TiN/amorphous carbon and TiC/C samples, the g-parameter is less than 2 
and a resonance line is observed with a slightly asymmetric lineshape. In Ref. 8, the 
role of hole conductivity in EPR is stressed. We suggest that the narrow line in 
TiN/amorphous carbon and TiC/C samples is produced by hole movement [9], espe-
cially by the movement of carbon vacancies [10]. The conductance can include two 
types of current carrier movements: surface conductance across the percolating net-
work of nanoclusters, and bulk conductance due to free carrier jumps through poten-
tial barriers at carbon cluster boundaries [8, 10]. 

 
Fig. 8. The EPR spectrum of the (TiC + FexCy + Fe)/C sample at T = 307 K 

For the TiC/C sample, an additional intense EPR line at higher resonance fields 
was recorded. It is suggested that this EPR spectrum could arise from complexes of 
Ti3+ ions [9]. The decrease in the lattice constants for nanometer-sized samples of 
crystallites could be the effect of titanium(III), and these ions could form centres of 
disorder, which might promote the semiconductor-metal transition at higher tempera-
tures [11]. The shorter bonding between titanium(III) could bring about the disordered 
state more easily in the nanometer-sized TiCx system than in titanium nitrites. 

4. Conclusions 

Four samples – TiC/C, TiN/C, (TiC + FexCy + Fe)/C, and TiN/amorphous carbon  
– have been prepared and investigated. These samples have been characterized by 
XRD, SEM, and electron diffraction spectroscopy. TiC and TiN crystallite sizes and 
lattice parameters have been determined by X-ray diffraction. XRD measurements 
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have shown that the lattice constants for nanometer-sized samples are smaller than for 
micrometer-sized ones. This fact is especially important for the physical properties 
(electrical and mechanical) of the TiCx/C system. A comparison of the lattice parame-
ters and grain sizes of TiN and TiC suggests an essential influence of the carbon ma-
trix during crystallization process on their values. EPR measurements of the samples 
have been carried out at room temperature. Narrow EPR absorption lines were re-
corded for the TiC/C, TiN/C, and TiN/amorphous carbon samples, and essential dif-
ferences were observed in the values of their EPR parameters. We suggest that the 
narrow resonance line originates from free electrons in the case of the TiN/C sample, 
and from hole movement (carbon vacancies) in the case of TiC/C and TiN/amorphous 
carbon samples, which could lead to the pseudogap in TiCx or TiNx compounds. 
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The present work deals with a novel, ternary nanocomposite containing single-wall nanotubes 
(SWNTs), cellulose, and melamine-formaldehyde (MF). Thin sheets are assembled from α-cellulose 
papers, on which SWNT/MF has been deposited in liquid form, and next hot pressed without venting. 
The material is transparent/tinted. Dispersion/morphology was characterised by means of transmission 
electron microscopy (TEM) on ultramicrotome slices cut across a moulded sheet. Isolated thin bun-
dles/nanotubes are found. They are oriented off the slice plane. TEM images of such cross-sections are 
presented. In-plane nanotubes are also present. The discussed SWNT/cellulose/MF nanocomposite is 
being developed towards multifunctional coatings. 

Key words: single-wall nanotube; melamine–formaldehyde; multifunctional coating nanocomposite 

1. Introduction 

Discoveries in the field of cluster science, particularly in carbon species, are pav-
ing the way to new areas of materials science and new technologies. A carbon single 
-wall nanotube (SWNT) is formed by a hexagonal network of carbon atoms (gra-
phene) rolled up seamlessly on a cylinder of radius R with various helicities. A multi-
wall nanotube (MWNT) is a collection of concentrically arranged SWNTs. 

Advances in the production and purification of carbon nanotubes allow us to ex-
pect a simultaneous further price decrease and widening range of applications. Proba-
bly, the main application of nanotubes today is in polymeric matrix composites. Vari-
ous polymeric matrices have been used by many researchers worldwide. Epoxy resins 
and poly(methyl methacrylate) (PMMA) have been frequently used [1]. Nanotube 
composites have been overviewed in several papers [2–8]. The relatively early stage 
of development, great expectations, and a bright future for nanotube composites have 
_________  
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been stated in the literature [9]. Carbon nanotube/melamine–formaldehyde (MF) com-
posites have not been developed, in spite of the wide use of MF. 

MF is a water-based amino resin with excellent mechanical, thermal, and coating 
properties, as well as appearance, and thus MF is extensively used for coating pur-
poses. Processing characteristics are favourable. This resin offers a relatively short 
cycle time. Its disadvantage, however, is the release of water during production, thus 
there is a need of mould venting. Besides, formaldehyde is emitted, though this can be 
reduced with new low emission grades. In this work, we will adapt a non-vented hot 
pressing technique, used by us earlier, to prepare carbon fibre and carbon black filled 
MF [10, 11], and will prepare thin sheets of SWNT/cellulose/MF, with multifunc-
tional coatings/laminates in mind. 

2. Experimental 

2.1. Materials 

Madurit Mw 909 (50 wt. % solid content) from UCB (Denmark) and SWNT crude 
material from CarboLex (USA) were used. The supplied material contained approxi-
mately 50-70% of single-wall, closed-ended carbon nanotubes 1.4 nm in diameter 
(average value), produced by the arc discharge method, as given by the producer. In 
order to remove impurities (mainly amorphous carbon and catalyst particles), the 
crude material was purified by an oxidative process – the pristine material was re-
fluxed in nitric acid under magnetic stirring at 110–120 °C for 24 h, followed by fil-
tration through a 0.2 μm PTFE membrane filter, and washed with distilled water. 

Purified carbon nanotubes were added to a 50 wt. % aqueous solution of MF. Two 
concentrations (0.5 and 1.5 wt. %) were used. Mild sonication was applied. The ob-
tained dispersion was used as follows: 50 g/m2 α-cellulose papers were impregnated 
with SWNT/MF, stacked and hot pressed at 150 °C and 4 MPa for 10 min. The use of 
cellulose was motivated by its two main functions: cellulose acts as an absorbing sub-
strate, thus allowing hot pressing without venting, and cellulose practically removes 
the propensity of MF to microcracking. 

2.2. TEM imaging 

After the purification, single-wall nanotubes were characterised by transmission 
electron microscopy, using a Zeiss 912 Omega instrument. A small amount of 
SWNTs were dispersed in ethanol, sonicated for a few minutes, and then deposited on 
a copper grid coated with a holey carbon film. 

SWNT/cellulose/MF samples were ultramicrotomed using a Reichert–Jung Ul-
tracut E instrument. Slices 0.15 μm thick were cut with a diamond knife moving 
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across the sheet. Slices were studied to determine the degree of nanotube dispersion 
and other characteristics using a Zeiss 912 Omega instrument. 

3. Results and discussion 

The obtained composites were transparent and tinted, and were not microcracked. 
They are shown in Figure 1 where rather good transparency can be noticed (the print 
is visible through the nanocomposite layer). 

 
Fig. 1. SWNT/cellulose/MF composites: a) cellulose/MF (without nanotubes),  

b) SWNT/cellulose/MF with 0.5 wt. % nanotubes, c) SWNT/cellulose/MF with 1.5 wt. % nanotubes 

A TEM image of purified single-wall carbon nanotubes is shown in Figure 2. 

 
Fig. 2. TEM image of purified SWNTs: a) seemingly endless rope,  

b) isolated SWNT forming a knee, c) isolated SWNT end 

Most of the carbon and catalyst impurities are removed. It can be seen that 
SWNTs are mainly entangled, forming seemingly endless ropes (arrow a), this type of 
nanotube architecture being typically mentioned in the literature. Also, isolated nano-
tubes are found (arrow b). For isolated nanotubes, or even for thin bundles, knees are 
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present (arrow b). Nanotube ends are found both when the nanotube is not aligned 
with a rope and when it is aligned (arrow c). 

TEM images of the nanocomposite are shown in Fig. 3. 

  
Fig. 3. TEM images of ultramicrotomed SWNT/cellulose/MF composite: A) pairs of off-plane nanotubes 
(arrow a) are seen. B) off-plane isolated nanotubes (arrow b) and in-plane nanotubes (arrow c) are seen 

TEM imaging of this material is rather difficult. Nevertheless, in Figure 3 isolated 
nanotubes and occasionally pairs of nanotubes can be observed (arrows b and a, re-
spectively). In Figure 3B, microdispersion is seen both for off-plane (refers to the 
slice) and in-plane nanotubes (arrows b and c, respectively). Interestingly, off-plane 
nanotubes occasionally assemble in thin bundles of two nanotubes (arrow a). Also, 
the ultramicrotome slices shown in Figure 3 contain cross-sectional images of nano-
tubes (arrows a and b). This behaviour can be contrasted with the well known behav-
iour published in literature, where nanotubes are aligned in the direction of the knife 
movement. We suggest that high matrix-nanotube interfacial shear strength and high 
shear strength of the matrix close to the nanotube play a role. Poor adhesion and low 
polymer strength would more likely cause a nanotube pull-out and the crack to deflect 
at the nanotube-matrix interface, both favouring nanotube alignment in the direction 
of the knife movement. The lighter shade inside the cross-sectional images suggests 
the nanotubes are un-filled. Areas of non-dispersed nanotubes are also present in the 
composite, as can be seen in Figure 3. 

4. Conclusions 

Ternary composites containing SWNTs, cellulose, and melamine-formaldehyde 
were prepared. Thin sheets were produced by hot pressing without venting of stacked 
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α-cellulose papers, on which liquid SWNT/MF was deposited by dipping. The ob-
tained material is transparent and tinted. Ultramirotome slices cut across the sheet 
were possible to obtain. Dispersion characteristics and morphologies were tested by 
TEM, and TEM images of nanotubes are shown. TEM imaging of the present nano-
composite is rather difficult, nevertheless in-plane nanotubes (with respect to the 
slice), and off-plane thin bundles of two nanotubes and isolated nanotubes were pos-
sible to find. Their cross-sectional images are rather unusually contained in the TEM 
image. The latter behaviour, we suggest, is a result of high nanotube-matrix interfacial 
shear strength and high shear matrix strength in the vicinity of nanotubes. On the 
whole, nanotube concentration in the matrix was not uniform. Further work towards 
uniformity is needed in order to develop the material for multifunctional coatings. 
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Carbon nanomaterials have been pronounced as the most prospective material family for nanoelec-
tronic applications, as well as materials for hydrogen storage. The catalytic methods we used for prepar-
ing different carbon nanoforms have been presented. During the study, a catalyst system composed of 
alkaline support and supported iron has been used. The effect of synthesis conditions and the carbon 
source material have been emphasised. The properties of the materials across the synthesis route have 
been studied by various instrumental techniques (i.e., ICP, SEM, FT-IR, low temperature nitrogen ad-
sorption). The role of the catalyst is shown. Synthesized materials before as well as after the purification 
processes have been found to be very promising for hydrogen storage. 

Key words: hydrogen storage; carbon nanomaterial; nanomaterial synthesis 

1. Introduction 

Carbon nanotubes (discovered by Iijima in 1991 [1]) have become some of the 
most thoroughly studied materials for technical applications. They are considered 
a very promising material for many new products (e.g., composite materials, catalyst 
materials, field emission materials). Furthermore, they show a great promise as stor-
age media for hydrogen [2–4] and as such are of great interest to hydrogen-based 
economy. The hydrogen storage process of carbon nanotubes by themselves as well as 
of other carbonaceous nanomaterials has been extensively studied. The success of 
hydrogen storage within nanotubes will depend on a variety of parameters, including 
storage capacity and nanotube purity. To this end, the optimisation of the process 

_________  
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parameters for hydrogen storage and the quality of the prepared nanotube material are 
the key. To date, there are no methods [5–8] leading to the production of perfectly 
pure nanotubes. Most research has concentrated on the post-purification of the pro-
duced material from by-products like amorphous material, fullerenes, catalyst parti-
cles, and other carbon species [9–16]. Moreover, new methods enabling the mass 
production of storage materials should be studied. The carbon vapour deposition 
(CVD) method seems to be a solution (e.g. [17]), but in this case a suitable catalytic 
material is needed (mostly supported systems are used). The catalyst (the active agent 
as well as its support) should be removable after nanocarbons synthesis. In this work, 
an iron catalyst supported on calcium carbonate has been used. 

2. Experimental 

Carbon materials were synthesised by the decomposition of acetylene and methane 
in a tubular oven in the temperature range of 550–700 ºC. A monometallic salt of 
Fe(III) was applied as a catalyst. A calculated amount of Fe(NO3)3·9H2O was dis-
solved in distilled water, and CaCO3 was suspended in the solution. pH of the solution 
was held at about 7 by injecting ammonia water. The mixture was stirred for 30 min-
utes and then filtered. Material from filtration was dried at 105 ºC for 5 hours and 
calcinated for 1.5 hours under argon at 700 ºC. So prepared material was used in car-
bonaceous materials synthesis. As a blind probe, a sample of CaCO3 with the same 
history was used. 

The catalyst sample or blind probe was placed in a quartz boat, which was in-
serted in a quartz tube under argon flow (400 cm3/min) for 2 h. Keeping a constant 
flow, the temperature was raised to the value assumed for the synthesis. After that, 
the composition of the gaseous mixture was changed. In the case of acetylene, it 
was introduced to reach 2 vol. % of C2H2 in the mixture. In the case of methane, the 
atmosphere was changed from Ar to CH4. After 1 h (in the case of C2H2) or 24–120 h 
(in the case of CH4), the gas flow was switched from hydrocarbon to argon and the 
boat was cooled down to room temperature. Iron loading was controlled by the ICP 
method (1% Fe wt.). 

A two-step procedure similar to those described by us in [18] was used for purifi-
cation. In the first step, amorphous carbon was burned off in oxygen at 500 ºC. In the 
next step, the catalyst was dispersed in a solution of diluted nitric acid for 20 h at 
80 ºC, washed with distilled water, and dried at 105 ºC overnight. The morphology of 
the samples was studied by scanning electron microscopy (SEM), specific surface and 
pore size distribution by low temperature nitrogen adsorption, surface properties by 
infrared spectroscopy (FT-IR), phase composition by powder X-ray diffraction 
(XRD), and, finally, hydrogen storage capacity by volumetric methods [19]. 



Nanocarbons for hydrogen storage 

 

917 

3. Results and discussion 

Figure 1 shows a SEM micrograph of a catalyst sample after the calcination step. 
In Figure 2, the product of synthesis under C2H2 at 750oC is presented. At lower tem-
peratures, the synthesis was ineffective. Figure 3 presents the surface of the samples 
after synthesis under methane for the syntheses lasting 27, 70, and 118 h. It can be 
observed that in the case of the shortest reaction time not all of the catalyst’s surface 
is covered with a new material. On the other hand, there are no visible changes be-
tween the samples presented in Figs. 3b and c. No mass change was observed between 
the last two samples. The synthesis was probably concluded after 70 h. 

Fig. 1. The surface of the catalyst after calcination  

  

Fig. 2. The surface of the sample after synthesis 
(acetylene) at 750 ºC under magnifications: a) 2000, b) 20 000 

a) b) 
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Fig. 3. SEM micrographs of the surface of the  
sample after the synthesis (methane) after  

various reaction times: a) 27 h, b) 70 h, c) 118 h 

The forming of the nanomaterials was a catalytic process. In Figure 4, the pictures 
of the blind probe with no iron addition (support only, treated the same way as the 
catalyst) and of the catalyst surface are presented. It should be noted that in the case 
of the blind probe no new material occurs. Therefore it can be concluded that the 
process has a catalytic character. Now we will try to explain the phenomena following 
from Figure 3. Material synthesis was stopped because iron catalyst particles were 
blocked by new carbon materials. 

In Figure 5, images of the synthesised materials after the purification procedure 
are presented. The material received with acetylene used as the carbon source 
(Fig. 5b) consists of fibres (tubes) with a larger diameter. Moreover, no catalyst mate-
rial is observed. This was confirmed by ICP analysis: only traces of iron were found. 

As follows from XRD measurements (not presented), the disintegration of CaCO3 
to CaO was concluded in the samples after synthesis at 750 ºC. The FT-IR method 
proved to be a very effective tool for studying the sample surface at different process 

a) b) 

c) 
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steps. In Figure 6, spectra of a samples before synthesis (after catalyst calcination) 
and after synthesis and the purification procedure are presented. As is visible, the 
spectrum of the purified sample is sharper, with no additives. 

  
Fig. 4. Images of the surfaces of the sample after synthesis  

on the blind probe (a) and on the catalyst (b), under the same magnification 

  

Fig. 5. Images of the surfaces of samples after the purification procedure: a) CH4, b) C2H2) 

The obtained samples, as follows from nitrogen adsorption measurements (not 
presented), differ in their specific surfaces, and pore size distributions. In samples 
after purification, a higher micropore content and a larger surface were found. This is 
due to the removal of amorphous carbon forms. 

The prepared samples were used for studying hydrogen storage. Hydrogen loading 
ranges between 2 and 4 wt. %. When we compare these results to those already pre-

a) b) 

a) b) 
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sented in previous studies, we see that hydrogen storage in carbon nanotubes is still 
questionable. Dillon et al. [20] concluded that pure single-walled carbon nanotubes 
 

  
Fig. 6. FT-IR spectra for the studied samples:  

a) the catalyst after calcination, b) the sample after synthesis and purification 

(SWCNTs) are able to store 5–10 wt. % of H2 (at 133 K and 0.04 MPa) that can be 
desorbed at room temperature. Chambers et al. [20] reported much higher storage 
capacities for carbon nanofibres – up to 67 wt. % at 25 ºC and 120 atm. Chen et al. 
[21] presented Li-doped multiCNTs (20 wt. % At 473–633 K and ambient pressure) 
and K-doped CNTs (14 wt. % at room temperature and ambient pressure). It is worth 
noting that Yang [22] pointed out that Chen’s results should be treated as unreliable 
due to the presence of H2O, and highlighted the difficulties that can be encountered in 
such studies. 

4. Conclusions 

The results presented here demonstrate that the described method can be used to 
prepare nanomaterials for the hydrogen storage but an optimisation of the synthesis 
parameters is needed. 
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Multicomponent vanadates, M3Fe4V6O24 (M = Mg(II), Mn(II), Zn(II), Co(II) and Cu(II)), have been 
synthesized by the solid-state reaction method using a stoichiometric mixture of MO, Fe2O3, and V2O5 
oxides. They crystallize in the triclinic space group 1P and have a complicated structure with two metal 
ion subsystems. Electron paramagnetic resonance (EPR) measurements have been performed at room 
temperature and an intense, almost symmetric EPR lines were recorded for all investigated samples ex-
cept Co3Fe4V6O24. The integral intensity and linewidth of this line essentially depends on the kind of 
M(II) metal ion in the crystalline matrix. The EPR line intensity for the sample Co3Fe4V6O24 is over one 
order of magnitude smaller than for all other investigated compounds, and the position of its resonance 
line is shifted towards lower magnetic fields. The difference in linewidths and intensities are due to the 
various magnetic interactions between magnetic ions in the lattice, especially for systems containing two 
different magnetic ions. 

Key words: electron paramagnetic resonance; vanadate 

1. Introduction 

Multicomponent vanadate oxide systems attract a particular interest due to their 
interesting physical properties, especially site disorder and frustration phenomena  
[1–7]. The temperature dependences of the magnetic susceptibilities and electron 
paramagnetic resonance (EPR) spectrum of the Zn2FeV3O11 compound have shown an 

_________  
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inherent magnetic inhomogeneity in the iron(III) subsystem [5]. XRD and neutron 
diffraction studies of M2FeV3O11 (M = Zn(II), Mg(II)) compounds showed that 
iron(III) and metal(II) ions were disordered in their corresponding subsystems, and the 
distributions on the octahedral and trigonal bipyramidal sites were non-statistical  
[3, 4, 6]. Novel M3Fe4V6O24 (M = Zn(II), Co(II), Mg(II)) compounds have been ob-
tained as a product of the reaction between FeVO4 and M3V2O8 (M = Zn(II), Co(II), 
Mg(II)) and have been found to crystallize in the triclinic space group 1P   
[6, 8, 9]. Neutron diffraction studies of the Zn3Fe4V6O24 compound have not shown 
any disorder in its corresponding subsystem of iron(III) and metal(II) ions [11]. 

This work presents the results of EPR measurements of M3Fe4V6O24 (M = Mg(II), 
Mn(II), Zn(II), Co(II) and Cu(II)) compounds, prepared as a product of the reaction 
between MO, Fe2O3, and V2O5, and discusses the reasons for the observed differences 
in the resonance fields, linewidths and integrated intensities of their EPR spectra re-
corded at room temperature. 

2. Experimental 

Polycrystalline M3Fe4V6O24 samples were prepared by the solid-state reaction 
method using a stoichiometric mixture of MO, V2O5, and Fe2O3 oxides or appropriate 
hydroxycarbonates, according to the following reaction [8, 9]: 

3MO + 3V2O5 + 2Fe2O3 →  M3Fe4V6O24 

The reactants were mixed, pressed into pellets and calcinated in air at a tempera-
ture range of 560–900 °C in 20 h stages. After each heating stage, the samples were 
slowly cooled down to room temperature, ground, and analysed by differential ther-
mal analysis (DTA) and X-ray diffraction (XRD). Heating was continued until the 
formation of a single-phase sample could be confirmed. The obtained compounds 
crystallize in the triclinic space group 1P , forming powders with a brown-olive col-
our, with a melting point in the range of 1100–1140 K. The Zn3Fe4V6O24 sample was 
prepared by two methods, differing in the starting reactants: the first method was 
based on the above described reaction, in the other the FeVO4 and Zn3V2O8 vanadates 
were synthesized separately and subsequently mixed according to the reaction: 

4FeVO4 + Zn3V2O8 →  Zn3Fe4V6O24 

The heating cycles were: 700 °C (24 h), 750 °C (24 h) and 800 °C (24h) [8]. 
EPR measurements were carried out with a conventional X-band (ν = 9.43 GHz) 

Bruker E 500 spectrometer, with 100 kHz magnetic field modulations. The samples, 
in the form of loose powder, containing about 30 mg of the material, were placed into 
4 mm diameter quartz tubes. 
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3. Results and discussion 

Table 1 presents the crystallographic parameters for the studied M3Fe4V6O24 com-
pounds, and for comparison, also for an isomorphic M2FeV3O11 system. The replace-
ment of metal(II) ions in the structure introduces some differences in the crystallo-
graphic parameters. 

Table 1. Structure parameters for the M2FeV3O11 and M2Fe4V6O24 compounds 

Compound 
Crystallographic 

system 
Lattice constants 

[nm] 
Angles 

[o] 
Z Reference 

Mg2FeV3O11 triclinic 
a = 0.64406(4) 
b = 0.68117(4) 
c = 1.01057(7) 

α = 97.371(8) 
β = 103.458(8) 
γ = 101.504(7) 

2 [4] 

Zn2FeV3O11 triclinic 
a = 0.64538(5) 
b = 0.68393(4) 
c = 0.9988(1) 

α = 97.556(9) 
β = 102.650(8) 
γ = 101.308(8) 

2 [5] 

Mg3Fe4V6O24 triclinic 
a = 0.6678(5) 
b = 0.8027(4) 
c = 0.9759(7) 

α  =105.16(8) 
β = 104.95(9) 
γ = 101.91(9) 

1 [8] 

Mn3Fe4V6O24 triclinic 
a = 0.67034(5) 
b = 0.81477(7) 
c = 0.9808(8) 

α = 105.25(1) 
β = 105.54(1) 
γ = 102.37(1) 

1 [2] 

Zn3Fe4V6O24 triclinic 
a = 0.66812(1) 
b = 0.8021(2) 
c = 0.9778(4) 

α = 105.25(4) 
β = 105.00(4) 
γ = 102.20(4) 

1 [8] 

Co3Fe4V6O24 triclinic 
a = 0.6685(2) 
b = 0.8003(5) 
c = 0.9764(8) 

α = 105.30(9) 
β = 105.21(6) 
γ = 101.83(7) 

1 [9] 

Cu3Fe4V6O24 triclinic 
a = 0.6600(3) 
b = 0.8048(4) 
c = 0.9759(5) 

α = 106.08(3) 
β = 103.72(3) 
γ = 102.28(2) 

1 [10] 

 
The distances between magnetic iron(III) ions in the M3Fe4V6O24 compounds are 

given in Table 2. These values show a decreasing trend in both sublattices with 
iron(III) ions (dMg > dMn > dZn > dCu), while the differences Δd =dFe(1)–Fe(1)-dFe(2)–Fe(2) are 
over twice as large for the sample with Mg(II) and almost the same for the other three 
compounds. 

Table 2. The distances between magnetic ions in the M3Fe4V6O24 system 

Compound 
dFe(1)–Fe(1) 

[nm] 
dFe(2)–Fe(2) 

[nm] 
Δd 

[nm] 
Reference 

Mg3Fe4V6O24 0.3148 0.3330 –0.0182  
Mn3Fe4V6O24 0.3132 0.3212 –0.0080 [10] 
Zn3Fe4V6O24 0.3117 0.3192 –0.0075 [11] 
Cu3Fe4V6O24 0.3095 0.3152 –0.0057 [10] 
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Figure 1 shows the EPR spectra for all investigated M3Fe4V6O24 samples at room 
temperature. An intense, almost symmetric EPR line is recorded for all samples ex-
cept for Co3Fe4V6O24. The lineshape of this EPR line has been fitted very well by 
using the Lorentzian-shape function. The obtained parameters of the EPR spectra for 
all six samples are given in Table 3. The resonance fields of five samples (excluding 
the sample with cobalt(II)) are basically the same, with g = 2.00, similarly as the EPR 
spectrum arising from the high spin ground state of the iron(III) ion. The peak-to-peak 
linewidth ΔHpp and integrated intensity I, defined as the product of the signal ampli-
tude and the square of the peak-to-peak linewidth, strongly depend on the kind of 
M(II) ion in the crystal matrix. An EPR study of the M2FeV3O11 (M = Ni(II), Zn(II), 
Mg(II), Co(II)) system has shown that the coexistence of two different magnetic ions 
in the lattice (Ni(II)–Fe(III) or Co(II)–Fe(III)) induces the absence of an EPR signal in 
the high spin iron(III) ions [12]. For the Co2FeV3O11 sample, no EPR signal was re-
corded, while for the Ni2FeV3O11 compound the EPR spectrum was dominated by the 
exchange coupled vanadium(IV) ions [13]. The coexistence of magnetic iron(III) ions 
with nonmagnetic ions (Zn and Mg) in the above samples manifests itself in the EPR 
spectra through the variation of the integrated intensity (Table 3), while the disorder 
phenomena between magnetic and nonmagnetic ions take place. It has been suggested 
that the disorder processes of iron atoms with zinc atoms in the Zn2FeV3O11 com-
pound could be responsible for the significant differences observed in its physical 
properties, influenced by the method of sample preparation [2, 5, 6].  

 
Fig. 1. The EPR spectra of all investigated samples at room temperature 

Neutron diffraction of Zn2FeV3O11 powder has shown that the iron(III) and zinc(II) 
ions are disordered in their corresponding sublattices, and that the distribution on the 
octahedral and the trigonal bipyramidal sites is non-statistical. A Mössbauer spectros-
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copy study has found that some cations are disordered between the octahedral iron 
and the fivefold coordinated copper site in the β-Cu3Fe4V6O24 compound [10]. In con-
trast, neutron diffraction analysis of the Zn3Fe4V6O24 system has shown that iron at-
oms are not disordered with zinc atoms on any sites in this material [11]. The simulta-
neous existence of magnetic dimers and of triangular cationic topology around some 
sites has incited us to explore the magnetic behaviour and possible frustration effects 
in these compounds. For the polycrystalline β-Cu3Fe4V6O24, the inverse magnetic 
susceptibility varies linearly with temperature in the 250–20 K range and has a nega-
tive Curie–Weiss temperature Θ (–80 K), which indicates the presence of antiferro-
magnetic interactions in this substance [10]. 

Table 3. EPR parameters at room temperature for some compounds 
of the multicomponent vanadate oxide system 

Resonance field 
Compound 

Linewidth 
ΔHpp [kGs] Hr [kGs] g 

Integrated intensity I 
[a. u.] 

Mg3Fe4V6O24 1.498(5) 3.382(4) 1.999(1) 91.5 
Mn3Fe4V6O24 0.636(5) 3.386(4)   1.997(1) 69.2 
Zn3Fe4V6O24 (I) 1.524(5) 3.362(4) 2.010(1) 133.1 
Zn3Fe4V6O24 (II) 1.204(5) 3.376(4) 2.002(1) 174.9 
Co3Fe4V6O24 1.052(5) 3.193(4)   2.117(1) 4.5 
Cu3Fe4V6O24 1.094(5) 3.373(4)  2.005(1) 104.6 
Mg2FeV3O11 1.527(5) 3.380(1) 2.000(1) – 
Zn2FeV3O11 1.449(5) 3.375(1)  2.004(1) – 

 
For the Co3Fe4V6O24 compound, a weak EPR line, shifted towards lower magnetic 

fields, is observed. This could be the result of interaction between iron(III) ions and 
highly magnetic cobalt(II) ions. A similar trend was observed for other samples with 
two different magnetic ions (Mn(II) and Cu(II)), in which the linewidths and intensi-
ties are influenced (Table 3). 

The differences in the parameters of the EPR spectra for two samples of 
Zn3Fe4V6O24 prepared using different thermal annealing processes could arise from 
the inherent disorder or from presumed oxygen deficiency. The effects of disorder 
processes, seen by the EPR spectroscopy, could not be recorded by neutron diffraction 
measurements. 

4. Conclusions 

M3Fe4V6O24 compounds were synthesized from appropriate oxides and EPR 
measurements have been carried out at room temperature. An analysis of the EPR 
spectra was done using Lorentzian-type functions. The observed differences in the 
crystallographic parameters of these compounds did not have a major influence on the 
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recorded EPR parameters. We observe that the coexistence of two different magnetic 
ions in the lattice has a strong influence on the EPR spectrum. 
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Polycrystalline samples of (TbxY1 – x)2Cu2O5, where x = 1.0, 0.75, 0.50, 0.38, 0.25, 0.125 and 0, were 
synthesized by the solid-state reaction technique. XRD measurements showed that the obtained samples 
are single-phase and belong to the orthorhombic space group Pna21. The observed linear change of the 
lattice parameters and unit cell volume with terbium concentration is in agreement with Vegard’s law. A 
thermogravimetric study of the decomposition process of the obtained samples revealed small sample-
dependent mass losses in the temperature range 1030–1050 °C, and a larger, intrinsic mass loss in the 
range 1100–1150 °C. The former are probably due to the 4 CuO →  2 Cu2O + O2 transformation, while 
the latter is related to the reaction 2Y2Cu2O5 →  4YCuO2 + O2. The peak temperature of the main de-
composition stage varies linearly with terbium concentration, which could be explained by an increasing 
distortion of coordination polyhedra around the copper ion, caused by the substitution of the larger Tb3+ 
cation. The ESR spectra of (TbxY1 – x)2Cu2O5 solid solutions showed a complicated structure due to the 
presence of various copper clusters (tetramers, trimers). Moreover, the ESR spectra were anisotropic in an 
external magnetic field, despite originating from powder samples. 

Key words: solid solutions; ESR; copper complexes 

1. Introduction 

The discovery of high-temperature superconductivity in RBa2Cu3O7 compounds 
(where R is a rare earth element) has greatly increased interest in other non-super- 
conducting copper oxides. R2Cu2O5 compounds with the orthorhombic space group 
Pna21 include a well known “blue phase”, Y2Cu2O5, often found as a common second 
phase in the synthesis of YBa2Cu3O7. The family of the orthorhombic R2Cu2O5 com-
pounds includes those with rare-earth R3+ cations smaller then Gd, i.e. Tb, Dy, Ho, Y, 

_________  
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Er, Tm, Yb, as well as with Lu, In, and Sc [1–3]. The most characteristic feature of 
the R2Cu2O5 crystallographic structure is the occurrence of zigzag copper chains along 
the a-axis (Fig. 1). There is a distorted square planar arrangement of four oxygen at-
oms around copper atoms, with the fifth oxygen atom forming a sort of a pyramid. 
These copper–oxygen pyramids are joined at their common edges into Cu2O8 dimers. 
The dimers, through the bridging oxygen, form an infinite zigzag Cu2O5 copper 
–oxygen chains. Furthermore, each copper atom is coupled with four other Cu ions 
along the b-axis, forming ab-pseudoplanes. The rare earth ions are octahedrally coor-
dinated, and these distorted RO6 octahedra are linked in a three-dimensional network 
occupying the space between copper–oxygen planes [3]. 

 
Fig. 1. The crystal structure of R2Cu2O5 compounds 

All R2Cu2O5 compounds are antiferromagnetically ordered at low temperatures and 
most of them exhibit metamagnetic behaviour below the Neel temperature [4]. The mag-
netic properties of Y2Cu2O5 have been studied extensively [4–10]. Above 120 K, the mag-
netic susceptibility of this compound is well described by the Curie–Weiss law with 
a positive Curie temperature, θ = 38.5 K, indicating a considerable contribution of ferro-
magnetic interaction [4]. At TN = 11.5 K a sharp maximum in the susceptibility gives 
a strong indication of an antiferromagnetic ordering. In the antiferromagnetic state two 
jumps in the M(H) magnetization curve (with the external field H applied along b-axis) are 
observed, corresponding to the two metamagnetic transitions [10]. The magnetic studies of 
Tb2Cu2O5 have been presented in Refs. [11–17]. The magnetic susceptibility of this com-
pound containing two magnetic ions follows the Curie–Weiss law with the antiferromag-
netic transition temperature TN = –10 K. Transition to the antiferromagnetic phase was 
reported to take place in the 17–21.5 K temperature range. An additional anomaly of mag-
netic susceptibility was observed in the 5–8 K range. The magnetic structure in an ordered 
state of R2Cu2O5 compound could be viewed as consisting of ferromagnetic CuO layers 
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parallel to the ab-plane coupled antiferromagnetically. The copper magnetic moments are 
aligned along the b-axis (at least for R = Y, Lu, Er, Tb). Despite a large amount of experi-
mental material gathered from magnetic susceptibility and neutron diffraction measure-
ments, the understanding of the nature of magnetic interactions in the R2Cu2O5 family is 
still incomplete. 

Conventional X-band electron spin resonance (ESR) has been used to study the 
magnetic properties of Y2Cu2O5 in the paramagnetic state, the sample being in the 
form of powder [15–22] or single crystals [23, 24]. For the investigation of the anti-
ferromagnetic state, antiferromagnetic resonance (AFMR) was employed [23–26]. At 
room temperature, a single Lorentzian-shape ESR line, centred at g = 2.13, with 
a linewidth of ΔB = 90 mT, was recorded. As the temperature was decreased to 50 K, 
the g-value and the linewidth remained virtually unchanged. Below 40 K, the line 
started to broaden and the g-value shifted to 2.0 [19]. For certain samples, a number 
of weaker lines, supposedly arising from clusters of four copper ions coupled by 
a superexchange interaction through interviewing oxygen ions (copper tetramers), 
have been detected [21, 22]. Such clusters could form in those portions of the sample 
in which the oxygen content is reduced. AFMR modes have been analysed in a model 
assuming the existence of S = l dimers formed by two Cu2+ spins. In the Cu2+ chains 
along the a-axis, due to 90° and 180° Cu–O–Cu exchange paths, there are alternative 
strong ferromagnetic (J0 = 340 K) and weak antiferromagnetic (J1 = –0.33 K) interac-
tions. Such a model of spin system is capable of showing metamagnetic transitions, 
although discrepancies between the experimental and calculated results exist [23, 25]. 

Compositional series of solid solutions of (RxR’1 – x)2Cu2O5 -type, where R and R' 
are different rare earth ions, have been the subject study of only a few papers [27-29]. 
The structure and magnetic properties of (InxY1 – x)2Cu2O5 compounds were reported 
in the temperature range between 77 K and room temperature [27]. In another work it 
was found that the maximum solubility of Gd in Y2Cu2O5 is x ≈ 0.3 and that the low 
-temperature magnetic phase diagram of (GdxY1 – x)2Cu2O5 was established [28]. 
Within samples of (CaxY1 – x)2Cu2O5, where x = 0.05, 0.1 and 0.2, a phase with in-
commensurate modulated structure has been found [29]. This phase becomes the main 
phase within the (Ca0.2Y0.8)2Cu2O5 sample. In the present paper, an attempt has been 
taken to synthesize (TbxY1 – x)2Cu2O5 for the whole range of the terbium index x. 
Combining a magnetic Tb ion and a non-magnetic Y ions could be especially interest-
ing, because they would allow to investigate the magnetic interaction between the  
d (Cu) and f (Tb) ions present in the solid solutions. We present X-ray, thermogra-
vimetric, and ESR measurements of the obtained samples and discuss their results. 

2. Experimental 

Ceramic samples of (TbxY1 – x)2Cu2O5 have been prepared by heating in air appro-
priate stoichiometric amounts of Y2O3 (99.99%), Tb2O3 (99.99%), and CuO (99.99%) 
at 1000 °C. The samples with the following values of the terbium index x have been 
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prepared: x = 1.0, 0.750, 0.50, 0.38, 0.25, 0.125 and 0. Four intermediate grindings 
and pressings were carried out to homogenize the reaction products. The total firing 
time was about 100 hours in order to get a complete reaction of the starting powders. 
The heating was carried out in a Carbolite CTF 12/100/900 tube furnace. An Eu-
rotherm 902P temperature controlled the temperature programs. 

X-ray studies were carried out on a Dron-3 diffractometer using CoKα/Fe radiation 
at room temperature. The X-ray patterns were taken by means of step-scanning the 
sample using the θ–2θ method with a step of 0.02°. 

The thermal analysis (simultaneous TGA-DSC measurements) was conducted on 
a Setaram apparatus model TG 92-16. All measurements were recorded at 4 °C/min 
under dry synthetic air (N2:O2 = 80:20 % vol.) or argon flow in 20–1200 °C tempera-
ture range. The ceramic samples (m = 50.7±0.1 mg) were held in a platinum cylinder 
and placed in 17 cm3/min gas flow stream. Kinetic parameters of sample decomposi-
tion were calculated using a computer program Setsoft Kinetics on DTG by Setaram. 

The ESR room temperature experiments were performed on a Bruker E 500 spec-
trometer operating at X-band microwave frequency equipped with TE102 cavity with 
100 kHz field modulation. Each sample was in form of loose powder and during the 
measurements they were placed in quartz tubes. 

3. Results and discussion 

Solid solutions (TbxY1 – x)2Cu2O5 could be synthesized for the whole range of Tb 
concentration, 0 < x < l, showing in all cases a single phase. The X-ray patterns were 
indexed in the orthorhombic symmetry. Figure 2 presents, as an example, the obtained 
 

 
Fig. 2. XRD patterns for the three investigated samples of (TbxY1 – x)2Cu2O5.  

Peaks labelled by the indices hkl were used for calculating the lattice parameters 
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XRD spectra for three selected samples of (TbxY1 – x)2Cu2O5. Lattice spacing dhkl was 
calculated by the Bragg law using all of the 16 peaks labelled in Figure 2. The lattice 
parameters of the unit cell, a, b and c, were determined by simultaneously fitting the 
lattice spacing to the following expression for an orthorhombic crystal, 

2 2 2

2 2 2

1

hkl

h k l

d a b c
= + +  

with a non-linear least-square fitting procedure. 

 
Fig. 3. The variation of the unit cell volume (top panel)  

and lattice parameters (lower panels) with the terbium index x 

Figure 3 presents the change of the unit cell volume (top panel) and the unit cell 
parameters (lower three panels) with the terbium index. The linear increase of these 
parameters with increasing terbium concentration is in agreement with the larger Tb3+ 
ionic radius (0.923 Å  in six-fold coordination) compared to Y3+ (0.90 Å). The val-
ues of the cell parameters obtained for the limiting ranges of x = 0 and x = 1 terbium 
indexes agree with the previous structural data on the Tb2Cu2O5 and Y2Cu2O5 com-
pounds [3]. The linear change of the lattice parameters and the unit cell volume with 
the x index is in agreement with Vegard’s law. 

Figure 4 presents the differential thermogravimetry (DTG) curves taken during the 
heating run for five samples in the 1000–1200 °C range. The observed decomposition 
of the samples is connected with the endothermic processes and could be divided into 
three stages. The first two stages, which are sample-dependent, are connected with 
a small mass loss occurring in the 1030–1050 °C temperature range. The third, main 
stage of the decomposition is intrinsic. It is related to a larger mass loss that takes 
place at higher temperatures, above 1100 °C.  
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Fig. 4. The DTG traces of (TbxY1 – x)2Cu2O5 for five various terbium concentrations. 

 The recordings for x ≠1.0 have been vertically shifted for better visibility 

To analyse the obtained DTG curves the Freeman–Carroll method was used, 
which enables calculation of the reaction order and the activation energy of a decom-
posing material. The method is based on the following equation for the mass losses: 

0 expn aEdm
k c

dt RT
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 

where n is the reaction order, Ea is the activation energy, and the other symbols have 
their usual meanings. The calculated values of the main parameters of this equation for 
the observed three decomposition stages are presented in Table 1. The temperature of 
the top of the respective DTG peak is designated as Tp. It was found that for the main 
decomposition stage this temperature varies linearly with the terbium index x (Fig. 5). 
The obtained values of activation energy for the first two decomposition stages are un-
realistically high. As these stages are sample-dependent and a complete chemical and 
physical characterization of specific samples is lacking, these values must be treated as 
apparent, not corresponding to real, physically identifiable processes. 

Table 1. DTG data for the decomposition processes of the investigated samples 

Parameter I stage II stage III stage 

Stage character sample-dependent sample-dependent intrinsic 
Relative mass loss [%] 0.0–0.18 0.0–0.25 1.90–3.20 
TP [K] 1030–l035 1043–1049 1100–1150 
Ea [kJ/mol] 6300–7800 6000–8100 1520–2180 
n 1.60–1.90 1.40–1.90 0.40–0.70 
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The Y–Cu–O ternary can be effectively represented as Y2O3 –Cu–O–Cu ternary 
subsystem below 1 bar oxygen pressure. In this subsystem there are six phases: Y2O3, 
CuO, and Y2Cu2O5, which are stable in the air, and Cu metal, Cu2O and YCuO2, 
which is only stable at lower oxygen pressure [30]. Oxygen coulometric investiga-
tions showed that the YCuO2 is the problem phase, which is easily retained, or even 
formed under metastable conditions. This metastable YCuO2 disturbs the low-tempe- 
rature equilibrium of the Y2Cu2O5 phase, thus leading to large uncertainty observed 
for the decomposition temperature of Y2Cu2O5 [30]. Lysenko has presented the phase 
diagram of CuO–YO1.5 system at 21 kPa oxygen pressure [31]. For CuO-rich com-
pounds a phase line separates CuO + Y2Cu2O5 and Cu2O + Y2Cu2O5 phases at 
1027°C. Around 1130°C the decomposition of Y2Cu2O5 into YCuO2 occurs. Based on 
this phase diagram, one of the sample-dependent stages of decomposition recorded for 
(TbxY1 – x)2Cu2O5 could be explained as a result of transformation of excess CuO into 
Cu2O, according to the reaction 4CuO →  2Cu2O + O2. In samples, where no excess of 
CuO is present that decomposition stage is missing. 

 
Fig. 5. The dependence of the temperature Tp of the main  

decomposition DTG peak (third stage) on the terbium index x 

On the other hand, the main decomposition stage intrinsic to all samples is proba-
bly related to the transformation of Y2Cu2O5 into YCuO2, according to the reaction 
2Y2Cu2O5 →4YCuO2 + O2. During this stage the oxygen atoms from the bulk of the 
sample are released causing an irreversible change in the crystal structure. This is 
confirmed by a quite different X-ray diffractogram of the sample heated above 1200 
°C in comparison with the starting diffractogram. Also the ESR spectrum of the over-
heated sample vanishes after that treatment. 

Lowering of the decomposition temperature with the increasing concentration of 
terbium (Fig. 5) could be most simply seen as a result of lower stability caused by an 
increased distortion around copper ions. There is a large distortion of coordination 
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polyhedra around Cu2+ in R2Cu2O5 compared to that in tenorite (CuO). This distortion 
increases as the ionic radius of the R3+ cation increases. This means that the enthalpy 
of formation of Y2Cu2O5 from the component oxides must increase as the ion radius 
of R3+ increases [32]. This agrees with the results obtained from the structural pa-
rameters [3]. Thus substitution of larger ion (Tb3+) for a smaller ion (Y3+) makes the 
structure less stable and lowers the decomposition temperature. 

 
Fig. 6. The ESR spectra for (TbxY1 – x)2Cu2O5 solid solutions 

for various terbium indices x 

The ESR spectra of (TbxY1 – x)2Cu2O5 solid solutions for various terbium concen-
trations are presented in Figure 6. Although the spectra are fairly complicated, the 
overall tendency of decreasing the ESR intensity with increasing terbium concentra-
tion is easily to notice. For x = 1 the sample is ESR silent. Similar tendency was ob-
served previously for the (ErxY1 – x)2Cu2O5 and (DyxY1 – x)2Cu2O5 compounds [33, 34]. 
It was found that the relative ESR signal intensity I(x) varies with the magnetic rare 
earth ion concentration index x according to a simple power law function, I(x) ~ (1 – 
x1/n), where n is the number of the superexchange paths between R3+ and Cu2+ ions 
[34]. In the case of the (TbxY1 – x)2Cu2O5 compound this dependence does not apply 
because a large part of the ESR signal arises from the copper defect clusters, among 
them copper tetramers [22]. Copper tetramers, consisting of copper ions coupled by 
intervening oxygen ions by an exchange interaction, were identified in Y2Cu2O5 pow-
der through sets of four ESR resonance lines. They were interpreted as the fine struc-
ture of S = 2 system [22]. It was noticed that the emergence of these signals depends 
upon the oxygen content of the sample, particularly when it is reduced. 

The investigated samples of (TbxY1 – x)2Cu2O5, although in a ceramic form, showed 
a significant angular dependence in an external magnetic field. Figure 7 presents the 
angular anisotropy for the TbYCu2O5 compound. Successive rotations of the sample 
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by 30° along the axis perpendicular to the steady magnetic field produces significant 
changes in the ESR spectrum. Such behaviour is known for other powder or ceramic 
systems and is explained by the texturing of disk-like particles during the technologi-
cal operations of pressing and sintering [35]. Since the observed spectra are not fully 
resolved and there is a superposition of different components, the analysis of the ESR 
signals could not be very detailed. Considering the overall spread of component lines 
in the magnetic field, it could be estimated that the value of the zero-field splitting 
parameter D for tetramers is smaller than 0.05 cm–1. A complex spectrum of the 
TbYCu2O5 sample also indicates the presence of trimer copper clusters (S = 3/2), evi-
denced by the appearance of sets of three lines. For such a cluster, the value of D must 
be smaller than 0.006 cm–1. 

 
Fig. 7. The angular anisotropy of the ESR spectrum for the TbYCu2O5 compound.  

The sample has been successively rotated by 30° along the axis perpendicular  
to the steady magnetic field between each recording 

In conclusion, the synthesis and characterization of (TbxY1 – x)2Cu2O5 copper ox-
ides in the whole compositional range of terbium concentration, 1 ≥ x ≥ 0, has been 
performed. The compounds were characterized by XRD, thermogravimetric, and ESR 
measurements, verifying the existence of a solid solution series, while room tempera-
ture ESR data suggest the presence of magnetic defects in the form of copper clusters. 
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The carburisation of nanocrystalline iron with ethylene has been studied. The carburisation processes 
were carried out under atmospheric pressure, under the flow of pure ethylene or ethylene–hydrogen mix-
ture at a constant temperature in the range of 310–550 °C. The process was controlled using a spring 
thermobalance and cathetometer, with the accuracy of 0,1 mg. The phase composition of the samples after 
carburisation was determined by means of X-ray diffraction (XRD). As a result of the carburisation of 
nanocrystalline iron with ethylene, the formation of iron carbide Fe3C occurs, followed by the formation 
of carbon deposits. Under a C2H4/H2 gas mixture, these two reaction steps can be separated, while under 
pure ethylene the reactions are much faster and the simultaneous formation of iron carbide and carbon 
deposits is observed. Depending on temperature and on the carburisation degree, various forms of carbon 
deposits can be observed using TEM: spherical, helicoidal, and nanotubes. The diameter of these carbon 
forms is below 100 nm. 

Key words: nanocrystalline iron; carburisation; ethylene; iron carbide; carbonaceous deposit 

1. Introduction  

Carbonaceous deposits formed during industrial processes using hydrocarbons 
causes the deactivation of catalysts [1–3]. As a consequence, the regeneration or ex-
change of the deactivated catalyst is necessary. On the other hand, carbon deposits 
formed on metals as fibres or nanotubes have a lot interesting applications [4–11]. 
The best catalysts for the preparation of such nanocarbon materials are based on iron, 
nickel and cobalt [12–31].  

This paper deals with the preparation of nanocarbon materials by the decomposi-
tion of ethylene on nanocrystalline iron. 

_________  
*Corresponding author, e-mail: un@ps.pl 
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2. Experimental 

The nanocrystalline iron used in carburisation experiments was doped with small 
amounts of two (Al2O3 and CaO) or three (Al2O3, CaO and K2O) structural promoter 
oxides. The samples were obtained by the fusion of magnetite with promoter oxides. 
The alloy obtained was crushed after cooling and sieved to separate the fraction of 
1.2–1.5 mm. To obtain metallic iron, polythermal reduction with hydrogen was per-
formed. The pyrophoric samples obtained after reduction were passivated using nitro-
gen with an addition of 0,5% of oxygen. The chemical composition after passivation 
was determined using inductively coupled plasma atomic emission spectroscopy 
(AES-ICP). Besides iron, the samples contained 2.9 wt. % of Al2O3, 3.0 wt. % of 
CaO, 0.7 wt. % of K2O, 0.3 wt. % of SiO2, and 1 wt. % of other metal oxides (Mg, Ni, 
Cr, Ti, V).  

The average crystallite size of iron in the samples, determined using X-ray diffrac-
tion (XRD) (CoKα1), and calculated using Scherrer’s equation, amounted to 17 nm. 

The carburisation process was carried out in a spring thermobalance. A single 
layer of grains of the sample was placed in a platinum basket and hung in the thermo-
balance. Changes in the sample mass were recorded with a cathetometer. The accu-
racy of the measurements was 0.1 mg. Before carburisation, the samples were reduced 
at a temperature rising from 20 to 500 °C under hydrogen. After reduction (when 
a constant mass of the sample was reached), the carburisation process was started using 
ethylene (40 dm3/h) or an ethylene/hydrogen mixture (1:19). The carburisation processes 
were carried out isothermally, at a temperature in the range of 310–550  °C. 

3. Results and discussion 

Examples of the thermogravimetric lines (TG) for the carburisation of nanocrystal-
line iron with ethylene are shown in Figure 1a. Line (1) corresponds to the carburisa-
tion of the sample with a potassium addition, carried out under a mixture of ethylene 
and hydrogen (1:19). The two other lines correspond to carburisation under pure eth-
ylene – line (2) corresponds to the sample without potassium and line (3) to the one 
with a potassium added. The carburisation processes were carried out up to a sample 
mass increase of 0.072 g C/g Fe, which corresponds to the stoichiometric content of 
carbon in the iron carbide (Fe3C). In Figure 1b, the derivatives of the TG lines in Fig-
ure 1a are shown. Comparing the rates of carburisation under pure ethylene for the 
two samples – with and without addition of potassium – it can be concluded that the 
presence of potassium increases the reaction rate. The dilution of ethylene with hy-
drogen leads to a decrease of the reaction rate (line (1) in Fig. 1b). The reaction rate 
under a mixture of ethylene with hydrogen for the sample with potassium, however, is 
higher than the reaction rate on the sample without potassium under pure ethylene. 
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Fig. 1. TG (a) and corresponding DTG (b) curves of the carburisation process of nanocrystalline iron 
at 370 ºC: 1 – a sample of iron with an addition of potassium, carburised under a C2H4/H2 mixture,  

2 – a sample of iron without an addition of potassium, carburised under C2H4,  
3 – a sample of iron with an addition of potassium, carburised under C2H4 

The phase composition of the carburised samples was determined using XRD. The 
results are shown in Figure 2. The number of patterns corresponds to the number of 
samples in Figure 1. In pattern 4, corresponding to the sample before carburisation, 
only the peaks corresponding to α-Fe are present. The other peaks visible in patterns 
1–3 correspond to iron carbide Fe3C (cementite). Other iron carbides were not de-
tected. 

a) 

b) 
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Fig. 2. Diffraction patterns: 1 – triply promoted iron sample after carburisation under a C2H4/H2  

mixture, 2 – doubly promoted iron sample after carburisation under C2H4,  
3 – triply promoted iron sample after carburisation under C2H4, 4 – iron sample before carburisation 

All samples were carburised to a mass increase corresponding to the amount of 
carbon sufficient to transform iron into Fe3C. However, the peaks of unconverted iron 
can still be observed in the XRD patterns of samples 2 and 3. If free iron is still pre-
sent in these samples, in spite of the fact that this amount of carbon is sufficient to 
transform all of the iron into Fe3C, then carbon deposits have to be formed. Compar-
ing the patterns of these samples, it can be stated that the intensity of the α-iron peak 
is higher for the sample 3 (with potassium), therefore the formation of carbon deposits 
occurs earlier on this sample.  

In order to determine the range of carbon concentration in which only iron carbide 
without carbon deposits is formed, the following experiments were carried out. A series 
of samples with different carbon contents, below the stoichiometric carbon concentra-
tion in cementite, was prepared. The phase composition of these samples was deter-
mined using XRD. The conversion degree of iron to Fe3C for each sample was deter-
mined on the basis of the surface area of the Fe (200) and Fe3C (121/210) peaks.  

In Figure 3a, the dependences of the conversion degree of iron to Fe3C on the car-
bon content are shown for doubly and triply promoted iron samples carburised under 
pure ethylene at 340 °C. The solid line in this plot corresponds to stoichiometric ce-
mentite. For the doubly promoted sample, there are no experimental points below 
about 0.045 g C/g Fe, since such a substantial mass increase on this sample was 
measured in a very short period of time at the beginning of the process (during the 
first 2 minutes). This was the reason for which it was impossible to measure the mass 
increase for a less carburised sample. For the triply promoted iron sample, it was pos-

Fe 
Fe3C 
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sible to obtain a sample with lower carbon content, namely 0.03 g C/g Fe. All of the 
experimental points for both doubly and triply promoted samples are located below 
the theoretical straight line corresponding to the formation of cementite. Therefore it 
can be concluded that for carburisation carried out under pure ethylene at 340 °C both 
cementite and carbon deposits are formed even at the very beginning of the process. 
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Fig. 3. The dependence of the conversion degree of iron to Fe3C on the relative increase  

of carbon mass for: a) doubly and triply promoted iron samples, carburised under pure ethylene  
at a temperature of 340 °C; b) doubly (at 340°C) and triply (at 370°C) promoted iron samples,  

carburised under a mixture of ethylene/hydrogen (1:19) 

▲ nanocrystalline iron with addition of potassium 

 □  nanocrystalline iron without addition of potassium 

― theoretical line of formation of cementite 
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In Figure 3b, a similar dependence is shown for carburisation under a mixture of 
ethylene with hydrogen (1:19) for the doubly promoted iron sample at 340 °C and for 
the triply promoted sample at 370 °C. The experimental points for the triply promoted 
sample are located on the line corresponding to the cementite formation, thus under 
the conditions of this experiment only cementite is formed, without carbon deposits. 
The experimental points for the doubly promoted sample are also located on the ce-
mentite line, but only below a mass increase of about 0.04 g C/g Fe. Above this value, 
the experimental points are located below the theoretical cementite line, therefore 
carbon deposits are then formed simultaneously with cementite. 

  

  
Fig. 4. TEM images of the sample: a) without addition of potassium, carburised under C2H4  

at of  450 °C; b) without the addition of potassium, carburised under C2H4 at 500 °C,  
c) with the addition of potassium, carburised under C2H4 at 550 °C; d) without addition  

of potassium, carburised under C2H4 at the temperature of 550 °C 

a) b) 

d) c) 
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In order to identify the forms of carbon deposits, a series of samples carburised 
under pure ethylene for 180 min was prepared. The samples obtained were character-
ised using TEM. In Figure 4a, TEM image is presented of a doubly promoted iron 
sample carburised at 450 °C, up to a mass increase of about 0.9 g C/g Fe. Spherical 
carbon forms 10–20 nm in diameter can be observed. 

Fibrous forms of carbon deposits were observed after carburisation to a higher de-
gree (1.7 g C/g Fe) and at higher temperature (500 °C). Under these experimental 
conditions, carbon fibres about 100 nm in diameter were obtained (Fig. 4b). Figure 4c 
shows a TEM image of the iron sample containing potassium carburised at 550 °C up 
to a mass increase of 1.32 g C/g Fe. At the end of the carbon fibres, iron carbide crys-
tallites about 100 nm in diameter can be observed. The diameter of the carbon fibres 
in this picture is in the range 50–150 nm. Similar carbon structures were observed on 
the doubly promoted iron sample carburised at the same temperature up to 1.24 
g C/g Fe. Hollow carbon fibres were also observed in this case (Fig. 4d). The external 
diameter of these fibres was about 40 nm and the internal one about 10 nm. 

There were no differences in the forms of carbon deposits obtained on the doubly 
and triply promoted iron samples.  

4. Conclusions 

The products of the carburisation of nanocrystalline iron with ethylene are iron 
carbide and carbon deposits. Iron carbide is formed only as cementite, other iron car-
bides were not detected.  

The presence of potassium in the sample enhanced the reaction rate. 
The form of carbon deposits depends on the process conditions. In the temperature 

range of 500–550 °C, carbon fibres are formed. 
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Finite-size analysis via the critical energy 
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We briefly review some applications of the critical minimum energy-subspace method (CrMES) us-
ing the Wang–Landau sampling for the estimation of the density of states (DOS). These applications 
concern the two- and three-dimensional Ising models and their important conserved order parameter 
versions (COP), known also as the Ising models with fixed magnetization (IMFM). The recently devel-
oped CrMES scheme greatly facilitates methods for sampling the DOS of classical statistical models in 
large systems. In effect, the CrMES technique enables the estimation of critical behaviour using only 
a small part of the energy space. Specific heat curves are obtained, their peaks are located and their scal-
ing behaviour is studied and compared with the results known from literature whenever such results exist.  

Key words: Ising model; Wang–Landau sampling; finite-size scaling 

1. Introduction to the CrMES method 

The CrMES method has been developed recently [1]. It is a very efficient tech-
nique for studying specific-heat anomalies of a finite lattice model and for extracting, 
via finite-size analysis, its asymptotic critical behaviour. In order to present the 
method, let us assume that the statistical model of interest will be approached using an 
approximation scheme for the density of states (DOS), G(E). There exist a number of 
such methods, developed recently, such as the Wang–Landau method [2, 3] which 
uses a random walk in the energy space. Any such scheme will produce errors in the 
calculation of the specific heat. Additional errors introduced by our CrMES technique 
are not even observable when compared to those corresponding to the approximate 
scheme for the DOS, provided that one uses a sufficiently small parameter r (see 
Eq. (3) below). 

According to the CrMES method, the specific-heat peak of the finite system may 
be estimated by using only a small part of the energy space. This is a very simple idea, 
_________  

*Corresponding author, e-mail: amalakis@cc.uoa.gr 
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closely related to the notion of the thermodynamic equivalence of ensembles and to 

the central limit theorem. Let us follow the basic argument presented in [1]. If �E  de-
notes the energy that produces the maximum term in the partition function at the tem-
perature of interest, we may define a set of approximations to the specific heat value 
by restricting the statistical sums to energy ranges around the value .E�  Accordingly, 
the specific heat per particle, for an N particle system of linear dimension L, at the 
temperature of interest (for instance, the specific heat peak at the “pseudo-critical” 
temperature LT ∗ ), is approximated by (kB = 1):  

 
�

�
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where the microcanonical entropy is given by:  

 ( ) ln ( )S E G E=  (1c) 

In the above, the restricted energy sub-ranges of the total energy range (Emin, Eimax) are 
defined with respect to the energy E� , which corresponds to the maximum term in the 
partition function at the temperature of interest: 

 ( , ), , 0E E E E Δ Δ± ±
− + ± = ± ≥� � � �     (2) 

Depending on the extensions of the sub-ranges in Eq.  (2), the above scheme may 
provide good approximations to the specific heat at a particular temperature. Since by 
definition ( )EΦ�  is negative, we should expect that for large lattices “extreme” values 

of energy (far from E� ) will have an insignificant contribution to the statistical sums, 
because these terms decrease exponentially fast with the distance from E� . It follows 
that, if we request a specified accuracy, then we may greatly restrict the necessary 
energy range in which the DOS should be sampled. According to our technique, re-
stricting the energy space from (Emin, Emax) to ( , )E E− +

� �  will therefore substantially 
facilitate any approximate scheme for the calculation of the density of states. The 
proposed restriction (CrMES) will be defined below with respect to the specific heat, 
in such a way that the relative errors of the specific heat maxima will be bounded by 
a predefined small number r. 

The CrMES part of the energy spectrum is well defined if we know the exact DOS 
for a finite system. Given any small number r and the exact DOS, one can easily cal-
culate the minimum energy subspace (MES), compatible with the above requirements. 
An algorithmic approach has been described in [1]. The resulting sub-space (its end-
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points and its extension) depends, of course, on the temperature, on the value of the 
small parameter r, and on lattice size. We write for its extension: 

 
( )

Δ Δ ( , , ) min( ) : 1L

L

C
E E T r L E E r

C

Δ±

+ −≡ ≡ − − ≤� � � �    (3) 

The extension of this dominant energy subspace, determining the behaviour of the 
system, is much smaller than the total energy range, max min( , , ) ( ),E T r L E EΔ −� �  and 
we should expect that its value will be of the same order, with the standard deviation 
of the energy distribution. Therefore, we propose that, given a small parameter r, the 
extensions of the CrMES part of the spectrum satisfy: 

 2
Δ EE NT Cσ∝ =�   (4) 

From the central limit theorem we know that the energy distribution should ap-
proach a Gaussian far from the critical point and that the energy subspace determining 

all thermodynamic properties is at most of the order of N . Close to a critical point, 

the extensions ( , , )LE E T r L∗ ∗Δ ≡ Δ� �  of the CrMES at the “pseudo-critical” temperature, 

(as well as the extensions ( , , )c cE E T r LΔ ≡ Δ� �  at the exact critical temperature), should 
scale as: 

 /2
/ 2d

E
L

L
α ν

∗Δ ≈
�

  (5) 

where α and ν are the specific heat and correlation length critical exponents, respec-
tively. Note that for the square Ising lattice a logarithmic scaling law should be ex-
pected. The proposed scaling equation (Eq. (5)) follows from the well-known finite-
size scaling behaviour of the specific heat /( )LC Lα ν≈  and hypothesis (Eq. (4)). 

In order to obtain the minimum energy subspace satisfying Equation (3) from the den-
sity of states G(E) we may define successive “minimal” approximations ( j = 1, 2, 3, …) to 
the specific heat CL( j), as in [1]. With the help of these approximations we obtain the 
following relative errors: 

 
( )

1L
j

L

C j
r

C
= −   (6) 

Then we fix our requirements by specifying a particular level of accuracy for all 
finite lattices. In effect, we define the (critical) MES as the subspace “centered” at 

( )E E∗
� � , corresponding to the minimum subspace for which the relative error of the 

specific heat satisfies the relation rj ≤ r. Demanding the same level of accuracy for all 
lattice sizes, we produce a size dependence on all parameters of the above energy 
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ranges. That is, we should expect that the “centre” ( , , )E T r L�  and the end-points 

( , , ), ( , , )E T r L E T r L− +
� �  of the (critical) MES are all functions of L. In particular, the 

extensions ( , , )LE E T r L∗ ∗Δ = Δ� �  of the CrMES should obey the scaling law (Eq. (5)). It 
is therefore possible to find approximations to these functions using the total energy 
range for small lattices and then to extrapolate in order to estimate the CrMES for 
larger lattices. 

2. Ising models and their COP versions 

Let us review here some recent applications of the CrMES method to some well 
-known models of statistical mechanics, such as the Ising model. The normal Ising 
model is described by the Hamiltonian: 

 
,

, 1, 1,2...,i j i
i j

H J S S S i N
< >

= − = ± =∑   (7)  

and is primarily a model for ferromagnets. Furthermore, according to universality, it 
describes the properties of several systems of physical significance, including mag-
netic nuclear systems, and the liquid–vapour critical point [4, 5]. An important varia-
tion of the Ising model is the Ising model with fixed magnetization (IMFM), also 
known as the conserved-order-parameter (COP) Ising model. This variation has the 
same Hamiltonian, but now the sum of the partition function is restricted by the con-
dition 0i

i

S M=∑ , where 0M  is the value of the fixed magnetization. The COP ver-

sion is used to describe different systems and phenomena, including lattice gases and 
binary mixtures. Related phenomena are the formation of equilibrium crystal shapes, 
the roughening transition, and the non-equilibrium processes of diffusing surface clus-
ters, phase separation and demixing [6, 7]. 

Consider first the three-dimensional case. For the Ising model on a cubic L×L×L 
lattice, we may express the specific heat in the critical region using a renormalization 
group expansion of the form: 

 2 2
0 0

t t iy d y d y
LC q L p rL− − ++ +�   (8) 

where yi is irrelevant exponent which, according to Deng and Blote [8], is approxi-
mately yi = –0.821. The above expansion is, of course, valid in the critical region, 
which is assumed to include both the “pseudo-critical” and exact critical temperatures 
for large lattices. 

Using the CrMES method combined with Wang–Landau sampling, we have accu-
rately estimated, in the corresponding energy-subspaces, the DOS for cubic lattices 
with linear sizes L = 4, ..., 32 [1]. The analysis of our specific heat data gives a ther-
mal critical exponent of yt = 1.5878(31). This is comparable to the best estimate 
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known in literature [8]. Furthermore, we can use an alternative route for determining 
the thermal exponent, since the extensions of the CrMES at “pseudo-critical” tem-
peratures are assumed to satisfy a similar scaling law, that is: 
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/ 2
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�
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Using this new scheme, the critical exponent is found to be yt = 1.5860(30), which 
is also in excellent agreement with literature [8], verifying our proposal and proving 
its effectiveness. We point out that this is the first accurate estimation of the thermal 
critical exponent from specific heat data. In the past, other routes used for estimating 
this important critical exponent have been used [8], mainly because of the inaccuracy 
of previous specific heat data, but also due to the corrections due to scaling in the 
specific heat behaviour. The CrMES technique has improved the situation by allowing 
us to produce quite accurate finite-size data. 

For the COP version of the three-dimensional Ising model, we have developed 
a non-local spin-exchange Wang–Landau algorithm. The combination of this algorithm 
with our CrMES scheme appears to be the most efficient route for studying the specific 
heat anomalies of this important variation of the Ising model. Our study of the three-
dimensional COP version of the cubic Ising model has not yet been completed. We ob-
serve a striking similarity in the critical behaviour, however, suggesting that the COP 
version may share the same thermal exponent with the simple model, something that we 
have already numerically tested for the two-dimensional case, presented below. 

Figures 1a, b show the specific heat peaks for several lattice sizes of the 3D Ising 
model and its COP version. The specific heat curves shown in these figures have been 
obtained from the CrMES part of the energy spectrum, and it should be pointed out 
that although these curves are accurate in the region of the peaks they are not reliable 
far away from them. However, for the COP version (Fig. 1b) and for L = 8, 10, and 12 
the full low energy part of the energy spectrum is used in order to show an interesting 
secondary peak to the left of the main peak.  

Consider now the two-dimensional case. For the normal square Ising model, 
a spin-flip Wang–Landau algorithm is used, whereas a non-local spin-exchange 
Wang–Landau algorithm is used for its COP version. Specific heat values are ob-
tained in the appropriate critical region, implementing the CrMES method. The appli-
cation is carried out for both the exact critical temperature Tc and the “pseudo 
-critical” temperature LT ∗ , by restricting the Wang–Landau random walk in an appro-
priate energy range, wide enough to cover both minimum energy subspaces for the 
two temperatures and to accurately estimate the extensions of the corresponding MES. 

Let us now discuss the finite-size behaviour of the specific heat for the normal Ising 
model (with freely fluctuating magnetization) on a square L×L lattice. It is known from the 
work of Ferdinand and Fisher [9] that close to the critical temperature 

Tc = 2(J/kB)/ln(1+ 2),  the finite-size behaviour is described by the following expansion: 
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 0 1 2

ln 1
( ) ln ( ) ( ) ( ) ...L

L
C T A L B T B T B T

L L
= + + + +   (10) 

where the critical amplitude A0 and the first B coefficients are given in [9] for both the 
exact critical and “pseudo-critical” temperature of the normal Ising model. In particu-
lar, the coefficient B1 is zero for the exact critical temperature but non-zero for the 
“pseudo-critical” temperature. The amplitude A0 (main singularity) does not vary in 
the range of the validity of the expansion and is therefore the same for the specific 
heat sequence at the exact critical and for the sequence of specific heat peaks at the 
“pseudo-critical” temperatures. 

  
Fig. 1. Specific heat for: a) small lattices in the 3D Ising model. For large sizes, only the neighbourhoods 

of the peaks are reliable, since the curves have been derived from the corresponding CrMES;  
b) the COP versions of small lattices in the 3D Ising model. For L = 8, 10, and 12, 
the CrMES has been intentionally extended to the low-energy part of the spectrum  
down to the ground state  in order to illustrate the existence of a secondary peak 

Using our CrMES method and the algorithms mentioned above, we have verified 
the scaling law (Eq. (10)) for the square Ising model by accurately estimating  the 
amplitude A0 and the first B-coefficients from our specific heat data [1]. Furthermore, 
we have confirmed that the finite-size extensions of the CrMES satisfy an analogous 
scaling law, namely: 
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Figure 2 presents the behaviour of the CrMES extensions in function of lattice 
size. As proposed based on physical grounds, this figure shows a clear logarithmic 
dependence, pointing out that our technique is a new route for estimating the critical 
behaviour. Our scaling proposal (Eq. (5)) also gives an interesting interpretation of 
the ratio α/ν, as discussed in the concluding remarks. 
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Fig. 2. Demonstration of the proposed 
logarithmic scaling law (Eq. (11)) for the 2D 

Ising model. Three levels of accuracy (r) 
have been used in order to define  
the corresponding CrMES parts 

of the energy spectrum 

Finally, we present some new results for the COP version of the square Ising 
model, which we have extensively studied for several values of the fixed magnetiza-
tion. For the IMFM, a critical temperature for any constant value of magnetization M0 
has been proposed by Kastner [7]:  
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Note that for M0 = 0, the above formula (Eq. (12)) produces a critical temperature 
that has the same value as the normal Ising model (Tc = Tc(M0 = 0)). We have verified 
that for the main component M0 = 0 the Ferdinand–Fisher expansion is well obeyed, 
and we have estimated the first B-coefficients and the main amplitude A. We found 
that the amplitude A of the main logarithmic term is also the same for the IMFM at 
both the “pseudo-critical” and exact critical temperatures and obeys the value of the 
normal Ising model case, namely: 
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8 2
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π π
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Furthermore, the coefficient B1 of the expansion appears to be very close to zero at 
the exact critical temperature, and in fact our optimum fitting attempts are based on 
this conjecture. In conclusion, for the M0 = 0 IMFM shares an exceptionally similar 
scaling behaviour with the normal Ising model. 

We have also studied the scaling behaviour of the specific heat for several other 
values of fixed magnetization. For lattice sizes L in the range of 10–150, the logarith-
mic behaviour of the specific heat seems to prevail and the amplitude A of the opti-
mum fitting tends to zero as M0 → 1. Note that, according to our data, if this behav-
iour is correct, then the amplitude A is much smaller at the critical temperature 
proposed in Equation (12) than the value obtained for the sequence of “pseudo-
critical” temperatures. It will be interesting to see whether this behaviour will also be 
observed for much larger lattice sizes. 
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3. Conclusions 

The CrMES technique is an efficient approximation scheme which greatly facili-
tates the sampling of the density of states in large systems. The relevant energy range 
used is in general a very small portion of the whole energy space. Therefore, the 
method is very efficient compared to the original Wang–Landau random walk, which 
covers the entire energy space. In effect, our proposal combines the idea of entopic 
sampling with that of importance sampling in a systematic way, without producing 
additional errors. The applications presented here have shown that the general ap-
proach is very reliable, and that not only the critical temperatures, but also the critical 
exponents can be estimated with high accuracy. This new method might be applicable 
to complex systems. The route proposed for calculating the ratio of the critical expo-
nents α/ν from the scaling law (Eq. (5)) also provides an interesting interpretation for 
this ratio. Thus, α/ν  may be comprehended as an index that determines the expansion 
of the dominant energy-subspace as we increase the lattice size. This provides new 
insight into the critical behaviour of a statistical system, and we think that similar 
interpretations may be found for other critical exponents.  
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Photoacoustic spectra of the d–d transitions for three different series of copper(II) complexes of sper-
midines Spn (Spn323, Spn333, Spn343), Spm (Spm323, Spm333, Spm343) and Spc (Spc323, Spc333) 
have been investigated. Replacements of distant atoms, the presence or absence of water molecule in the 
structure, the kind of ligands surrounding the metal(II) ions have a strong influence on the crystal field 
splitting and the intensities of the non-radiative transitions. Non-radiative processes are involved in im-
portant mechanisms of the dynamic interactions between the electrons and the lattice. Studies of the 
intensities of the non-radiative transitions provide a very important data for the thermodynamic states of 
these systems. Photoacoustic absorption band of the d–d transitions could be decomposed into three lines 
(due to the crystal field splitting) with different intensities, positions and linewidths. The integrated inten-
sities may yield information about the number of non-radiative processes, while the linewidths about the 
mechanisms of the relaxation processes. 

Key words: photoacoustic spectroscopy; copper complexes 

1. Introduction 

Crystal field splittings of the d–d transitions for three different series of copper(II) 
complex of spermidines: Spn (Spn323, Spn333, Spn343), Spm (Spm323, Spm333, 
Spm343) and Spc (Spc323, Spc333) have been investigated by using photoacoustic 
(PA) and electron paramagnetic resonance (EPR) methods [1–3]. The following fac-
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tors: (i) replacement of distant atoms, (ii) the presence of additional water molecules, 
and (iii) different kinds of ligands, strongly influence the crystal field splittings and 
the lineshape of the PA spectra of the d–d transitions. The complexes of spermidines 
are very important in the bio-active systems due to their role in the processes of in-
formation transfer between the DNA and proteins [4–6]. It has been proposed that the 
transition metal complexes of spermidine act as a channel selector in bio-active sys-
tems, e.g. by switching between the ground and excited d-orbital states after irradia-
tion by proper electromagnetic wave [7].  

Non-radiative processes might be very important for this kind of mechanism. Thus 
the study of the intensities of the non-radiative processes could provide important data 
for determination of the thermodynamic state of systems including the DNA and pro-
teins involved in the bio-active activities with. The d–d absorption band observed in 
photoacoustic spectroscopy (PAS) could be decomposed into three lines (due to the 
crystal field splitting) with different intensities, positions and linewidths. The inte-
grated line intensities yield information about the amount of non-radiative processes 
while the linewidths about the relaxation processes. The PA spectra of hematite, 
spermidine and organometallic rare earth complexes exhibit an intense absorption 
(near 586 nm – yellow colour) in the same region of electromagnetic spectrum. It has 
been suggested that this radiation plays an important role in the living systems [8]. It 
is especially important because the most intense Sun radiation occurs in this very 
region. The study of the d–d and n–π* transitions in spermidines may be very useful 
for a proper understanding of the static and dynamical processes occurring in the liv-
ing matter [9–11]. 

In this report, we present and discuss the variations of the intensities and the 
linewidths in PA spectra of the d–d transitions for three different series of spermidine 
copper(II) complexes. 

2. Experimental 

Three series of copper(II) complexes of spermidines (designated as Spm, Spn and 
Spc) have been prepared according to the procedure described elsewhere [1–3]. 

The PA spectra of polycrystalline powder samples have been obtained by using 
a modified PAS method initially proposed by Papadopoulos and Mair [12]. A 1 kW 
Xenon arc lamp and a 1/4 m ORIEL monochromator were used as light sources, with 
bandpass widths of 5 nm (at 500 nm). The light, with intensity modulated by a chop-
per at frequency of 10 Hz was directed into a photoacoustic cell equipped with 
TREVI EM27 microphone. A dual SR830 lock-in amplifier measured the amplitude 
and phase of the PA signal detected on the microphone. Data acquisition ensured that 
each final value was an average of 20 runs at the same wavelength of the incident 
light. A carbon black was used as a standard to re-calibrate the final spectrum. The 
PA spectra of all the complexes were recorded at room temperature in the range of 
300–700 nm. 
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3. Results and discussion 

The absorption of three series of investigated copper(II) complexes of spermidine 
(Spm, Spn and Spc) have been investigated by using PAS in the visible region. It has 
been suggested that the observed broad band arises from the d–d transitions between 
the energy levels split by the crystal field [1–3]. For illustration, the PA spectrum of 
Spc323 organic complex simulated by three lines, is given in Fig. 1. The PA spectra 
can be described very well by the superposition of three lines resulting from the crys-
tal field splitting. In Figures 2 and 3, such composite three-line spectra are presented 
for the Spn 323 and Spm 323 examples, respectively. A very good agreement has been 
obtained between this assumption and the results of analysis of the EPR spectra of 
copper(II) ions in orthorhombic crystal field for all eight investigated copper(II) com-
plexes. The obtained wavelengths λi (i = 1, 2, 3) for the three electronic transitions 
(between the ground state d(x2–y2) and excited states (d(xy), d(zx), d(yz)) are listed in 
Table 1. It is very important to know the dependence of the linewidths (related the 
relaxation processes) and the line intensities (related to the strength of the non 
-radiative transitions) in these systems since exactly these processes may play impor-
tant role in the living matter. The crystal field splittings, the linewidths, and the inten-
sities strongly depend on the kind of complex and the replacement of distant groups in 
the molecules under investigations. 

 
Fig. 1. PA spectrum of the copper(II) complex of spermidine Spc323  

and its decomposition into three component lines 

The PA spectra were recorded by using detection of the heat generated through the 
non-radiative relaxation, released by the sample absorbing the modulated incident 
light. The PA intensity (I) is given by the relation [13]: 

 absI κα γ=  (1) 
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where αabs is the absorbance of the sample, γ is the probability for the non-radiative 
transitions between the excited and ground states, and κ is a coefficient determined by 
the thermal properties of the sample and the spectrometer. It is assumed that the coef-
ficients κ and αabs are the same for all samples. The main intensity contribution arises 
from the coefficient γ related to the non-radiative transitions. Replacement of distant 
water molecules or Cl atoms influences strongly not only the crystal field splitting of 
the d–d electronic levels but also the linewidths and intensities of the non-radiative 
transitions (Table 1). 

 
Fig. 2. PA spectrum of the copper(II) complex of spermidine Spn323 

and its decomposition into three component lines 

 
Fig. 3. PA spectrum of the copper(II) complex of spermidine Spm323 

and its decomposition into three component lines 
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Table 1. The values of the photoacoustic spectral parameters (λi – position, Δλi – linewidth, Ii – intensity ) 
for the d–d electron transitions in polyamine copper(II) complexes [1–3] 

Transition 1 Transition 2 Transition 3 
Complex 

λ Δλ I λ Δλ I λ Δλ I 

Spn323 483(2) 80(3) 3(1) 568(9) 143(9) 14(9) 694(9) 167(50) 8(5) 
Spn333 517(9) 99(3) 6(2) 612(9) 155(9) 11(5) 730(9) 203(50) 12(4) 
Spn343 483(2) 58(6) 1(1) 565(9) 144(9) 11(5) 681(9) 113(10) 3(5) 
Spm323 485(2) 66(5) 2(1) 560(9) 141(9) 10(3) 679(9) 212(30) 12(6) 
Spm333 577(9) 126(3) 13(3) 703(6) 120(9) 14(5) 798(5) 72(6) 5(2) 
Spm343 498(2) 73(3) 3(1) 577(9) 144(9) 9(4) 687(9) 221(30) 13(6) 
Spc323 457(1) 79(3) 2(1) 526(6) 130(9) 8(5) 642(4) 120(15) 6(3) 
Spc333 476(2) 53(3) 1(1) 540(2) 92(9) 4(2) 662(6) 160(30) 10(5) 
Average 497 79 4 585 134 10 695 158 9 

 
The line positions λi vary by over 100 nm for the eight investigated spermidine 

copper(II) complexes. The average values of the wavelengths (λav = Σiλi/8) for the 
corresponding d–d transitions split by the crystal field are the following: λ1av = 497 
nm, λ2av = 585 nm, and λ3av = 695 nm. The second transition has the same energy as 
that recorded by the PAS in hematite [14] and organometallic neodymium(III) com-
plex (the f–f transitions) [7]. It was suggested that exactly this region of radiation 
could be very important for the living matter [8]. 

The linewidths Δλi (the difference of wavelengths between the centre of the line 
and at the point of half height) depend strongly on the kind of spermidine complexes 

and the following average linewidths (Δλav = ΣiΔλi/8) were obtained: Δλ1av = 79 nm, 
Δλ2av = 134 nm, Δλ3av = 158 nm for the three d–d transitions split by the crystal field. 
The relation Δλ1av < Δλ2av < Δλ3av indicates that in near infrared the relaxation proc-
esses are more intense. 

Concerning the integrated intensities Ii defined as the area under the line, more  
significant differences are observed. The following average (Iav = ΣiIi/8) values of the 
corresponding d–d transitions: I1av = 4, I2av = 10, I3av = 9, were calculated. The relation 
I1av < I2av ≈ I3av differs from that for the linewidths, namely the last two intensities are 
of comparable strength and much stronger than the rather weak first line. Hence the 
non-radiative processes are more intense for the region of radiation with longer wave-
lengths. 

Complex functional materials are formed by biogenic systems where the sper-
midine complexes in protein play a very important role in the information transfer to 
DNA. Dynamical processes like relaxation or non-radiative processes are of impor-
tance for the phenomena occurring in the living matter. We believe that a vital role in 
the forming processes of the living matter is played by species created by the “glass” 
phenomenon upon irradiation in the yellow spectral range. Such systems (e.g., mem-
branes) allow an easy transfer of radiation while being insulating to the heat transfer. 
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4. Conclusions 

The PA spectroscopy enabled studies of splittings of the d–d energy levels by the 
crystal field. All spectral parameters of the PA lines (positions, linewidths and intensi-
ties) strongly depend on the kind of spermidine. The average values of the linewidths 
and intensities show the same tendency to increase with increasing wavelengths 
(Δλ1av<Δλ2av<Δλ3av and I1av<I2av≈I3av) for the d–d levels split by the crystal field. The 
relaxation and non-radiative processes are more effective upon irradiation with light 
of higher wavelengths. As it might be expected, these phenomena are more intensive 
in the infrared regions but the photoacoustic reaction in the yellow region could be 
responsible for many important processes studied in biophysics. 
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In this paper, the kinetics of nucleation is studied in inhomogeneous media such as a mixture of the 
nematic liquid crystals p-methoxybenzylidene-p-butylaniline (MBBA) and p-ethoxybenzylidene-p-n-butyl-
aniline (EBBA). Experimental data are analysed in terms of the classical Avrami model for nucleation. 
The observed non-uniform nucleation is explained within the framework of the Landau model for phase 
transitions. A modification to the Avrami model is proposed in order to describe the kinetics of nuclea-
tion in highly inhomogeneous media. 

Key words: Avrami model; nucleation kinetics; inhomogeneous medium; phase transformations; nematic 
liquid crystal; ferroelectric switching 

1. Introduction 

Most of the theoretical treatments of processes occurring by nucleation and 
growth are based on works by Kolmogorov and Avrami [1–3]. The Avrami model was 
originally proposed for the process of crystal growth and describes the kinetics of 
nucleation on the basis of statistical considerations. This model has also been exten-
sively applied for describing many solid-state transformations, such as crystallization 
from amorphous or glassy states, solidification in metallic and polymeric systems, 
solid-state phase transformations, adsorption and surface kinetics in electrochemical 
environments, and domain switching in ferroelectrics and ferromagnets. All of these 
phenomena take place by nucleation and growth mechanisms. 

The analysis of the kinetics of these processes, based on this model, can yield 
physically unclear values for some fitting parameters [4, 5]. Thus, the predictions 
concerning the kind of nucleation kinetics based on these parameters are often incon-
sistent with direct microscopic observations. For example, Matyjasek showed that 
during the switching process in the tryglicine sulphate (TGS) ferroelectric crystal, the 
domain nuclei appeared almost simultaneously and in a nonuniform manner, present-
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ing so called “one-step” nucleation, contrary to the predictions based on the value of 
the fitting parameter suggesting a “continuous process” [6]. Such a discrepancy is 
clearly seen in inhomogeneous systems (i.e., ferroelectric crystals with an internal 
bias field [7] or nematic liquid crystal (NLC) mixtures). 

In this study, we restricted ourselves to the investigation of the nucleation kinetics 
of thermally driven isotropic–nematic phase transition in a NLC mixture of p-me- 
thoxybenzylidene-p-butylaniline (MBBA) and p-ethoxybenzylidene-p-n-butyl-aniline 
(EBBA). In the first part, experimental data are analysed and discussed in terms of the 
classical Avrami model. It is shown that non-uniform nucleation can appear as a su-
perposition of uniform ones, separated in space and time. Then, an explanation of 
such a superposition is given on the basis of the Landau approach to first order phase 
transformations. Additionally, an attempt is made to show that the Avrami model can 
also be applied to describe transformation kinetics in inhomogeneous media (with 
complex nucleation mechanisms) on the basis of more general assumptions. 

2. The kinetics of nucleation 
within the framework of the Avrami model 

The Avrami model is formulated for infinite media, i.e. the linear size of a system 
is much larger than the distance between the nuclei in a new phase forming during the 
phase transformation. The nuclei are randomly distributed over the volume of the 
system. Additionally, two physically different mechanisms of nucleation can be dis-
tinguished. The first, one-step nucleation, takes place when all nuclei arise only at the 
very beginning of the process and there is no further nucleation. The other, continuous 
nucleation, occurs when the nuclei continue to grow during the entire phase transfor-
mation. The growing nuclei begin to create macroscopic areas (usually called do-
mains), which expand with a constant velocity. The rate of nucleation R(t), defined as 
the number of nuclei per unit area and unit time, is different from zero only at the very 
beginning of the one-step nucleation process and is constant for continuous nuclea-
tion. 

These assumptions allow a formula to be obtained for the temporal dependence of 
the untransformed volume fraction q(t) of a system, with condition that the initial 
radii of all nuclei can be neglected: 

 ( )
0

( ) exp( ( ) )
t

dd
dq t R C v dtτ ττ= − −∫   (1) 

where the factor Cd is equal to 2, π or 4π/3 for one, two, and three-dimensional growth 
of nuclei, respectively, ν is the velocity of the expanding domains and d is the geo-
metrical dimensionality of the domain growth. Thus, the transformed volume fraction 
Q(t) of the system can be expressed as follows 
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 ( )
0

( ) 1 exp ( ) )
t d

d
dQ t R C v dtτ ττ

⎛ ⎞
= − − −⎜ ⎟

⎝ ⎠
∫   (2) 

Q(t) and q(t) can also be interpreted as the probabilities that an arbitrarily chosen 
point in the medium is respectively covered or uncovered by the growing domains. 

By integrating Equation (1), with R(τ) = Rδ(τ) for the one-step process and R(τ) = R 
= const for the continuous process, one can find 

( )( ) exp d d
dq t RC v t= −  

for one-step nucleation, and 

( )1( ) exp d d
dq t RC v t += −  

for continuous nucleation. 
Introducing a characteristic time t0 and an effective dimensionality n (also called 

the Avrami exponent), Equation (2) can be rewritten for the both mechanisms of nu-
cleation in the following form 

 ( )
0

1 exp
n

t
Q t

t

⎡ ⎤⎛ ⎞= − −⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

  (3) 

The characteristic time t0 and the effective dimensionality n are respectively equal 
to 1/ν (1/(RCd)

1/d and d for one-step nucleation and ((d + 1)/(RCdνd)1/(d+1) and d + 1 for 
continuous nucleation. It is clearly seen that, according to the model assumptions, the 
Avrami exponent n should be an integer and not larger than four (n = 4 for three 
-dimensional growth, d = 3) and continuous nucleation (n = d + 1). Other values of n 
imply a more complicated process of nucleation, with different contributions of the 
one-step and continuous mechanisms. 

In the case of complex nucleation (n ∉ {1, 2, 3, 4}), an estimated expression for 
R(t) can be obtained by comparing Equations (2) and (3). Thus, by using the Laplace 
transformation we have 

 1
0( ) ( , , , ) n dR t a n v d t t − −=   (4) 

where 

0

( 1)

( ) ( 1) d n
d

n
a

n d d C v t

Γ
Γ Γ

+=
− +

 

The values of the Avrami exponent n, characteristic time t0 and velocity of domain 
wall motion ν are measured in the experiment. 

Expression (4) allows information about the mechanism of nucleation and the 
number of nucleation events per unit area and time to be obtained. 
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3. Experimental 

MBBA and EBBA nematic liquid crystals were mixed in the proportions 2:1. In 
the examined NLC mixture, the temperature of transition from the isotropic to the 
nematic phase was about 323 K. The transition temperatures are different for MBBA 
and EBBA – 319 K and 353 K, respectively. The mixture, with a thickness of 
0.01 mm and a surface area of approximately 1.98 mm2, was placed in a heater and 
observed under a polarizing microscope during a cooling process from 355 K through 
the transition point with the rate of 0.008 K/s. During the transformation from the 
isotropic to nematic state, the process was recorded with a video camera and the im-
ages were processed by a microcomputer. Two particularly interesting regions of the 
sample with a significant difference in nucleation kinetics were revealed. Experimen-
tal data were analysed in terms of the Avrami theory. 

4. Experimental results and discussion 

Direct observation of the isotropic–nematic phase transition in the NLC mixture 
revealed the existence of regions with uniform and non-uniform nucleation. Figure 1 
presents a temporal evolution of the domain nuclei pattern of the nematic phase in the 
area with a nearly uniform initial distribution of nuclei (Fig. 1a).  

  

 

Fig. 1. A sequence of images presenting  
the temporal evolution of the domain nuclei pattern 

during the isotropic-to-nematic phase transition  
in the homogeneous region of the NLC mixture:  

a) initial distribution of the nuclei at the very  
beginning of the process, b), c) successive 

stages of domain pattern evolution 

a) b 

c 
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Fig. 2. A sequence of images presenting  
the temporal evolution of the domain nuclei  
pattern during the isotropic-to-nematic phase 

transition in the inhomogeneous region  
of the NLC mixture: a) initial distribution  

of the nuclei at the very beginning of the process, 
b) the second uniform nucleation occurring 

in the remaining area of the sample, c) the final  
stage of domain pattern evolution 

 
Figure 2 shows the same process in the inhomogeneous region. From the figures, it 

is clearly seen that the nucleation processes are initiated with the creation of circular 
nuclei expanding two-dimensionally, but afterwards anisotropy appears in the expan-
sion of some domains, and finally they begin to coalesce (Figs. 1c and 2c). It was 
found that the velocity of domain wall motion is constant and equal to about 0.001 
mm·s–1 for the both investigated areas. The whole phase transformations took ap-
proximately the same amount of time (~115 s), regardless the kind of nucleation ki-
netics. Furthermore, the process of nucleation in the inhomogeneous region seems to 
be composed of two one-step nucleation processes, separated in time and space (com-
pare Figs. 2a and 2b). At the beginning, the nuclei cover almost 28% of the whole 
surface area, then a second one-step nucleation occurs in the remaining surface area. 

Figure 3 presents the temporal dependences of the fractions of the transformed 
phase, obtained by fitting the experimental data to Equation (3) by the least squares 
method. The values of the fitting parameter n are presented in the plot. The solid 
curve shows the results obtained for the homogeneous region, while the dotted one for 
the inhomogeneous region. For comparison, the dashed line shows the kinetics of 
nucleation only in the homogeneous part of the inhomogeneous region as seen in Fig-
ure 2a. The value of n = 3.05, obtained for the inhomogeneous part of the NLC sam-
ple, suggests a continuous nucleation process (d = 2, n = d + 1, see Eq. (3)) contrary 
to the results of the microscopic observations mentioned above. By using Equa-
tion (4), the temporal dependences of nucleation rates can be calculated. These de-

a) b 

c 
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pendences, seen in Figure 4, confirm the almost one-step nucleation kinetics in the 
mentioned homogeneous regions. 

 
Fig. 3. Temporal dependences of the fraction of the transformed phase Q(t) 

for three various regions of the NLC mixture: solid curve  
– homogeneous region (Fig. 1), dotted curve – inhomogeneous region (Fig. 2),  

dashed curve – small homogeneous area within the inhomogeneous region (Fig. 2a) 

 
Fig. 4. Temporal dependences of the nucleation rate R(t) for the homogeneous 

region (solid line) and small homogeneous region within the inhomogeneous one 
(dashed line), calculated by means of Eq. (4) 

Figure 5 presents a plot of the number of all single domains as a function of time 
for the two investigated regions. The influence of the second one-step nucleation on 
the kinetics of the phase transformation in the inhomogeneous region is seen as a dis-
placement of the maximum on the time axis. As it can be seen from the microscopic 
observations, the beginning of domain coalescence appears at the maximum of each 
curve. There is also no significant difference between these curves. 
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Fig. 5. Temporal dependences of the number of single domain nuclei for the homogeneous 

and inhomogeneous regions of the NLC mixture: solid curve – uniform nucleation,  
dashed curve – two one-step nucleation processes separated in time and space 

From the above discussion it is clear that predictions based on the value of the 
Avrami exponent can yield incorrect results concerning the mechanism of nucleation. 

5. Interpretation of the experimental data 
within the framework of the Landau model 

The revealed complex character of nucleation kinetics in the inhomogeneous re-
gion of the NLC mixture can follow from a non-uniform distribution of the mixture 
components. This non-uniformity may strongly influence the distribution and values 
of the local temperatures of phase transformation and hence affect the time and type 
of nucleation kinetics in various regions of the medium. They may also produce the 
temporal and spatial separation of successive nucleation processes in various parts of 
the sample. 

The influence of the concentration on the value of the local transition temperature 
can be explained in the framework of the classical Landau theory of phase transforma-
tion. Expanding the density of free energy F in powers of an order parameter p up to 
the third order, and assuming the coefficient of the second power of the order parame-
ter to be temperature- and concentration–dependent, we can write 

 ( ) ( ) 2 3 4
0

1 1 1
...

2 3 4c cF F a c c a T T p Bp Cp′= + ⎡ − + − ⎤ + + +⎣ ⎦   (5) 

where c and cc denote a common and a critical concentration, respectively, and B < 0 
as appropriate for the first order phase transformation [8, 9]. From the above expan-
sion it is clearly seen that an ordered (nematic) phase is stable for T < Tc and c > cc. 
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Otherwise, an isotropic phase exists. The natural equilibrium condition F = 0 leads to 
an inequality describing the existence of the stable phase 

 ( ) ( )
22

9c c

B
a c c a T T

C
′− + − <   (6) 

Finally, for the transition temperature Tt we obtain 

 ( )
22

9t c c

B a
T T c c

C a

′
= + − −   (7) 

This formula is a phenomenological confirmation of our interpretation of the ex-
perimental data. A more detailed study of this problem in the case of first and second 
order phase transformations is presented in [10]. 

6. A generalization of the Avrami model assumptions 

The description of the nucleation kinetics of first order phase transformations in 
inhomogeneous media on the basis of Avrami theory also seems to be possible, but in 
the framework of more general assumptions. In relaxor physics, an approach based on 
the Gaussian distribution of the local Curie temperatures around an average Tc is used 
to describe the diffuse phase transitions (DFT) 

 
( )2

2

1
( , , ) exp

42π
c

c

T T
f T T σ

σσ

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦

−
  (8) 

where σ stands for the width of the Gaussian distribution [11]. 
Nucleation in a medium with a great number of temporally and spatially separated 

regions with homogeneous nucleation kinetics (one-step or continuous) is a similar 
problem. In such a case, the application of the Gaussian distribution of characteristic 
nucleation times t0i around the value t0 obtained by fitting experimental data to Eq. (3) 
may give correct results. This generalized assumption can be expressed as follows 

 
( )2

0 0
02

0

const
( ) 1 exp(

42π

n

i
i

i

t tt
Q t dt

t σσ

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= − − −⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎛ ⎞ −
∫ ⎜ ⎟

⎝ ⎠
  (9) 

where now n ∈ {1, 2, 3, 4} and t0 and σ are the fitting parameters. 
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7. Conclusions 

It was found that the transition from the isotropic to nematic phase in an MBBA 
and EBBA NLC mixture occurs by almost one-step nucleation processes and a further 
growth of domain nuclei. The nucleation rates are then rapidly decreasing functions of 
time. It was revealed that, due to the nonuniform distribution of mixture components, 
the one-step processes of nucleation can be temporally and spatially separated. This 
separation has been explained within the framework of the classical Landau model for 
first order phase transformations by assuming the concentration dependence of the 
first coefficient in the free energy expansion. Nonuniform nucleation, observed in the 
inhomogeneous region, is a result of such a separation. It was shown that interpreta-
tions concerning the kinetics of nucleation performed on the basis of the Avrami ex-
ponent n  may lead to incorrect results. 

The application of the Avrami model for describing the kinetics of nucleation in 
highly inhomogeneous media (with a great number of separated areas with homoge-
neous nucleation kinetics), however, seems to be possible on the basis of a more gen-
eral approach. Such an approach has been proposed on the basis of a model for DFT 
developed in relaxor physics. 
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Four samples containing γ-Fe2O3 magnetic nanoparticles dispersed at a concentration of 0.1 % (sam-
ples I and I΄) and 0.3 % (samples II and II΄) in a polymer matrix have been prepared. The polymer filler 
was in two forms: as solid-state grains (samples I and II) and as a liquid solution in trichloromethane 
(samples I΄ and II΄). The typical size of the magnetic nanoparticles was 10 nm. The samples were charac-
terized by XRD and TEM spectroscopy. Ferromagnetic resonance (FMR) measurements were carried out 
at room (RT) and liquid nitrogen (LNT) temperatures for all four samples. An intense resonance absorp-
tion line from γ-Fe2O3 was recorded, with a slightly asymmetric line shape. The FMR spectra at RT and 
LNT are almost the same, as could be expected for the composite matrix. For samples II and II΄, the 
resonance lines are centred at Hr = 3039(10) Gs and Hr = 3197 (10) Gs, respectively, with linewidths of 
ΔH = 1289(5) Gs and ΔH = 1364(5) Gs, respectively. For samples I and I΄, the following values of reso-
nance line parameters were obtained: Hr = 3172(10) Gs for sample I΄, and Hr = 2958(10) Gs for sample I, 
with linewidths of ΔH = 1279(5) Gs and ΔH = 1200(5) Gs, respectively. In both cases the resonance field 
for samples obtained from a solid state filler is shifted to lower magnetic fields as compared to samples 
made from a suspension filler, which suggests stronger ferromagnetic interactions in these materials. 

Key words: magnetic nanoparticle; ferromagnetic resonance 

1. Introduction 

Iron oxides, especially maghemite (γ-Fe2O3), in the form of nanoparticles, are very 
interesting materials not only due to their potential applications (high density mag-
_________  
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netic recording [1]), but also due to the possibility of rich fundamental research in 
magnetism, e.g. superparamagnetism or the quantum tunnelling of magnetization  
[2–4]. Nanocomposite materials with magnetic fillers are gaining a widening range of 
applications [5]. For example, magnetic nanoparticles embedded in polymer matrices 
have excellent potential for electromagnetic devices like those used for electromag-
netic interference suppression [6]. FMR measurements give information about local 
magnetic properties and, in principle, about the nature of spin–spin interactions, the 
distribution of internal fields, or about spin–spin correlation [7–9]. 

The aim of this paper is to report the preparation of samples of γ-Fe2O3 magnetic 
nanoparticles dispersed at a concentration of 0.1 % and 0.3 % in a polymer matrix of 
(PTMO–block–PET), and to present the results of their characterization by the SEM 
and FMR methods. 

2. Experimental 

Two forms of γ-Fe2O3 nanoparticles were used to prepare the polymer composite: 
one as a solid powder (samples designated as I and II) and the other as a suspension of 
nanoparticles dispersed in trichloromethane so as to prevent phase separation (sam-
ples designated as I΄ and II΄). 

The basic components used in the synthesis were: ethanediol (ethylene glycol), pur-
chased from BASF (Germany); dimethyl terephthalate (Mn = 194 g/mol), supplied by 
Elana S.A. Toruń (Poland); α,ω-dihydroxy-polyoxytetramethylene (Mn = 970 g/mol), 
produced by Du Pont (USA). 

The nanocomposites were obtained by in situ polycondensation in a molten state, 
where nanoparticles were introduced into the polymer during its synthesis. The whole 
process was carried out in an acid resistant steel reactor equipped with a controlled 
heating system and a horseshoe stirrer with perpetual torque measurement. As the 
polymer matrix, a multiblock poly(ether-ester) copolymer (PEE) was used. In the first 
step of preparation, an appropriate amount of γ-Fe2O3 nanoparticles were dispersed in 
ethanodiol (ED) by means of shear force (ultra-high speed stirrer) and ultrasonication 
(Sonoplus-Homogenisator), in order to ensure a homogeneous distribution of the nan-
ofiller in the matrix. All substrates were introduced into the reactor, in which a two-
stage process of PEE synthesis was accompanied by continuous mixing. In the first 
stage, the transesterification of dimethyl terephthalate (DMT) with ED under atmos-
pheric pressure and at a temperature between 150 and 190 °C was carried out. The 
progress of the reaction was measured by the amount of distilled methanol in relation to 
the theoretical amount. In the second stage, the transesterification of di(2-hydroxy- 
tetramethylene) terephthalate with α,ω-dihydroxy-polyoxytetramethylene (PTMEG) and 
polycondensation were performed. Polycondensation proceeded at 200–260 °C under the 
pressure of 0.1 hPa and was carried out until the desirable torque value of the stirrer 
was achieved. The polymer composite filled with γ-Fe2O3 nanoparticles was extruded 
from the reactor by compressed nitrogen in the form of a filament. 
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Four samples were synthesized in the same way. The samples I and I΄ contained 
0.1 wt. % of the nanofiller, and samples II and II΄ contained 0.3 wt. % of the nano-
filler. The nanofiller used in samples I and II was in the form of a solid powder, and in 
the samples I΄ and II΄ it was in the form of a suspension of γ-Fe2O3 nanoparticles in 
trichloromethane. 

The nanomaterials were prepared using nanocrystalline iron oxide (γ-Fe2O3) as the 
starting material, which was synthesized by the fusion of magnetite with small 
amounts of Al2O3 and CaO (3 wt. %). 

After reduction, nanocrystalline iron was obtained, while the promoter oxides re-
mained in the oxidised states. The role of the additives (CaO, Al2O3) was to stabilise 
a well-developed nanocrystalline iron oxide structure. To avoid oxidation, the sample 
was subsequently passivated with nitrogen containing traces of water vapour. X-ray 
diffraction (XRD) measurements were then performed on a Philips X Pert powder 
diffractometer using CoKα1 radiation. The mean size of iron crystallites was estimated 
from the width of the main reflections of the diffractogram using the Scherrer equa-
tion, which yielded an average value of 10 nm. The specific surface area and the pore 
distribution of the carburised sample were measured using low-temperature nitrogen 
adsorption (Micromeritics, ASAP), yielding 180 m2/g and 5.5 nm for the specific sur-
face area and the average pore diameter, respectively. The analysis of the SEM im-
ages showed an almost homogenous distribution of fine graphite fibres with similar 
shape and size and with diameters below 1 μm. 

Ferromagnetic resonance measurements were carried out using a conventional  
X-band (ν = 9.43 GHz) Bruker E 500 spectrometer, with 100 kHz magnetic field 
modulation. The measurements were performed at room temperature. A square-
shaped 3.5×3.5 mm2 sample, cut out from a polymer sheet, was attached to a sample 
holder made of a quartz rod 4 mm in diameter. The sample holder was accommodated 
in the centre of the TE102 cavity, i.e., at the local maximum of the microwave mag-
netic component H1, and in the nodal plane of the electric component E1. Prior to 
measurements, the samples were magnetized with a steady magnetic field of 16 kG in 
order to saturate any domain structure. 

3. Experimental results and discussion 

The crystalline sizes of the magnetic phases grown by the reduction of γ-Fe2O3 pow-
der were estimated from the broadening of prominent diffraction lines using the Scherrer 
equation: d = 0.89 λ/βcosθ, where λ, β, θ and d are the wavelength of radiation, line 
broadening, angle of diffraction, and particle size, respectively. The average size of 
magnetic particle of γ-Fe2O3, estimated from X-ray line broadening, was about 10 nm. 

The morphologies of the prepared samples and magnetic powders were studies by 
Scanning Electron Microscopy (SEM). Figure 1 presents SEM pictures of solid-state 
γ-Fe2O3 magnetic nanoparticles with concentrations of 0.1 % and 0.3% and of solution 
(0.1%) in a polymer matrix, respectively. The magnetic nanoparticles are organized in 
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agglomerates of particles having a maximum length of about 10 μm for sample I (Fig. 
1a) and 20 μm for sample II (Fig. 1b). For magnetic nanoparticles kept in suspension 
and embedded in the polymer, their homogenous dispersion in the matrix was ob-
served by the SEM technique (Fig. 1c). 

  

 

Fig. 1. SEM images of sample I (a), sample II (b), 
and sample II΄΄ (c) 

Figure 2 presents the FMR spectra of all four samples. A slightly asymmetrical 
and intense line is observed for the samples. For all investigated samples, the recorded 
FMR spectra were similar, the resonance fields roughly the same and magnetic 
nanoparticles in aggregates or agglomerates were dispersed homogeneously in poly-
mer matrices. Additionally, magnetic nanoparticles in nanocomposites were frozen to 
liquid nitrogen temperature. In this case, the FMR spectra of non-frozen and frozen 
samples did not yield any essential differences – the intensities, linewidths, and reso-
nance fields were exactly the same. 

For a proper description of the FRM spectra of γ-Fe2O3, the parameters HL, HR, 
and Hres = (HL + HR)/2 have been introduced, being the left, the right peak positions of 
the line, and the effective resonance field position, respectively [10]. Table 1 shows 
the values of the peak-to-peak linewidth ΔH = HR – HL, the positions of the resonance 
field Hres, and the relative integrated intensities Iint = AΔH2 (A is the peak-to-peak am-
plitude) for all samples. A comparison of the resonance fields obtained for samples I 
and II (solid state filler) with analogous fields for samples I΄ and II΄ shows that they 

a) b) 

c) 
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are strongly shifted (over 200 Gs) and their linewidths display an opposite tempera-
ture dependences. The intensities are greater for samples obtained from γ-Fe2O3 filler 
in the form of suspension. Increasing filler concentration shifts the resonance line to 
higher magnetic fields, while its linewidth and intensity increase (Table 1). 

Fig. 2. FMR spectra of the investigated 
samples at room temperature  

For γ-Fe2O3 nanoparticles, with sizes ~2.5 nm, embedded in polyethylene, an FMR 
line with the linewidth of ΔH = 400 Gs, centred at g ~ 2.07, has been recorded [10]. 
A simulation of the FMR spectra for iron oxide has shown that the intensity and 
linewidth increase strongly with increasing nanoparticle size. For 10 nm nanoparticles 
the FMR spectrum is almost the same as that obtained in this work [4]. 

Table 1. The linewidths ΔH, resonance field Hres, integrated intensities Iint,  
and g-factors of γ-Fe2O3 nanoparticles in the polymer matrix 

Sample  
Resonance field 

Hres [Gs] 
Linewidth 
ΔH [Gs] 

Intensity 
Iint [a.u.] 

geff 

I  2992(10)  1213(5)  1.0  2.259 
I΄  3222(10)  1079(5)  3.0   2.098 
II  3073(10)  1376(5)   6.3  2.199 
II΄  3272(10)  1274(5)  13.6  2.066 

 
With decreasing temperature, the resonance field of magnetic nanoparticles is 

shifted to lower magnetic fields, the linewidth increases, and the integrated intensity 
decreases [2, 4, 7]. Samples synthesized from solid-state magnetic nanoparticles have 
a blocking temperature shifted toward higher values, which is opposite to that seen for 
samples obtained from filler in a suspension form. 

If the ferromagnetic nanoparticles are not well separated, the spin of a nanoparti-
cle is subject to the following total magnetic field [11]: 
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tot dem app dip dipH H H H H ′= + + +  

where the first term represents the demagnetisation field, the second term the applied 
external magnetic field, the third term the dipole field originating from the neighbour-
ing nanoparticles, and the last term the dipole-dipole interaction between aggregates. 
The collective spins of agglomerates could recognize an additional magnetic field, 
which broadens the FMR line and shifts it in the direction of lower magnetic fields. 

4. Conclusions 

Intense FMR spectra were recorded for all four samples of γ-Fe2O3 in polymer ma-
trix. FMR studies confirmed that the agglomerates are distributed homogeneously in 
the polymer matrix. Cooling samples to liquid nitrogen temperature did not influence 
the FMR spectra. The resonance field, linewidth, and intensity strongly depend on 
filler concentration and on the form of the magnetic nanoparticles (solid or suspen-
sion) used to fill the polymer matrix. Solid magnetic nanoparticles more easily build 
conglomerates of great sizes in the polymer matrix than those being in a suspension 
form. The internal magnetic field is significantly greater in the former type of sam-
ples. This field decreases with increasing filler concentration; that trend is the same 
for samples formed by magnetic nanoparticles in a suspension form. 
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It has been shown that anomalous relaxation in dielectrics can be described in terms of equations with frac-
tional derivatives. The solutions of the resulting equation with fractional derivatives are expressed by the Mittag 
–Leffler function and the Fox function. The conditions of a change from the Debye relaxation to “slow” (anoma-
lous) relaxation with a power time dependence have been examined in the limits t → 0 and t → ∞. 

Key words: relaxation; fractional derivative; dielectric 

1. Introduction 

Anomalies of dynamic dielectric properties appear to be a characteristic feature of dis-
ordered ferroelectrics and polymers, as well as composites and other materials. In particu-
lar, strong dispersion of dynamic magnetic or dielectric susceptibility was observed in 
many spin or dipole glasses (see e.g., [1]). This dispersion is usually explained by the fact 
that the disordered systems have a wide spectrum of relaxation times, which may be ex-
tracted from the observed frequency dependence of susceptibility [2]. Examples include 
the dielectric response of ferroelectric relaxors of the following types: PbMg1/3Nb2/3O3 
PbSc1/2Nb1/2O3, Pb1–xLaxZr0.35Ti0.65O3 (x = (0.7–0.9)) [3–6]. 

It has been shown [1–7] that it is necessary to have different complicated empiri-
cal formulae, such as the Cole–Cole, Cole–Davidson, Havriliak–Negami, and others 
in order to describe responses different from Debye. 

_________  
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The empirical principles of Cole–Cole, Cole–Davidson, and Havriliak–Negami 
have been used for many years to describe relaxation processes in ordinary glasses, 
polymers, composites, disordered ferroelectrics, and other systems. Various data, 
obtained by means of methods including dielectric spectroscopy, nuclear magnetic 
resonance, quasi-elastic scattering of neutrons were successfully fitted with the Cole 
–Cole, Cole–Davidson, and Havriliak–Negami formulae. It is evident, however, that 
the application of distribution functions extracted from experimental dielectric re-
sponses, does not allow one to elucidate the physical nature of the anomalies in the 
responses of the disordered systems. 

Relaxation characterizes the reaction of a thermodynamic system to outer changes. 
Based on the observation that the rate at which a system approaches equilibrium is pro-
portional to the value of the deviation from equilibrium, the governing differential equa-
tion can be obtained, and its solution leads to an exponential (Debye) relaxation [7]: 

 /( ) e tf t τ−
∼   (1) 

Many experimental investigations of relaxation processes in random media do not 
coincide, however, with the above exponential (Debye) law. There, Kohlrausch ex-
plored the phenomenon of charge decrease in the “Leiden jar” 150 years ago [8]. He 
experimentally determined that the decrease of charge with time, q(t), occurred ac-
cording to the law: 

 ( ) ( )0 exp
t

q t q
β

τ
⎡ ⎤⎛ ⎞= −⎢ ⎥⎜ ⎟

⎝ ⎠⎢ ⎥⎣ ⎦
 (2) 

In accordance with Kohlrausch’s experimental data, β = 0.43 (β – the Kohlrausch 
constant). 

More recently, different dependences for the relaxation function have been ob-
tained, such as Cole–Cole, Cole–Davidson, and Havriliak–Negami, all determined 
empirically. No results of the calculations of the distribution function of the relaxation 
times have been published in the case of a particular model, i.e. no models allowing 
one to describe dielectric responses more complicated than the simple Debye princi-
ple have been formulated. Below, we will construct a mathematical model that leads 
to an anomalous (non-Debyan) relaxation of the type described by Equation (2). 

2. Anomalous relaxation 

At present, there is no quantitative microscopic theory capable of explaining the 
experimental dependences of the Cole–Cole, Cole–Davidson, and Havriliak–Negami 
types [1–33]. Sometimes it is even stated that such a theory cannot be developed [22]. 
This is due to the fact that spatial heterogeneity connected, for instance, with the ran-
dom positions of admixture molecules in a matrix or with the positions of atoms in an 
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amorphous semiconductors leads to a rather wide range of microscopic change rates. 
Such a spatial disorder will lead to a temporal and sometimes energetic disorder. 

In a number of works, different models were shown to describe anomalous relaxa-
tion. These were based on fractal concepts about processes producing anomalous re-
laxation [9–35]. 

The mathematical language of a fractional derivative [36–39], based on the repre-
sentation of the Riemann–Liouville operator of fractional differentiation, is used to 
describe and explore relaxation processes produced by fractal structures 

 [ ] 1
( ) ( ) ( )

(1 )

t

c

d
D f t t f d

dt
α ατ τ τ

Γ α
−= −

− ∫  (3) 

Investigations in this field gave fruitful results [9–35]. Representing a fractional 
derivative by Equation (3), however, makes it difficult to interpret the operations of 
differentiation and their connection with the fractal set: for example, a fractional de-
rivative of a constant is not equal to zero. The use of fractional derivatives has a phe-
nomenological and formal character. Equations with fractional derivatives have made 
different attractive analogies. Foundations for the connection of a fractional derivative 
with a fractal set, which produces the anomalous behaviour of dielectric relaxation, 
has been given in [25–28, 34, 35]. 

To make calculations more convenient, one connects the fractional differentiation 
operator 0 ( )D f tα

+  with the fractional integration operator Iαf(x) defined as [36–39] 

 ( )( )I f x xα
αΦ=  (4) 

where the function Φα(x) is 

 ( ) ( ) ( )
( )0

0t f f
t C d

t
α α

τ
Φ τ

τ

⎡ ⎤−⎣ ⎦=
−∫  (5) 

and 
1

(1 )
C

Γ α
=

−
 

It can be shown that 

 ( )0 ( )
d

D f t t
dt

α
αΦ+ =  (6) 

i.e., the function Φα(x) can be thought of as a primitive function for f(t). The Laplace 
transformation gives [36–39] 

 ( ) ( ) ( )1
0 0L D f t p L f t p fα α α −⎡ ⎤ ⎡ ⎤= −⎣ ⎦⎣ ⎦  (7) 
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Now we consider a medium whose non-equilibrium state is of a fractal nature. We 
will assume that the non-equilibrium state is defined by a set of time events, in which 
subsequent events occur some time after the previous event has finished. In this case, 
some segments are excluded from the continuous states of the system during evolution 
according to a certain law. Such a process can be characterized as a process formed by 
a fractal state with a certain fractal dimension df. 

The relaxation equation will have the following operator form [35]: 

 ( ) ( ) 0
0

E
D P tα α

α
χτ
τ

−
++ =  (8) 

where Dα is the fractional differentiation operator 

 ( ) ( )
( )0

0

x f td
D f t C dt

dx x t
α

α+
+

⎡ ⎤ =⎣ ⎦ −∫  (9) 

The initial condition of Equation (8) is Р(0) = 0. In accordance with (8), the 
Laplace transform of the function P(t) can be obtained as: 

 ( )
( )

0 1

1

E
P p

p p
α

χ
τ

=
+

  (10) 

According to Equation (10), the Laplace transform ( ) ( )( )P p L P t= can be ex-

pressed as the series 

 

( )
( )

( )
( )

( )
( )

( ) ( )

1

0
0

1
1

0 0
0

1 1

1 1

1 1

1
1 n n

n

pE
P p E

p pp p

p
E E

p pp
p

α

α α

α
α

τχ χ
τ τ

τ
χ χ

τ
τ

−

−
∞ − −

−
=

⎛ ⎞
⎜ ⎟= = −
⎜ ⎟+ +⎝ ⎠

⎛ ⎞ ⎛ ⎞
⎜ ⎟− = ⎜ ⎟⎜ ⎟+ ⎝ ⎠⎝ ⎠

= − −∑

  (11) 

Thus, the solution of (8) in the space of originals is: 

 ( )
( )

( ) ( )( )0 0 ,1
0

1
1 1

1

n
n

n

t

P t E E M z
n

α

α
τχ χ

Γ α

∞

=

⎛ ⎞⎛ ⎞−⎜ ⎟⎜ ⎟
⎝ ⎠⎜ ⎟= − = −

⎜ ⎟+
⎜ ⎟⎜ ⎟
⎝ ⎠

∑   (12) 

where Mα,1(z) is the Mittag–Leffler function 

 ( ) ( ),
0

,
n

n

z t
M z z

n

α

α γ Γ α γ τ

∞

=

⎛ ⎞= = −⎜ ⎟+ ⎝ ⎠
∑  (13) 

In our case, γ = 1. 
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It is convenient to use the Fox functions (i.e., the generalized Mellin–Barnes inte-
grals) when solving equations with fractional derivatives, since the Laplace and Fou-
rier transforms for the Fox functions are expressed through the Fox functions with 
other parameters. The connection between the Mittag–Leffler functions and the Fox 
functions is the following [40, 41]: 

 ( ) ( )
( ) ( )

1,1
, 1,2

0,1

0,1 , 1 ,
M z H zα γ γ α

⎡ ⎤
− = ⎢ ⎥−⎢ ⎥⎣ ⎦

  (14) 

Therefore, Equation (12) can be written as 

 ( ) ( )
( ) ( )

1,1
0 1,2

0,1
1

0,1 , 0,
t

P t E H
α

χ
ατ

⎛ ⎞⎡ ⎤⎛ ⎞= ⎜ − ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎝ ⎠⎢ ⎥⎣ ⎦⎝ ⎠
  (15) 

If α = 1, we obtain from Equation (15): 

 ( )
( )

( ) ( )/
0 0

0

1
1 1 e

1

n
n

t

n

t

P t E E
n

ττχ χ
Γ

∞
−

=

⎛ ⎞⎛ ⎞−⎜ ⎟⎜ ⎟
⎝ ⎠⎜ ⎟= − = −

⎜ ⎟+
⎜ ⎟
⎝ ⎠

∑   (16) 

If α ≠ 1, according to Equation (15), it follows that 

 ( ) 1 ,
t t

P t
α

τ τ

−
⎛ ⎞ ⎛ ⎞≈ − → ∞⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

    (17) 

and 

 ( ) , 0
t t

P t
α

τ τ
⎛ ⎞ ⎛ ⎞≈ →⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

  (18) 

Thus, the solution of the equation with the fractional derivative (Eq. (8)) describes 
relaxation in dielectrics having a power time dependence with the asymptotic ap-
proximations of Equations (17) and (18). 

Now let us generalize the results obtained. Instead of Equation (8), another opera-
tor of fractional differentiation will be examined: 

 ( ) ( ) ( )

0

n n

n

D D
n

ν α να α α ν
τ τ

∞
−− −

=

⎛ ⎞
+ = ⎜ ⎟

⎝ ⎠
∑    (19) 

where ( )!nv!n

!v

n

v

−
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
 is a binomial coefficient and αD is the operator of fractional 

differentiation, 
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 ( ) ( )
( )0

0

x f td
D f t C dt

dx x t
α

α+
+

⎡ ⎤ =⎣ ⎦ −∫   

In this case, the equation describing relaxation processes in dielectrics can be writ-
ten in the following way 

 ( ) ( ) 0 0E
D P t

να α
αν

χτ
τ

− ⎡ ⎤+ =⎣ ⎦  (20) 

where the initial condition is Р(0) = 0. 
In accordance with Equation (5), the Laplace transform of the function P(t) is: 

 ( )
( )

0 1

(1 )

E
P p

p p
α ν

χ
τ

=
+

  (21) 

where 

 ( ) ( )
0

1
e

2
ptP p t dt

∞
−= ∫    

By substituting p → iω and taking into account Equation (21), the complex sus-
ceptibility can be written in the form 

 ( )
( )( )

0

1
i

i
γα

χχ ω
ωτ

=
+

 (22) 

Dependence (22) coincides with the experimental principle of Havriliak–Negami 
[7]. Hence it appears that the complex relative permittivity is equal to 

 ( )* 0

1 ( )[ ]
i

i α γ
ε εε ω ε

ωτ
∞

∞
−=

+
+   (23) 

Where 

 ( ) ( ) ( )

( )

( )

( ) ( )
*

/2
2

π

sin
2cos arctan

π

cos
2Re

π

1 2 cos
2

i

α

α

γ
α α

α ωτ
γ α ωτ

ε ω ε ω ε ε ε
αωτ ωτ

∞ 0 ∞

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟
⎢ ⎥⎜ ⎟
⎢ ⎥⎜ ⎟1+⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦′ ⎡ ⎤= = + −⎣ ⎦

⎛ ⎞+ +⎜ ⎟
⎝ ⎠

 (24) 



Anomalous relaxation in dielectrics 

 

983 

 

( ) ( ) ( )
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/2
2
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2sin arctan
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cos
2Im

π

1 2 cos
2

i

α

α

γ
α α

α ωτ
γ α ωτ

ε ω ε ω ε ε
αωτ ωτ

0 ∞

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟
⎢ ⎥⎜ ⎟
⎢ ⎥⎜ ⎟1+⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦′′ ⎡ ⎤= = −⎣ ⎦

⎛ ⎞+ +⎜ ⎟
⎝ ⎠

 (25) 

Moving from the image in Equation (21) to the original, we get the solution of 
Equation (20), which describes a dielectric relaxation that coincides with the experi-
mental principle of Havriliak–Negami: 

 ( ) ( )
( ) ( )

( ) ( )
( )

0

11
, 0 1, 0 1

1

k k

k

k t
P t

k k

α γΓ γ
α γ

Γ γ Γ α αγ Γ τ

+∞

=

− + ⎛ ⎞= − < < < <⎜ ⎟+ + ⎝ ⎠
∑   (26) 

Thus, the dependence of the dielectric polarization P(t) on time has the form of 
Equation (26) for Havriliak–Negami relaxation. 

When γ = 1, the dependence (26) turns into the relaxation principle of Cole–Cole, 
and when α = 1, it turns into the principle of Cole–Davidson. Hence, one can con-
clude that the operator in (19) is a generalized operator of fractional differentiation. 

Thus, a mathematical model, i.e. a differential equation with fractional derivatives, 
was constructed to describe the relaxations of the Cole–Cole, Cole–Davidson, and 
Havriliak–Negami types in dielectrics. 

The obtained solution of the differential equation with fractional derivatives al-
lows one to predict anomalous dynamic dielectric properties in disordered materials, 
such as ferroelectrics, polymers, and composites used in various fields of human ac-
tivity, e.g. in electronics. 
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Persistent photoconductivity in a InP:Fe 
single layer structure at room temperature 
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Measurements of current in the dark and under illumination were carried out at room temperature on 
samples of semi-insulating (SI) InP:Fe, on which a layer of low resistivity InP:Fe was deposited. A volt-
age of 25 mV was applied. After the illumination was switched off, a remaining current was observed, for 
at least one hour, higher than the current before the illumination. This phenomenon is known as persistent 
photoconductivity (PPC) and, according to the suggested models, is due to the barriers separating elec-
trons and holes and preventing their recombination. 

Key words: semiconductors; photoconductivity; recombination and trapping; photoelectron spectroscopy 

1. Introduction 

In many semiconductor structures, a change in electric conductivity under illumina-
tion persists some time after switching off the light. This phenomenon is called persis-
tent photoconductivity (PPC) and has been studied extensively during the two last dec-
ades. Measurements of the relaxation and decay of photocurrent have been carried out 
on the surfaces of epilayers of pure InP [1], n-InP/GaInAs [2], and GaxIn1–xP/InP:Fe [3]. 
Two prevailing theoretical models for the interpretation of PPC have been adopted up to 
date [4]. 

The first model is based on a spatial separation of photocarriers (electrons and 
holes) due to microscopic potential barriers, which are in turn due to zone bending on 
surfaces, interfaces, junctions, or around inhomogeneities (induced by implantation). 
If these potential barriers are high enough compared to the thermal potential kT/q, the 
_________  
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lifetime of the remaining electrons and holes becomes very high. The other theoretical 
model accepts microscopic (atomic) energy barriers in centres with large relaxation 
times (DX centres). Another theoretical model, which is an extension of the first one 
[5], refers to the existence of clusters of faults (defect clusters). These clusters are 
local inhomogeneities, where the density of faults is much higher than the impurity 
density in the other parts of the crystal. Deep levels in the cluster are charged by elec-
trons trapped from the surrounding material. In this way, a charge of opposite polarity 
is created around the cluster and consequently an overall potential barrier, separating 
the photocarriers and resulting in the appearance of the PPC. 

In the present work, SI InP:Fe samples were used, with low resistance InP:Fe epi-
layers, (carrier concentration of 1016 cm–3, and thickness of 0.5 μm). In our samples, 
the relaxation photoconductivity (PP) was measured as a function of the illumination 
time (photon dose) and the decay of PP as a function of time after switching off the 
light at the temperature of 300 K. 

2. Experimental 

Measurements were carried out on two SI-InP:Fe samples (carrier concentration 
n = 2.68×108 cm–3 and resistivity ρ = 1.0×107 Ω·cm), on which there was an InP:Fe 
layer of low resistivity and concentration 1016 cm–3 and with the thickness of 0.5 μm. 
Two orthogonal Au:Ge ohmic contacts were made, their separation amounting to 
5 μm. The samples were placed in a cryostat, the window of which was closed with 
a Mylar sheet 25 μm thick. 

The illumination system consisted of a small 250 W halogen lamp with an external 
elliptical mirror and a small computer controlled Oriel Optics Co monochromator. 
The illumination beam stroke incided vertically onto the surface where the contacts 
were made. For sample 1, light with the wavelength of λ = 925.4 nm was used, which 
corresponds to its energy gap, while for the sample 2 the wavelength of λ = 850 nm 
was used, which corresponds to the energy higher than the energy gap. 

The photocurrent was measured with a Keithley electrometer at room temperature 
(T = 300 K). 

3. Results and discussion 

Before the PPC measurements, the specimens were heated in the dark to a tem-
perature of 400 K in order to ensure that some of the photocarriers, created during the 
installation of the specimen in the cryostat, recombined. The photocurrent as a func-
tion of time for sample 1 is plotted in Fig. 1. 

During the second hour of illumination, the photocurrent increased quickly to 
a maximum, at which the illumination was switched off. After the illumination was 
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switched off, the current was measured for an additional hour, and its value remained 
higher than the dark current before illumination. 

 

Fig. 1. Sample 1, current versus time: a) first hour, before any illumination, b) second hour,  
under illumination with λ = 925,4 nm, c) third hour, after illumination was switched off 

 

Fig. 2. Sample 2, current versus time: a) first hour, before any illumination, b) second hour,  
under illumination with λ = 850 nm, and c) third hour, after illumination was switched off 

The photocurrent decay presents an obvious PPC, which can be attributed to the 
fact that electrons, excited by the substrate layer, are separated from their holes due to 
the presence of an internal electric field of the junction of the semiconductor layer 
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and high resistance semiconductor (substrate) [1]. A similar behaviour was observed 
for sample 2 (Fig. 2). 
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Structure recognition in MD-simulated materials. 
A case study of BO3 triangles in borate glasses 
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In computer simulations of the structure of matter, one usually obtains the Cartesian coordinates of 
all the particles involved. A non-trivial problem of structure recognition and characterization arises. In the 
present contribution, we study in detail the geometrical properties of a fuzzy-vertex CA3 structural unit  
(C – cation, A – anion). Two deformation degree estimators are introduced and examined. The Monte 
Carlo-generated stochastic characteristics of fuzzy CA3 triangles constitute conventional reference data 
that can be compared with the corresponding distributions calculated for a computer-simulated material. 
A quantitative estimation of the deformation degree of CA3 units in the simulated structure can thus be 
obtained. We apply the methods developed to quantitatively characterize the geometry of BO3 structural 
units in B2O3 glass. 

Key words: short-range order; shape parameters; molecular dynamics; borate glass 

1. Introduction 

Computer simulations are widely used to calculate the structure of matter at the 
atomic level. The most common techniques are molecular dynamics (MD, e.g. [1–3]) 
and Monte Carlo (MC, e.g. [4, 5]) methods. At present, one can simulate fairly large 
systems, containing up to about 109 particles. Up to the date, structures of thousands 
of various materials have been simulated, including functional materials, very com-
plex in their structure and behaviour. Computer technology development itself, how-
ever, does not automatically guarantee sufficiently good reliability of the simulation 
results. Even for relatively simple materials one encounters enormous difficulties in 
reproducing their correct structure. 

_________  
*Corresponding author, e-mail: ryba@pg.gda.pl 
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The result of a direct MD simulation is a set of the Cartesian coordinates (and ve-
locities) of all the particles versus time. A non-trivial problem of structure recognition 
arises. As far as the short-range ordering in the simulated material is concerned, it is 
often sufficient to analyse partial pair distribution functions (pPDF) together with 
angular distribution functions * . The detected structural units are often claimed 
vaguely to be more or less distorted, usually with little effort to provide a precise, 
quantitative characterization of the degree of distortion.  

In the present contribution, we make a step towards the development of tools al-
lowing a conventional quantitative characterization of the deformation degree of sim-
ple structural units appearing in computer-simulated material structures. We study in 
detail geometrical properties of a CA3 structural unit (C – cation, A – anion), i.e. of 
a flat equilateral triangle with three anions in its vertices and a cation in the triangle’s 
centre. In particular, we use the Monte Carlo method to obtain the distributions of 
AAA, ACA, and CAA angles in a fuzzy-vertex CA3 unit, i.e. with random positions of 
anions, assumed to have uniform probability densities within spheres of radius r (the 
deformation amplitude), centred on the ideal vertex positions. We scan the interval 
0 < r ≤ rmax, rmax being equal to 10% of the AA distance, with the step of 0.001. More-
over, two deformation degree estimators are introduced (cf. [12]), and the distribu-
tions of their values as functions of the deformation amplitude r are calculated. The 
MC-generated distributions constitute conventional reference data (obtained for 
a non-interaction purely stochastic geometry model) that can be compared with the 
corresponding distributions calculated for a computer-simulated material. A quantita-
tive estimation of the deformation degree of CA3 units in the simulated structure can 
thus be obtained. We apply the developed methods to quantitatively characterize the 
geometry of BO3 structural units in B2O3 glass, simulated using an MD technique with 
three various inter-atomic potentials, each of them adequately reproducing the ex-
perimental short-range correlations. We show that the degree of deformation of the 
basic structural units appear to be highly potential-dependent. 

Although B2O3 glass has been known for many years and has found numerous im-
portant practical applications (e.g., in optical fibre technology), its structure is still 
intensively studied, and several questions and doubts on B2O3 structure remain open. 
Goubeau and Keller [13] suggested that B2O3 glass consists of planar hexagonal B3O3 
boroxyl rings interconnected by bridging oxygen atoms. Although Krogh-Moe [14] 
showed that several properties of borate glass are consistent with this model, its 
uniqueness has not been proven, and the existence of boroxyl rings has been seriously 
questioned. There is strong evidence from nuclear magnetic resonance (NMR) studies 
that each B atom is at the centre of an equilateral triangle having oxygen atoms in its 
corners [15]. Mozzi and Warren [16] have found their X-ray-extracted radial distribu-
tion functions to be fitted better by a model in which most of these triangles are or-

_________  
*There are other ways to characterise the local structure, such as the Voronoi polyhedra or Delunay 

simplexa techniques [6–11]. 
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dered in flat boroxyl rings. Elliott [17] has calculated pPDFs from computer-
simulated structures and concluded that the X-ray data can be better understood by a 
continuous random network (CRN) of BO3 triangles (no boroxyl rings). In the opinion 
of Galeener et al. [18], borate glasses reveal fractions of both of the above-mentioned 
structural features. More recently, Swenson and Borjesson [19], using the reverse 
Monte Carlo modelling, have argued that a fraction of BO3 triangles form deformed 
(not flat) boroxyl rings. 

The paper is organized as follows. In Section 2, we investigate the stochastic ge-
ometry properties of fuzzy CA3 structural units. In Section 3, we describe our MD 
simulations of B2O3 glass and apply the developed tools to analyse the structure of 
BO3 units. Section 4 contains concluding remarks. 

2. Geometric properties of fuzzy CA3 triangles 

The actual displacements of atoms from their ideal positions are correlated within 
a thermally vibrating unit and influenced in a complicated way by the instantaneous 
configurations of neighbouring atoms. Thus, the realistic generation of reference data 
is quite difficult and we have used a very simple, non-interaction model of vortex 
displacements, viz. a uniform probability distribution within a sphere centred on the 
ideal (equilibrium) anion position. 

An equilateral triangle with the fourth site in its geometrical centre was repeatedly 
distorted at random: vortices were shifted at random within spheres of radii equal to 
a fraction r of the ideal AA distance, whereas the C-site position remained fixed. 
107 distorted polyhedra were generated in order to calculate the distributions of the 
AAA, ACA, and CAA angles and the distortion parameters, Tr1 and Tr2 (defined be-
low). Such Monte Carlo calculations were performed for a series of subsequent values 
of r, varying with a step of Δr = 0.001 from zero to rmax = 0.1 of the AA distance. The 
AAA, ACA, and CAA angular distributions in fuzzy-vertex CA3 units for several 
values of the deformation amplitude r are shown in Figure 1. 

Let us consider the central tendencies of the AAA, ACA, and CAA angular distribu-
tions. The arithmetic mean x , for the frequency distribution fi of finding values of xi is 

defined as 
1 1

k k
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Fig. 1. Probability densities P(α) for the AAA, CAA, and ACA angular distributions 

The β parameter is zero for symmetric distributions. The higher the absolute value 
of β, the higher is the degree of asymmetry. Positive and negative values of β corre-
spond to distributions with a right and left asymmetry, respectively. The K parameter 
measures the deviation of a given distribution from the normal distribution. For ex-
actly normal distributions, K = 3. For K ∈ (0,3), the analysed distribution is platicur-
tic, i.e. flatter than the normal distribution, while for K ∈ (3,∞) it is leptokurtic, i.e. 
more peaked than the normal distribution. The r-dependences of the mean values of 
the AAA, ACA, and CAA angular distributions, their variances, and Fisher and Pear-
son parameters are shown in Figure 2. 



Structure recognition in MD-simulated materials 

 

993 

  

  

Fig. 2. Central tendencies of the probability densities P(α) for the angular distributions  
AAA, ACA and CAA for which vertices (A-sites) assume random positions within 3D spheres  

with uniform probability. Upper left: mean angle, upper right: angle variance, lower left:  
the Fischer asymmetry coefficient β, lower right: the Pearson coefficient of kurtosis K.  

The mean value of the AAA angle is r-independent and equal to 60° 

In order to measure the overall degree of deformation of CA3 triangles, we define 
two estimators (cf. [12]): 

 

3
2

,
1

1 2

( )

3

A A A A i
i

A A

l l
Tr

l

− −
=

−

−
=
∑

 (2) 

and 

 

3 3
2 2

, ,
1 1

1 2 2

( ) ( )

3 3

A A C AA A i C A i
i i

A A C A

l l l l
Tr

l l

− −− −
= =

− −

− −
= +
∑ ∑

 (3) 

where A Al −  and C Al −  denote the average AA and CA distances, whereas , iA Al −  and 

,C A il −  the actual lengths of the i-th AA sides and CA distances, respectively. The 
above deformation estimators are zero for a regular (ideal) geometry and positive for 
deformed structures. MC simulation results for the CA3 unit are shown in Figure 3. 
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Figure 3. Distributions of Tr1 and Tr2 parameter values 
in the function of the anion shift amplitude 

In order to see whether the CA3 triangles are flat, a simple additional parameter, 
,H  has been introduced. H is defined as the average distance from the central cation 

to the plane spanned by the three neighbouring anions. The lower H  is, the flatter the 
CA3 unit. The dependences of Tr  and σ2(Tr) are shown in Figure 4. The mean values 
of the distributions of Tr1 and Tr2 depend on r approximately quadratically, i.e. as arα, 
where α is close to 2 (up to about 0.01), whereas the coefficient a assumes the values 
of 0.20 and 0.58 for Tr1 and Tr2, respectively. The variances follow a crγ dependence 
with γ close to 4 (up to about 0.03), while the coefficient c equals 0.03 and 0.18 for 
Tr1 and Tr2, respectively. The r-dependences of β and K are linear: 

βTr1 = 0.72 + 0.35r, KTr1 = 3.50 + 0.32r  

βTr1 = 0.52 + 0.40r, KTr2 = 3.21 + 0.66r  

The mean value of the parameter H related to CA3 triangles, ,H  also depends linearly 

on r, according to ( )H r  = 0.21r, where 0.21 is an empirical MC coefficient. 
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Having a numerically simulated structure of a particular material at one’s disposal 
(in the present case, B2O3 glass structure from a molecular dynamics simulation), it is 
possible to calculate the values of estimators and angles for all the BO3 units detected 
within the simulation box and construct the corresponding histogram of the occur-
rence frequencies of these values. Data obtained in this way, however, are difficult to 
interpret quantitatively. In order to enable such an interpretation, the properties of the 
angular distributions and deformation degree estimators were studied separately (in-
dependently of any physical system), providing reference data, which is presented in 
proceeding paragraphs. A comparison of the distributions of estimators and angles for 
a given numerically simulated material with the above reference makes it possible to 
quantitatively characterize the degree of disorder in a material structure obtained from 
a simulation. 

  

Fig. 4. The r-dependence of the distributions 1Tr  and σ2(Tr1) 

 (solid lines) as well as 2Tr  and σ2(Tr2) (dashed lines) 

A quantitative evaluation of the deformation degree of the simulated CA3 triangles 
can be realised in the following steps: 

• Calculating the distribution (histogram) of the values of estimators and angles 
for all the structural units detected in a numerically generated solid (i.e., for the MD 
simulation, the results of which are to be analysed). For this distribution, one can cal-
culate its average value, standard deviation, asymmetry parameters (e.g. the Fisher 
parameter), and the Pearson kurtosis parameter. 

• Minimum-square fitting of the Monte Carlo-generated distributions of estimators 
and angles (with the reference data described above) to the corresponding distribution 
obtained from a structure simulation yields the optimal value of r, rmin = q. Mean val-
ues, standard deviations, and the Fisher and Pearson parameters obtained for the ref-
erence data and those obtained from structural simulations can also be compared. 

Conclusions emerging from such comparisons may be that the overall deformation 
degree of a structural unit AC3 appearing in our MD structural simulation is effec-
tively the same as that of the unit with fuzzy vertices, i.e. assuming random positions 
within spheres of radius q (with a uniform probability density). Thus, our procedure 
provides a conventional quantitative characterization of the deformation degree of 
basic structural units obtained in structural simulations. 
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3. BO3 units in borate glasses  
– results of the simulation and discussion 

Our MD simulations of borate glasses have been performed in the microcanonical 
ensemble (NVE) using the mdsim code [20]. The number of atoms within a cubic 
simulation box with periodic boundary conditions amounted to 5000. The glasses of 
1800 kg/m3 density were initially prepared in a well equilibrated molten state at 
10 000 K, then cooled down to 300 K at an average rate of 2 ⋅1013 K/s, passing equi-
librium states at 8000 K, 6000 K, 5000 K, 4000 K, 3000 K, 2500 K, 2000 K, 1500 K, 
1000 K, and 600 K. Temperature scaling was applied whenever the rolling average of 
temperature (calculated over the last 100 time steps) went out of the (T – ΔT, T + ΔT) 
interval. At each intermediate temperature, the system was equilibrated during 30 000 fs 
time steps, using ΔT = 100 K for T ≥ 1000 K, ΔT = 20 K for T = 600 K, and ΔT = 10 
K for 300 K. Equilibrated systems were sampled during 10 000 fs time steps. 

Three various force field models were applied: that of Takada et al. [21, 22] (I), 
Xu et al. [23] (II), and Soules [24] (III). All the above-cited interaction potentials are 
of the Born–Meyer–Huggins type (with full ionic charges) and have been parameter-
ised to reproduce the short-range structure inferred from experimental investigations. 

One can calculate the angular OOO, OBO, and BOO distributions and the distribu-
tions of the parameters Tr1 and Tr2 (and various characteristics of the obtained distri-
butions, such as central tendencies and standard deviation) for MD-simulated struc-
tures. For a complete quantitative analysis, however, one should compare the MD-
extracted data for BO3 triangles with the reference data presented in Section 2. 

  

Fig. 5. Example MD-extracted distributions of the Tr1 and Tr2 parameters (potential (I) simulation),  
compared with the best-fit (q = 0.08) model Monte Carlo reference data. 

The Monte Carlo reference data for r = 0.07 and r = 0.09 are shown for comparison 

Cation–anion adjacency graphs have been constructed with a cut-off distance on 
the B–O bond length equal to Rcut = 1.87 A, common to all the simulations. In the 
final structures obtained with force field (I), 99.9% of the B atoms have a three-fold 
oxygen co-ordination, whereas the (II) and (III) force fields produced structures with 
97.75% and 99.6% of the B cations with three oxygen neighbours, respectively. Shape 
analysis has been performed on all of the BO3 triangles found. 
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The analysis of the distributions of the Tr1 and Tr2 parameters consisted of their 
calculation for all the BO3 triangles found in the simulated atomic configurations and 
of a minimum-square fitting to the Monte Carlo-generated reference data. In Figure 5, 
we have shown an example of MD-extracted distributions of the parameters Tr1 and 
Tr2 (for potential (III)), compared with the best-fit Monte Carlo reference data. 

BO3 units are the most deformed in structures obtained using potential (I) (the 
best-fit r-value, q = 0.08, H ≈ 0.07 Å). The most regular BO3 triangles were obtained 
with interaction model (II) (q = 0.03, H ≈ 0.05 Å). Interaction model (III) yielded 
rather irregular BO3 units, with q = 0.045 and H ≈ 0.07 Å. 

All of the MDH  values have been compared with theoretically calculated 

MCH = 0.21q values (Monte Carlo reference data). For all the cases, the MDH values 

exceeded significantly the corresponding MCH  values. This means that the distance of 
B atoms from the oxygen plane is due to a structural deformation (low BO3 pyramids) 
rather than from oxygen thermal vibrations of the flat BO3 triangle. 

Table 1. The q values obtained from fitting the Monte Carlo reference data  
of the angular distribution functions and the Tr1 and Tr2 parameters to the MD data  
obtained with potentials (I), (II), and (III). The fitting error does not exceed 0.005 

Potential OOO angles OBO angles BOO angles Tr1 Tr2 

(I) 0.07 0.08 0,07 0.08 0.08 
(II) 0.02 0.03 0.03 0.03 0.03 
(III) 0.05 0.05 0.05 0.04 0.05 

 
The angular distribution functions for OOO, OBO, and BOO triples were also cal-

culated for the MD-simulated structures and compared with the reference MC data. 
The best-fitting procedure yielded the q values listed in Table 1. Almost the same 
deformation amplitudes can be inferred by comparing the MD data with Monte Carlo 
reference data of the Tr1 and Tr2 parameters or of the AAA, ACA, and CAA angular 
distributions (A = O, C = B). 

4. Concluding remarks 

In this brief contribution, we have made a step towards developing useful tools that 
allow a conventional quantitative characterization of the deformation degree of the sim-
ple structural unit CA3, which often appears in computer-simulated material structures. 
We have presented Monte Carlo reference data relative to angular AAA, ACA, and 
CAA distributions and deformation estimator value distributions in fuzzy vertex CA3 
triangles. The usefulness of MC reference data for characterising the degree of deforma-
tion of BO3 structural units in MD-simulated B2O3 glass is demonstrated. 
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In MD simulations realised with three different parameterisations of the Born-
Meyer-Huggins potential, almost all B atoms are at the centre of an equilateral trian-
gle having an oxygen atom at each corner. A comparison of the MD-simulated OOO, 
OBO, and BOO angular distributions and distributions of the deformation estimator 
values with reference MC data for fuzzy vertex CA3 triangles yielded the following 
quantitative characteristics for BO3 units in borate gasses. The most regular BO3 tri-
angles were obtained using interaction model (II) (q ≈ 0.03, H ≈ 0.05 A), less regular 
for interaction model (III) (q ≈ 0.045, H  ≈ 0.07 A), and the most distorted units were 

obtained for potential parameters (II) (q ≈ 0.08, H  ≈ 0.07 A). Such a high value of 

H  for all potentials was classified as structural deformation, as MDH > MCH . The 
results described above mean that the overall deformation degrees of a structural unit 
BO3 appearing in our MD structural simulation are effectively the same as for the unit 
with fuzzy vertices, which assumes random positions (with uniform probability den-
sity) within spheres of radii equal to 8%, 3%, and 4.5% of the mean OO distance for 
force fields (I), (II), and (III), respectively. Finally, it should be noted that the overall 
deformation degree of the BO3 units inferred from the analysis of angular distribu-
tions and from the Tr estimator distributions are essentially the same, therefore practi-
cally it is sufficient to analyse only the angular correlations or deformation estimator 
distributions. 
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Three samples with various Fe3C/C ratios have been prepared by the carburisation of iron with ethyl-
ene or an ethylene–hydrogen mixture. Carburisation was controlled with thermogravimetry. After carburi-
sation, the samples were characterized using XRD and scanning electron microscopy. XRD measure-
ments have shown the presence of the Fe3C (cementite) phase only. The mean size of cementite 
crystallites estimated using Scherrer’s equation was in the range of 40–46 nm. Ferromagnetic resonance 
(FMR) absorption signals were investigated at room temperature. In all samples an asymmetric, very 
broad, and intense FMR line shifted toward low magnetic field was recorded. The linewidth, intensity, 
and position of the resonance field depended strongly on carbon concentration. With increasing carbon 
concentration the linewidth and integrated intensities of the FMR spectra decreased, and the resonance 
line shifted towards higher magnetic fields. The separation of granules from each other by carbon could 
drastically influence the FMR absorption spectrum due to decreasing intergranular interaction with in-
creasing carbon concentration.  

Key words: magnetic resonance; nanoparticle; cementite 

2. Introduction 

Carbon–iron based nanoparticles are of growing interest due to their improved 
magnetic properties as well as their potential applications in catalysis, sensor tech-
niques, and the potential reduction of costs required to produce bulk quantities of 
these products [1–5]. In particular, nanocomposites of iron carbides, such as the ce-

_________  
*Corresponding author, e-mail: ngouskos@cc.uoa.gr 
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mentite phase (Fe3C), are further suited to diverse technological exploitation due to their 
enhanced mechanical properties [6] and importance in ferrous metallurgy [7]. Mean-
while, Fe3C nanoparticles were found to be more resistant to oxidation than α-Fe 
nanoparticles due to the formation of amorphous carbon layers on their surfaces [1, 2]. 

Ferromagnetic resonance (FMR) has been long exploited to measure the magneto-
crystalline anisotropy of magnetite single crystals as a function of temperature [8], as 
well as the shift of the FMR spectra of polycrystalline Fe3O4 as a function of oxida-
tion below the Verwey transition [9], and to identify fine-grained iron and iron oxide 
precipitates in natural glasses [10–12] and coal minerals [13]. More recently, FMR 
has emerged as a powerful and sensitive method to characterize magnetic nanoparti-
cles. It relies mainly on the averaging effect of superparamagnetism on the FMR spec-
tra of an assembly of non-interacting single domain nanoparticles, characterized by an 
orientation distribution of local anisotropy axes [14–21]. Relatively narrow FMR 
lines have been commonly observed in the high temperature regime in either dilute 
suspensions of iron-based oxide nanoparticles in ferrofluids [14] or dispersed in glass 
[13] or polymer matrices [20]. A narrow resonance line is considered as a fingerprint 
of superparamagnetic resonance at high temperatures, where thermal fluctuations 
partially average orientation distributions of local anisotropy fields, which become 
important at lower temperatures and lead to resonance line shapes similar to the FMR 
of polycrystalline systems [14–16]. In the case of iron non-oxide systems (e.g. α-Fe or 
Fe3C) with strong exchange interactions, a very intense broad resonance line is ob-
served [17, 18]. The FMR spectrum of nanoparticle agglomerates of iron carbide in a 
carbon matrix strongly depends on the concentration of magnetic nanoparticles. 

The aim of this work is to study the FMR spectra of three samples differing in 
their Fe3C/C ratio. The separation of iron carbide granules by carbon could influence 
the FMR absorption spectrum through intergranular and intermolecular interactions 
that vary with carbon concentration. 

2. Experimental 

Three samples with various cementite to carbon ratios (sample I – 1:0, sample II 
– 1:1, and sample III – 1:3) have been prepared by the carburisation of nanocrystalline 
iron with an ethylene–hydrogen mixture (sample I) or with pure ethylene (samples II 
and III). 

The fusion of magnetite with small amounts of promoter oxides (Al2O3 and CaO) 
has been used for obtaining nanocrystalline iron. The obtained material was crushed, 
sieved (to obtain the fraction 1.2-1.5 mm), and reduced under hydrogen. After reduc-
tion, the obtained pyrophoric sample was cooled to room temperature and passivated 
under nitrogen with traces of oxygen, in order to avoid dramatic oxidation in contact 
with air. 

The chemical compositions of samples were determined using an inductively cou-
pled plasma atomic emission spectroscope (AES-ICP). Beside iron, the samples con-
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tained about 3 wt. % of both Al2O3 and CaO. The average size of iron crystallites, 
determined using X-ray diffraction (Philips X’Pert equipment, CoKα1 radiation) and 
calculated using Scherrer’s equation, amounted to 17 nm. The specific surface area of 
the samples, determined by the thermal desorption of physisorbed nitrogen (ASAP 
2010, Micromeritics), was 22 m2/g. 

The carburisation process was monitored using a thermogravimetric method. The 
grains of the sample (0.5 g) were placed as a single particle layer in a platinum basket hung 
in a thermobalance and changes in the mass of the sample were recorded. Before carburisa-
tion, the samples were reduced (in order to remove the passivation layer) at temperatures 
rising from 293 to 773 K under a hydrogen flow. After achieving the reduction process 
(when a constant mass of the sample was maintained), carburisation was started through 
the addition of ethylene to hydrogen (sample I) or through a replacement of hydrogen by 
ethylene (sample II and III). A gas flow of 1.3 dm3·g–1·min–1 was applied at a constant tem-
perature of 673 K. An increase in the mass of the sample during the process was recorded, 
and when a determined degree of carburisation was reached the process was stopped by 
rapidly cooling the sample in a nitrogen atmosphere. After carburisation the samples 
were characterised by XRD (Philips X’Pert equipment, CoKα1 radiation) and SEM 
(digital scanning electron microscope Zeiss LEO). 

The FMR measurements were carried out at room temperature, using a Bruker 500 D 
spectrometer working in the X-band (ν = 9.43 GHz) at a 100 kHz magnetic field 
modulation. The samples, each containing around 10 mg of the material, were placed 
into 4 mm diameter quartz tubes. 

3. Results and discussion 

The relative change of the mass of the samples during carburisation, expressed as 
the ratio of carbon to iron carbide mass, is presented in Figure 1. The first sample was 
carburised under an ethylene:hydrogen 1:3 mixture until the mass increase equivalent 
to the formation of iron carbide (Fe3C – 0.072 g C/g Fe) was reached (TG 1). Then the 
ethylene/hydrogen mixture was replaced by nitrogen and the heating of the reactor 
was stopped. The carburisation of the second sample was carried out under pure eth-
ylene and to a higher carburisation degree – in order to obtain a mass increase equal 
to 0.154 g C/g Fe (TG 2). The same procedure was repeated to obtain the third sam-
ple, containing 0.328 g C/g Fe (TG 3). 

The XRD spectra of the samples after carburisation are shown in Figure 2. Under 
the conditions of the experiments, no α-Fe peaks were detected for any of the sam-
ples. The non-marked peaks in the spectra correspond to the Fe3C phase. The mean 
crystallite size of the obtained iron carbide, calculated using the Scherrer equation, 
was found to be in the range of 40–46 nm. 
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Fig. 1. TG curves of the carburisation process of nanocrystalline iron at 400 °C:  
1 – carburisation under an ethylene–hydrogen mixture (1:3) up to 0,072 g C/g Fe,  

2 – carburisation under pure ethylene up to 0,154 g C/g Fe,  
3 – carburisation under pure ethylene up to 0,328 g C/g Fe 

 

Fig. 2. XRD spectra of samples I–III after carburisation 

The intensity of Fe3C peaks in all the investigated samples is approximately the 
same. The amount of carbon in the samples is different, however, and samples II and 
III contain free carbon. It is difficult to distinguish the peak of graphite at 2θ = 30° in 
the diffraction pattern No. 2. This peak can be observed only in the case of the most 
carburised sample (diffraction pattern No. 3). Even in this case the peak of graphite is 
weak and wide, indicating the formation of very fine crystallites of graphite. 
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Fig. 3. SEM images of samples:  
a) I, b) II, and c) III after carburisation  

SEM images of the samples are presented in Figure 3. The resolution does not al-
low final conclusions to be drawn about the form of carbon deposits on the sample 
surface. There are insignificant differences between the SEM images of the samples, 
which is not astonishing taking into account that the SEM technique concerns only the 
morphology of the surfaces of grains and that carbon deposits form mainly inside the 
porous grain. The initial material is very porous (about 50%) and each grain of the 
sample is composed of fine iron crystallites 17 nm in diameter. After the reaction, 
carbon deposits form on the surface of each iron crystallite (transformed into iron 
carbide crystallite as a result of the reaction). 

The strongly magnetic materials Fe3C and Fe3C/C were forced into the rigid state 
by a special procedure involving a non-magnetic material in a quartz tube. Before 
FMR measurements were performed, the samples had been magnetized several times 
in a steady magnetic field up to 1.6 T. This process allowed the same FMR spectra to 
be recorded, independent of whether the magnetic field is swept with increasing or 
decreasing values. This is especially important for the low-magnetic-field part of the 
FMR spectrum, where the line position displays a large shift (shifts to higher mag-
netic fields in the case of a sweep with increasing values). Figure 4 presents the FMR 
spectra for the investigated samples for an increasing and decreasing sweep of the 
applied magnetic field. Very intense and strongly asymmetric absorption lines, shifted 
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in the direction of low magnetic fields, were obtained. It was observed that for sam-
ples with an increased carbon concentration the intensity of the FMR spectrum de-
creased, while the position of the resonance line shifted to higher magnetic fields. 

 

Fig. 4. The FMR spectra of iron carbide with different carbon  
concentrations at room temperature. Each spectrum is swept toward increasing  

and decreasing values of the applied magnetic field 

 

Fig. 5 The fitted and experimental FMR spectra of sample I 

As a first approach, a rough fitting of the extended FMR signal was performed us-
ing the Lorentzian-type curves, taking into account the absorption at both Hr and –Hr 
magnetic fields, induced by the two oppositely rotating components of the linearly 
polarised rf field. The FMR spectra for all samples were satisfactory fitted with two 
Lorentzian curves, having resonance magnetic fields near zero and at higher values 
(Fig. 5). Table 1 shows the obtained values of the resonance field Hr, the peak-to-peak 
linewidth ΔH, and integrated intensity Iint (Iint = AΔH 2, where A is the signal ampli-
tude). With an increase of the carbon concentration, the resonance field of the main 
line strongly shifts to higher magnetic fields, while the linewidth and intensity de-
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crease. The shift of the resonance field is connected to the strong ferromagnetic inter-
action between agglomerates. As the carbon concentration increases, the separation 
between agglomerates increases and the magnetic interaction decreases. The internal 
field produced by neighbouring magnetic dipoles is averaged due to the spherical 
symmetry of the environment. The broadening of the FMR line is caused by dipole 
–dipole interaction, which has the largest influence on the spectra. 

Table 1. The values of FMR spectra parameters 
for the three studied samples of iron carbide with different carbon concentrations 

Sample 
Resonance field Hr 

[Gs] 
Linewidth ΔH1 

[Gs] 
Linewidth ΔH2 

[Gs] 

Relative intensity I1 

[a. u.] 

 I 2660(10) 11900(10) 3270(10) 10.9 
II 2832(10) 10740(10) 2140(10) 5.9 
III 2990(10) 9050(10) 3270(10) 3.9 

 

In conclusion, three samples of iron carbides, with various carbon concentrations, 
have been prepared. The carbon concentration had a strong influence on the observed 
FMR spectra of all samples. The ferromagnetic interaction between agglomerates 
strongly decreases with increasing carbon concentration. 
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In the present paper, a generator of chaotic oscillations based on the Josephson tunnel junction of the 
S–NF–S type, where S designates a superconducting material and NF is a thin fractal resistive layer, is 
offered. The nonlinearity and memory properties of the fractal junction allow us to use such junction as 
an effective generator of chaotic signals with a controllable statistical structure. Such a generator of cha-
otic signals can serve as a technological basis for chaotic communications. 

Key words: Josephson junction; fractal; nonlinearity; chaotic communications 

1. Introduction 

The physics of electronic transport through nanodevices has generated an active 
interest in recent years [1, 2]. The number of applications of composite materials with 
complex fractal structures has recently increased in many areas of physics and tech-
nology. Fractal materials are characterized by macroscopic properties (heat conductiv-
ity, electric conductivity, diffusion, etc.) depending on fractal characteristics such as 
the fractal dimension of a material and its porosity [3]. It is very important, in particu-
lar, that fractal materials possess nonlinear electric conductivity. One of their basic 
properties is irreversibility, and we see [4] that irreversibility characterizes stochastic 
processes. These distinctive features of fractal materials allow us to hope that they can 
be effectively used in many radio-physical devices. 

In the present paper, presented is a generator of chaotic oscillations based on the 
Josephson tunnel junction with a fractal non-conductive layer. Current fluctuations in 

_________  
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a contour with the Josephson tunnel junction of the S–NF–S type (see Fig. 1), where S 
designates a superconducting material and NF – a thin fractal resistive layer. The 
nonlinearity and memory properties of fractal junctions allow us to use such a contact 
as an effective, easy to modify generator of chaotic signals with a controllable statisti-
cal structure. Such a generator can serve as the technological basis for the chaotic 
communication [5]. 

 

Fig.1. Scheme of the junction 

2. Results 

Let an insulating layer in a tunnel junction consist of a mixture of two compo-
nents, such as a conducting and a dielectric one. If σm is the conductivity of the metal 
component, and σD the conductivity of the dielectric component, then the effective 
conductivity σe of the two-component infinite medium in a threshold behaviour de-
pends only on ξ = σD/σm and is described by the power law 

 u
e mσ σ ξ=   (1) 

where u is a critical index. In the two-dimensional case, u is equal to 1/2 [4]. The con-
ductivity at small values of σ decreases, and it is shown [3] that nonlinear effects in 
the conductivity σ at the phenomenological level are described by the effective linear 
conductivity σe and nonlinear conductivity αe 

 2
e e Eσ σ α= +   (2) 

where E is the average electric field, and the nonlinear conductivity αe is described by 
a power dependence on ξ: 

 w
e Dα α ξ −≈   (3) 

where for a thin layer w = 1.5. We should emphasize that the nonlinear conductivity 
of an isolated fractal layer increases when ξ → 0, and the effective field of nonlinear-
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ity decreases, i.e. the fractal layer becomes quasi-nonlinear in a threshold behaviour. 
This property of the nonlinear conductivity of fractal materials creates additional 
nonlinearity when they are in contact with two superconductors and allows the prop-
erties of this junction to be controlled. 

As is known, the system consisting of two weakly connected superconductors with 
the applied potential difference U(t) is phenomenologically described by the differ-
ence in the phases of the wave functions in the superconductors with regard to 

 
2

( )
e

U t
t

ϕ∂ =
∂ �

  (4) 

and by existence of an oscillating superconducting part of the current Is within the full 
current of the system I (due to the connection between the superconductors): 

 ( )( )sins cI I tϕ=   (5) 

Taking into account that the junction possesses a capacity C, we add the equation 
for currents in the circuit to the obtained relations. It follows that the sum of the su-

perconducting current, the conductivity current 
1

2e t R

ϕ∂
∂

�
 and the displacement cur-

rent 
2

22

C

e t

ϕ∂
∂

�
 is the full current in the circuit [4]: 
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� �
  (6) 

Taking into account equations (4) and (6) and the conductivity nonlinearity of 
a fractal isolating layer (3), we obtain a system of first-order equations for the poten-
tial difference U(t) on the tunnel junction. This system consists of Equation (4), which 
connects the phase and potential difference, and an equation for the phase: 

 ( ) ( )( ) ( )
2

21/ 2 3/ 2
2

0

1
( ) sin

2 2 D e c

C
U t I t I t

e e R tt

ϕ ϕξ α ξ α ϕ−∂ ∂+ + + =
∂∂

� �
 (7) 

We can see that these equations represent equations for a nonlinear oscillator of 
the Van der Pole type, with nonlinear decay and an external force. The external force 
acting on the oscillator is defined by a current I flowing through the junction, which 
can be constant or variable. If the current is a harmonic function of frequency close to 
the resonant frequency of the Josephson junction, then the system (7) can have both 
regular solutions and chaotic solutions of a complex structure. 

The phase trajectory of the solutions of the system, when a normal metal is used 
instead of a fractal insulating layer in the tunnel junction, is shown in Fig. 2. As is 
seen, the fluctuations are similar to those for the ordinary Van der Pole oscillators. 
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Fig. 2. Phase trajectory of voltage oscillations 
for the ordinary Josephson junction 

The modes of current oscillations and voltage modes in the Josephson junction 
depend essentially on the conductivity ratio of a unit of the composite material ξ. This 
fact is clearly seen from the phase portraits matching the voltage oscillations in the 
Josephson junction for close but different values of the parameter ξ (Fig. 3). 

  

Fig. 3. Phase trajectories of voltage oscillations for the fractal 
Josephson junction for ξ = 0.1 (a) and ξ = 0.09 (b) 

As the characteristics of oscillations are very sensitive to modifications of the pa-
rameter ξ, it is possible to use slow signal modulation (compared to its own junction 
frequency) to record information on the statistical characteristics of realization in 
time. Such a modulation can be carried out, for example, by using a slowly changing 
magnetic field. We now consider the elementary time dependence ξ(t). Let all the 
intervals of time evolution be split into three equal parts, so that from the onset up to 
t = 18 the value ξ = 0.1, then ξ = 0.09, and in time interval 36 < t < 50 again. The 
realization and phase portrait for the solution of the system equations for such a non-
stationary parameter are shown in Figure 4. 

It is possible to show that the analysis of the statistical characteristics of the ob-
tained realization by АТD (adaptive testing of device) [5] gives the possibility of re-
storing the slow evolution of the parameter ξ, and hence the possibility of restoring 
the information signal that affected the modulation. 

a) b) 
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Fig. 4. The realization and phase trajectory of voltage oscillations for the fractal Josephson  
junction with a non-stationary parameter ξ. From the beginning of the evolution up to t = 18 

 the value ξ = 0.1, then ξ = 0.09, after which in the time interval 36 < t < 50 again ξ = 0.1 

3. Conclusions 

In summary, the Josephson junction with a fractal layer is characterized by nonlin-
ear properties, which permits the oscillation mode to be operated effectively by 
slowly changing the conductivity ratio of the unit of composite materials. 

The Josephson junction with a fractal layer displays even more interesting proper-
ties, due to the fact that the fractal medium possesses memory. A more adequate 
model of the tunnel junction that takes the fractal medium into account can be built 
from the generalized oscillation equation using fractional operators. A detailed analy-
sis of the model for chaotic communications on the basis of the fractal Josephson 
junction will be presented in our further investigations. 
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Pressure-sensitive adhesives (PSA) present an interesting class of products that offers a potential to 
produce a novel generation of self-adhesives with a great number at excellent properties. The term pres-
sure-sensitive describes adhesives that are aggressively and permanently tacky in the dry form at room 
temperature and firmly adhere to a variety of dissimilar surfaces upon mere contact, without the need of 
more than finger or hand pressure. Acrylic self-adhesive polymers are nowadays synthesized from a wide 
selection of acrylic ester monomers, often with low levels of monomers having pendant functional 
groups. The three basic types of acrylic common today are solvent-borne, water-borne, and solvent-free 
acrylic PSAs. They can be used in the production of single- and double-sided self-adhesive tapes, foil 
labels, carrier-free tapes, self-adhesive bioelectrodes, and decorative PVC signs and marking films. 
A pressure-sensitive adhesive requires a balance of cohesive strength and viscoelastic properties. These 
characteristics are based on three parameters: tack, adhesion, and cohesion. 

Key words: pressure-sensitive adhesive; acrylic polymer 

1. Introduction 

Fig. 1. Market share in production  
of pressure-sensitive adhesive tapes 

40,4 %
Asia20,9 %

North America

26,6 %
West Europe

12,1 %
Rest of World

 

The market and technology of high-performance PSAs are expanding rapidly. 
A growing market is the result of expansion in both current and new application areas. 
_________  
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Self-adhesive polymers possess inherent properties due to their structure that make 
them unique. The world market for pressure-sensitive adhesive tapes will expand at 
5.5% p.a., reaching 25.4 billion m2 worth $ 20.8bn in 2006 (Fig. 1) [1]. 

2. Pressure-sensitive adhesives 

For commercially used PSA systems with excellent performance levels, synthetic 
polymers based on acrylics, silicones, polyurethanes, and polyesters are preferred 
(Fig. 2). These technologies exist in the market of PSA today [2]. 

PSA  SYSTEMS

ACRYLICS SILICONES POLYURETHANES POLYESTERS
 

Fig. 2. PSA types used for the production o self-adhesive articles 

2.1. Acrylics 

Acrylates and other suitable monomers are copolymerised to yield an acrylic co-
polymer of a specific composition. Crosslinking agents are usually added for im-
proved cohesion. Acrylics can be synthesized in organic solvents. In this case, no 
further formulation is generally needed, although it is done from time to time in order 
to fine-tune their properties. Acrylics can also be synthesized in water but surfactants 
need to be added to make the polymer dispersible. The third group of acrylics is sol-
vent-free acrylic PSA (Fig. 3) [2]. 

ACRYLICS

SOLVENT-BORNE WATER-BORNE SOLVENT-FREE

HOTMELTS 100% FLOW SYSTEMS

 

Fig. 3. Acrylic types of PSAs 

2.1.1. Solvent-borne acrylic PSAs 

The market and technology of high performance solvent-borne acrylic pressure 
-sensitive adhesives are still expanding. A growing market is the result of expansion 
in both current and new application areas [3]. 
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The composition of acrylate polymers that are inherently pressure-sensitive is 
a combination of soft (low Tg), hard (high Tg), and functional monomers in the poly-
mer chain (Fig. 4) [4]. 
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Fig. 4. Scheme of the chain composition of acrylic pressure-sensitive adhesives 

Tack and peel adhesion are imparted by soft or low glass transition temperature 
monomers such as n-butyl, 2-ethylhyxyl, and n-octyl acrylate. Harder monomers, such 
as methyl and ethyl acrylate, are included to provide internal strength. Functional 
monomers, such as acrylic acid and acrylic amide, are incorporated for specific adhe-
sion to desired substrates and in order to provide reactive sites for crosslinking reac-
tions.  

Solvents containing acrylic PSAs can also become an efficient technology in the 
future for water-soluble PSAs, UV-crosslinkable PSAs, and structural acrylic adhe-
sives (Fig. 5). 

SOLVENT-BORNE
ACRYLIC PSAs

WATER-SOLUBLE UV-CROSSLINKABLE STRUCTURAL

 

Fig. 5. The kinds of solvent-borne acrylic PSAs 

Water-soluble acrylic PSAs. Water-soluble polyacrylate pressure-sensitive adhe-
sives are used primarily in the production of industrial single-sided, double-sided, and 
transfer adhesive tapes, which are being increasingly used in the paper industry to 
splice paper webs during manual and flying reel changing. A special area of use re-
sides in the manufacture of water-soluble labels. The latest application is in the field 
of medical products, where neutral electrodes and adhesive tapes for securing operat-
ing theatre sheets are of special importance [5]. 
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An unusual and interesting challenge is that of giving PSA a certain water solubil-
ity, which depends greatly on the hydrophilic properties of the groups incorporated 
into the polymer chain. The glass transition temperature Tg of the water-soluble raw 
monomers (Fig. 6) is the main criterion for the adhesive properties and water solubil-
ity of the synthesized copolymers. The preferred tackifying but water-insoluble alkyl 
acrylates (Fig. 6) reduce Tg and improve the tack and adhesion properties. 
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Fig. 6. Polymer chain scheme of water-soluble acrylic PSAs 

UV-crosslinkable acrylic PSAs. In the case of saturated acrylic pressure-sensitive 
adhesives, the photogeneration of initiator radicals by α-cleavage photoinitiators or  
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Figure 7. General examples of the chemical structure of unsaturated photoinitiators 

H-abstraction photoinitiators is followed by a reaction with the acrylic chain that pro-
duces a new radical reacting with a neighbouring acrylic chain. 

A very interesting alternative to conventional photoinitiators are unsaturated 
photoinitiators. The most typical directions, however, are in the development of func-
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tionalised type I and type II initiators, e.g. acrylated, vinylated, allylated, acrylami-
dated, or vinyloxylated (Fig. 7) [6]. 

A typical behaviour of tested novel unsaturated photoinitiators showed that the 
best PSA properties were achieved for the type II photoinitiator 4-acryloyloxy benzo-
phenone (ABP): 

CHCH2 C

O

O C

O

 
ABP was the most efficient H-abstractor for the common solvent-based acrylic self 
-adhesives [7]. 

Structural acrylic PSAs. This new adhesive, known as structural bonding tape, is 
an acrylic pressure-sensitive tape impregnated with an epoxy that cures under heat. 
This product can be cured in an oven at about 145 °C for 20 min or hot bar cured. 

The composition of PSA polymers (before the curing process begins they are in-
herently pressure-sensitive) is a combination of soft acrylate monomers with low 
Tg and hard epoxy monomers with high Tg in the polymer chain (Fig. 8) [8]. 
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Fig. 8. The polymer chain architecture of a structural acrylic adhesive 

The acrylic ester/epoxy resin pressure-sensitive thermosetting adhesive is an initially 
tacky and conformable thermosetting adhesive, which is obtained from a blend compris-
ing epoxy resin or a mixture of about 20–60 wt. % epoxy resin and 0,5–10 wt. % heat-
activatable hardener for the epoxy resins. 

2.1.2. Solvent-free acrylic PSAs 

Deficiencies of hot melt pressure-sensitive adhesives made of traditional solvent-free 
acrylic PSA are due to the use of relatively low molecular weight polymers, which re-
sults in limited heat and plasticiser resistance. Other groups of solvent-free acrylic PSAs 
are 100% systems, characterized at room temperature coated flow polymers. Solvent-
free acrylic pressure-sensitive adhesives are crosslinked using UV radiation [9]. 
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UV-crosslinkable acrylic HMPSAs. Crosslinkable acrylic hot melt PSAs 
(HMPSAs) that are designed to be crosslinked by a UV-lamp or UV-laser light are 
now available. These products offer high processing speeds, relatively low application 
viscosity at higher temperatures, high resistance to plasticisers and solvents, aggres-
sive tack, and very high heat resistance after crosslinking. 

UV-acrylic hot melts consist of acrylic copolymers with chemically built-in photo-
reactive groups. They are free of solvents and are processed in the form of hot melts. 
After the acrylic film for self-adhesive material production has been coated with the 
UV-acrylic hot melt, the adhesive film is crosslinked with UV radiation. 

UV-crosslinkable 100% acrylic systems. Since these are 100% solid adhesives, 
it is easy to coat heavy depositions at a good speed. Viscosity can be modified within 
certain limits by changing added photoreactive diluents. 

The UV dose can be controlled by adjusting the power of the lamps and the speed 
at which the substrate is passed under the lamps in the production plant (Fig. 9) [10]: 

 

Figure 10. Adhesion and cohesion forces of coated 100% acrylic PSA systems vs. UV-curing speed 

2.2. PSA silicones 

Silicone pressure-sensitive adhesives are high-performance adhesives that can be 
utilized over a wide range of temperatures, from –40 to 300 ºC. They bond to both 
low energy and high-energy surfaces. Silicone polymers based on gum contain di-
methylsiloxy and diphenylsiloxy groups 

CH3 O Si

CH3

CH3

O Si CH3
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The molecular weights of solvent-borne silicones are preferably in the range from 
500 000 to 1 500 000 Daltons [12]. The crosslinking of silicone PSAs containing 
methyl or/and phenyl groups can be achieved thermally between 120 and 150 °C us-
ing organic peroxide. 

2.3. PSA polyurethanes 

The extraordinarily diverse chemistry of polyurethanes has also contributed to the 
development of efficient adhesives. This applies only to a limited degree to pressure-
sensitive adhesives, however, for which the number of patent publications is astonish-
ingly small. Ready for coating, solvent free 2-K PSAs on the basis of polyether poly-
ols and isocyanates are not available on the market 
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2.4. PSA polyesters 

Previous studies have shown [13] that excellent adhesion can be obtained with ali-
phatic polyesters with molecular weights ranging from 10 000 to 50 000 Da [14] and 
glass transition temperatures Tg between –25 and –47 ºC. 

A typical example of this approach is the acrylation of polyester PSAs containing 
end hydroxyl groups. In practice, the introduction of an unsaturated architecture can 
also be achieved through the reaction of the OH-groups of a polyester polymer chain 
with the corresponding acrylic or unsaturated isocyanate compounds [15]. 

3. Conclusion 

The ever-changing high performance pressure-sensitive adhesive market continues 
to expand and to present new challenges. To date, the industry has seen a strong 
growth in traditional applications and the emergence of new applications. The chemis-
try of polymers with self-adhesive properties has taken on an additional dimension 
with the introduction of various raw materials, polymerisation techniques, and 
crosslinking methods. This expansion of the technology ensures that future perform-
ance and environmental requirements will be met. 
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The paper deals with the results of optical and EPR measurements performed on single-crystalline- 
and powdered samples of sodium ammonium sulphate dihydrate (SASD) and sodium ammonium selenate 
dihydrate (SASeD) doped with Cr3+ and irradiated with X-rays. It is shown that for samples doped with 
Cr3+ one detects in the optical spectrum, apart from the existence of two broad transmission bands, yet 
another narrow band, corresponding to the 4A2g(F) → 4T1g(F) transition, which suggests that such samples 
can potentially exhibit laser action. The EPR spectra of X-ray irradiated pure samples of SASD crystals 
indicate that a variety of paramagnetic centres ( 4NH− , 4SO n− ) are easily induced by irradiation. The con-

centrations of these centres are in close relation with the dose of irradiation. The observed relation can be 
used for dosimetry purposes. 

Key words: SASD crystas; optical spectrum; EPR; irradiation induced paramagnetic centre 

1. Introduction 

Sodium ammonium sulphate dihydrate (SASD) and sodium ammonium selenate 
dihydrate (SASeD) belong to the same class of crystallographically isomorphous sys-
tems with the space group P212121 in the paraelectric phase and P21 in the ferroelec-
tric phase. Details of the structures of these crystals can be found in the literature  
[1, 2]. For pure (undoped) crystals, the transition temperature is 101 K for SASD and 
180 K for SASeD. The introduction of Cr3+ (also Mn2+ or Fe3+) ions as dopants substi-
tuting Na+ ions can reduce TC by a few degrees, even at as low concentrations as 0,01 
mol % [3]. 

Over the last few years we have investigated physical properties of the crystals 
under discussion by using many different experimental and theoretical methods. 
These include: EPR (e.g. [4]), neutron inelastic scattering [5], optical [6], and hydro-

_________  
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static stress [7] methods. The main results of these investigations were: description of 
the crystal lattice dynamics, the detection of new anomalies yet not reported in litera-
ture, and the discovery of the existence of a new “glassy” phase of SASD in the tem-
perature range from 190 to 140 K [8]. 

A theory explaining the nature of the phase transitions in these crystals and the 
origin of the newly discovered anomalies was subsequently developed by us on the 
basis of the modified two-sublattice Mitsui model (e.g. [8–10]). Although the applied 
methods were meant to shed new light on the still controversial problem of the physi-
cal principles ruling the phase transition and newly detected anomalies, we found that 
some of the results we obtained can have practical value. These results will be dis-
cussed in more detail below. 

2. Experimental 

Large and good quality single crystals of SASD were grown by the evaporation of 
equimolar water solutions of (NH4)2SO4 and Na2SO4. During the crystal growth the 
temperature was lowered from 304 K to 299 K at a rate of 0.4 deg/24 h. An example 
of the obtained single crystal is shown in Figure 1. 

Samples of SASeD doped with Cr3+ were kindly supplied by Prof. Z. Czapla from 
the University of Wrocław. They were grown using the same technique as described 
above, and Cr3+ ions were introduced to the crystal lattice by adding Cr2(SO4)2·18H2O 
to the saturated solution of NaNH4SeO4·2H2O in a molecular ratio of 1:0.02. The ob-
tained single crystals have a light-green colour; a sample is shown in Figure 2. 

  

Fig. 1. A photograph of a grown 
NaNH4SO4·2H2O single crystal 

Fig. 2. A photograph of a grown  
NaNH4SeO4·2H2O single crystal doped with Cr3+ 

Optical measurements were done with a SPECORD UV VIS spectrometer work-
ing in the UV range of 50 000–28 000 cm–1 and VIS range 30 500–12 500 cm–1. The 
experimental error was 20 cm–1. 
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X-ray irradiation was carried out using an X-ray Dron-2.0 diffractometer. A wolf-
ram tube was used as the source of X-rays. The applied cathode voltage was 30 kV, 
with a current of 20 mA. EPR measurements were performed with a standard X-band 
spectrometer working with a 100 kHz magnetic field modulation. 

3. Results 

In Figure 3, the optical spectrum of Cr3+ ions in SASeD is presented. As indicated 
by the arrows, three absorption bands are clearly seen. Two of them are very broad, 
which is usually observed for transition metal ions subject to the action of a crystal 
field. These bands were identified to belong to the 4A2g(F) → 4T1g(F) and 4A2g(F) → 
4T2g(F) transitions, and the respective maxima (of absorption) are observed at 
14 300(50) and 16 300(13) cm–1. There exists yet another very narrow transition at 
23 700(13) cm–1, identified to correspond to the 4A2g(F) → 4T1g(F) transition. The 
Racah parameter B was estimated to be 774.05 cm–1, while the Dq parameter (ob-
tained from the energy diagram) was 1630 cm–1. 

 

Fig. 3. The optical spectrum of SASeD doped with Cr3+ 

The narrow band corresponding to the 4A2g(F) → 4T1g(F) transition, although of 
rather low quantum efficiency, indicates that relaxation times for this transition are 
much larger than for the remaining two transitions, and therefore the system investi-
gated here can potentially exhibit laser action. 

The EPR spectrum of the X-ray irradiated single crystal, taken at room tempera-

ture and with B
�

 parallel to one of the principal directions, is shown in Figure 4. The 
analysis of the angular dependence of the spectrum indicated that the it is due to 
a superposition of a variety of paramagnetic centres induced by the irradiation. Some 
of the identified centres are: 4SO n−  (central part of the spectrum), 3NH− , and NH radi-
cals. 
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Fig. 4. The EPR spectrum of an X-ray irradiated 
SASD crystal (above) and the best fit of a “stick-
like” spectrum for 3NH−  and NH radicals (below) 

The spectra were analysed as a function of the irradiation dose, which was propor-
tional to the time of irradiation. For this purpose, in order to avoid any influence of 
crystal sample misorientations on the EPR line intensity, the samples were powdered. 
An example of a powder EPR spectrum is shown in Figure 5.  

 

Fig. 5. The intensity of the central line vs. the time of irradiation 

Two facts were found. The first is rather obvious – the intensity of the EPR lines 
is in strict relation with the dose of irradiation. This relation is shown in Figure 5. The 
experimental error seen in this figure is mainly caused by the error of measuring the 
exact mass of small powder samples. This can be improved by introducing a more 
careful procedure. The second fact is that the induced radicals are very stable, at least 
over a period of one month, which means that SASD and SASeD crystals can be effi-
ciently used for dosimetric purposes. 
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The neodymium(III) hydrazone complex [Nd(DBH)2(NO3)3] has been synthesized and characterized 
using microanalysis and IR spectroscopy. High-resolution photoacoustic spectrometry has been applied 
for studying the complex. The obtained photoacoustic spectrum has been analysed and compared to 
a similar [Nd(PicBH)2(NO3)2]NO3 complex. The intensities of the f–f transitions in the photoacoustic 
spectrum of Nd(DBH)2(NO3)3 were two times greater than for the [Nd(PicBH)2(NO3)2]NO3 complex. 

Key words: photoacoustic spectroscopy; neodymium complex 

1. Introduction 

Complexes of hydrazones with paramagnetic lanthanide metal ions have attracted 
close attention as a new class of potential magnetic resonance imaging contrast 
agents [1]. A number of hydrazone rare earth(III) complexes have gained wide inter-
est, because they show a broad spectrum of biological and pharmaceutical activities, 
such as antimicrobial, antitumor, antituberculostatic, and anticancer actions [2–8]. 
Previously we have reported the structural characterization of lanthanide(III) 
–hydrazone complexes of higher coordination numbers [9–11]. Recently, rare 
earth(III) complexes of hydrazones have been studied with a high-resolution photo-
acoustic (PA) spectrometer [12]. The π → π*, n → π*, and f–f electron transitions with 
different intensities have been recorded. The PA absorptions of the f–f transitions in 
the yellow light region have been observed and it has been suggested that they could 
play a very important role in living matter [13]. 
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The aim of this report is to present the results of PA spectroscopy study of a new 
kind of coordination compound – the neodymium(III) complex of hydrazone 
[Nd(DBH)2(NO3)3]. Special attention will be paid to the intensities of the PA absorp-
tions due to f–f transitions. A comparison will be made with a similar neodymium(III) 
complex – [Nd(NO3)2(PicBH)2]NO3 studied previously [12]. 

2. Experimental 

All manipulations were performed in a dry box. The solutions were prepared in 
a glove box purged with dried nitrogen gas. The complex was prepared by the following 
general procedure: a methanol solution (10 cm3) of DBH (4 mmol) was added to 
a methanolic solution (10 cm3) of hydrated neodymium nitrate (2 mmol). The solution 
was stirred for 1 h. A fine microcrystalline product was obtained, filtered off, washed 
with small amounts of methanol, and dried in vacuum over anhydrous calcium chloride. 

All chemicals were purchased from Aldrich Chemicals and used without further 
purification. All solvents were dried and distilled prior to use. Di-2-pyridylketone 
benzoylhydrazone was prepared by refluxing a methanolic solution (500 cm3) of ben-
zoic hydrazide (6.80 g, 50 mmol) and di-2-pyridylketone (9.21 g, 50 mmol) for 24 h. 
After 24 h of slowly cooling the reaction mixture at room temperature, a crude white 
product was filtered off, washed with methanol, and recrystallised from methanol. 
Microanalyses (C, H, N) were taken with a Perkin-Elmer analyzer model 2400. The 
metal contents of the complexes were determined by titration with the EDTA volu-
metric method, using xylenol orange as indicator [14]. Melting points were deter-
mined with a Büchi silicon oil bath apparatus and are uncorrected. Molar conductivi-
ties were measured on a WTW model LF 530 Conductivity Bridge, employing 
a calibrated immersion type cell, with the cell constant of 0.998 cm–1 (mean value 
calibrated at 25 °C with potassium chloride solution). Temperatures were controlled 
with an accuracy of ±0.1 °C using a Haake thermoelectric circulating system of water. 
IR spectra were recorded in the 4000–250 cm–1 region with a Perkin-Elmer 1650 FT–
IR spectrophotometer using KBr pellets. Frequency readings were calibrated with 
polystyrene film. 

The PA spectra of polycrystalline powder samples were obtained by using a modi-
fied PAS (photoacoustic spectroscopy) method initially proposed by Papadopoulos 
and Mair [15]. A Xenon arc lamp with 1 kW power and a ¼ m ORIEL monochroma-
tor were used as the light sources, with a band pass width of 5 nm (at 500 nm). The 
light, whose intensity was modulated with a chopper at 10 Hz, was directed into 
a photoacoustic cell equipped with a TREVI EM27 microphone. A dual SR830 lock-
in amplifier measured the amplitude and phase of the PA signal detected on the mi-
crophone. Data acquisition ensured that each value was an average of 20 runs at the 
same wavelength of the incident light. Carbon black was used as the standard to re-
calibrate the final spectrum. The PA spectra of all complexes were recorded at room 
temperature in the range of 300–700 nm. 
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3. Results and discussion 

3.1. Sample preparation and characterization 

The analytical data of the complex (with the yield of 88%, m.p. 201 °C; elemental 
analyses found (calc.): C – 46.37 (46.25), H – 3.00 (3.02), N – 16.52 (16.48) and Nd  
– 15.60 (15.43)) indicate a 1:2 metal to ligand stoichiometry, corresponding to the mo-
lecular formula NdC36H28N11O11. The complex is an air–stable crystalline solid, soluble 
in methanol, ethanol, acetonitrile, DMF, DMSO, but insoluble in chloroform, dichloro-
methane and ether. The molar conductances of 0.001 M acetonitrile, methanol, DMF, 
and DMSO solutions of the neodymium(III) complex lie below 10 S·cm2 ·mol–1 (CH3CN 
– 4 S·cm2·mol–1, CH3OH – 3 S·cm2·mol–1, DMF – 4 S·cm2·mol–1, DMSO 
–  4 S·cm2·mol–1), indicating its non-electrolytic nature. Infrared spectral data give 
evidence for the coordination of the neutral form of the hydrazone to the neodymium 
ion via azomethinic nitrogen, pyridine nitrogen and carbonylic oxygen. Infrared spec-
tra also demonstrate the presence of only bidentate coordinated nitrate anions. There-
upon, the formula of the complex becomes [Nd(DBH)2(NO3)3] (Fig. 1). 

 

Fig. 1. Schematic structure of the [Nd(DBH)2(NO3)3] complex (Ln = Nd) 

3.2. IR measurements 

The relevant infrared vibration bands are given in Table 1. Assignments were 
made by comparing the spectra of the complex with those of the free DBH ligand. The 
broad absorption band at 3415 cm–1 was assigned to the v(N–H) frequency in the 
spectra of the ligand and its complex. The strong IR bands due to v(C=O) (1670 cm–1) 
in the spectra of the complex are the evidence of the coordination of the hydrazone 
with the metal via carbonyl oxygen [16]. The band due to v(C=N) (1576 cm–1) indi-
cates that azomethine nitrogen is coordinated to the metal. Low energy in-plane and 
out-of-plane vibrations of the pyridine ring were observed in the spectrum of the 
ligand at 615 and 410 cm–1, respectively, but the corresponding bands for the com-
plexes are shifted to higher frequencies – 622 and 428 cm–1, respectively, indicating 
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a coordination of heterocyclic nitrogen [17–20]. The spectrum demonstrates the pres-
ence of coordinated nitrates. Two strong bands are observed at 1472 and 1300 cm–1 
and are assigned to the v4 and v1 vibrations modes of the nitrate group, respectively 
(C2V symmetry, coordinated nitrate group). The magnitude of splitting in the complex 
(v4–v1) is 172 cm–1, typical of bidentate bonding of nitrates [21]. 

Table 1. Characteristic IR bands (cm–1) of the ligand DBH  
and the neodymium(III)–hydrazone complex Nd(DBH)2(NO3)3 

Low-energy 
pyridine ring 

vibrations Compound ν(Ν–Η) ν(C=O) ν(C=N) 
ν4(NO3) 

(C2ν) 
ν3 (NO3) 

(D3h) 
ν1 (NO3) 

(C2ν) 
In 

plane 
Out-of 
-plane 

DBH  3473 1684 1577 – – – 615 410 

Nd(DBH)2(NO3)3 3415 1640 1576 1472 – 1300 622 428 

3.3. PA spectra 

Figure 2 presents the PA spectra of the new neodymium(III) hydrazone–complex, 
[Nd((DBH)2(NO3)3 and a similar neodymium(III)-hydrazone complex studied previ-
ously, [Nd(PicBH)2(NO3)2]NO3 [12]. The PA spectra correspond to three kinds of 
electron transitions: π → π*, n → π*, and f–f. For shorter wavelengths the first two 
types of transitions dominate and are more intense, whereas in the visible region the 
less intense f–f transitions appear. The f wavefunctions are mainly localized on rare 
earth(III) ions, and the position of the PA line for f–f transitions is only very weakly 
dependent on the kind of matrix. On the other hand, the opposite is true for d–d transi-
tions, because the d wavefunctions are extended over the molecule [22, 23]. The tran-
sitions π → π* and n → π* strongly depend on the kind of matrix, because the first one 
takes part in the bonding processes, and the second could play an important role in the 
thermodynamic balance of living matter [24]. The intensity of the PA spectrum of f–f 
transitions is markedly different for the two complexes of neodymium(III) (Fig. 2). 
Intensity is one of the most important parameters in the photoacoustic spectroscopy of 
coordination compounds, especially if they are active in biological systems. This is 
connected to the intermolecular transfer energy as well as to relaxation processes 
between the exited and the ground states. 

The PA spectrum is obtained by detecting the heat generated through non-
radiative relaxation, released by a sample absorbing modulated incident light. The PA 
spectrum intensity, I, could be given by the following relation [25]: 

I = k Aabsγ 
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where Aabs is the absorbance of the sample, γ is the probability of a non-radiative tran-
sition after excitation, and k is a coefficient determined by the thermal properties of 
the sample and the spectrometer. In our case, it can be supposed that k and Aabs are 
similar for both samples. The main contribution arises from γ and is connected to non-
radiative transitions. 

 

Fig. 2 Photoacoustic spectra of [Nd(DBH)2(NO3)3 
and, for comparison, [Nd(PicBH)2(NO3)2]NO3 

The PA band at shorter wavelengths is shifted to lower energies in both complexes 
than those observed for the other rare earth(III) organic complexes [26]. It is sug-
gested that the bonds related to π → π* transitions are weaker in our complexes. The 
f–f transitions for neodymium complexes are almost at the same positions, but signifi-
cant differences are observed in the intensities of the PA spectra [26]. More intense 
PA spectra for the f–f transitions are recorded for the [Nd(NO3)3(DBH)2] complex 
than for the analogous [Nd(NO3)2(PicBH)2]NO3 [12] complex (Fig. 2). This is easily 
seen by comparing the PAS lines at 520 nm (4G9/2+

2D7/2), 579 nm (4G5/2+
2G7/2), 

740 nm (4S3/2), and 794 nm (4F5/2). The integrated intensity of all f–f transitions is 
twice greater for the Nd(DBH)2(NO3)3 complex. 

In conclusion, a new neodymium(III) hydrazone complex has been prepared, char-
acterized by microanalysis and IR measurements, and its PA spectrum recorded at 
room temperature. Intense lines in the PA spectrum due to π → π* and n → π* transi-
tions have been observed to be shifted to lower energies, which suggests that in some 
parts of the molecule bonding processes are different than in other rare-earth com-
plexes. The integral intensity of f–f transitions in the PA spectrum for the new com-
plex is about two times larger than for an analogous neodymium(III)–hydrazone com-
plex, and thus its intermolecular transfer energy is more robust. 
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The X-band EPR spectra of CrAPO-5 molecular sieves exhibiting high or low sorption capacities for 
nitrogen and benzene, signed HS and LS samples, respectively, were studied at 300 and 77 K. The EPR 
spectra of the as-synthesized HS and LS samples consist of a broad intense signal (geff = 1.971 ± 0.001, 
ΔHpp ≅ 500 G) with a positive lobe at geff = 5.15±0.01, assigned to Cr3+ (3d3, 4F3/2) ions with a rhombic 
distorted octahedral coordination. Calcined samples show an additional narrow EPR signal of axial sym-
metry with g|| = 1.971 ± 0.001 and g⊥ = 1.959 ± 0.001, also assigned to Cr5+ (3d1, 2D3/2) ions in an octa-
hedral coordination. HS samples heated under vacuum exhibit a decrease in the intensity of the Cr3+ lines 
as well as several new signals. Two of them are characterized by an axially symmetric g factor and belong 
to Cr5+ centres in square pyramidal and tetrahedral coordination. The third signal may be assigned to Cr+ 
(3d5, 6S5/2) ions. The EPR spectra of LS samples heated under vacuum show a strong decrease in the 
intensity of Cr3+ lines and only the two signals of Cr5+ centres in the same coordination. Their g factors 
are similar to those in the HS samples. Thermal treatment under oxidative (O2) and reductive (H2) atmos-
pheres reveal the reproducible redox properties of Cr5+ ions and a high stability of Cr3+ ions, especially in 
the HS samples. 

Key words: CrAPO-5; chromium centres; EPR; g factor; redox properties 

1. Introduction 

The incorporation of transition metals into the framework sites of aluminophos-
phate molecular sieves by isomorphous substitution for Al3+ or P5+ is a useful method 

_________  
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for modifying the properties of such materials. Transition metals, however, which can 
easily form ions of various valences and coordination states, e.g. V, Cr, Mo, W, etc., 
have generally supplied substantial difficulties for such incorporation. Chromium 
belongs to the group of catalytically interesting metals. For example, AlPO4-5 con-
taining Cr has been used as a recyclable catalyst for the auto-oxidation of hydrocar-
bons, polymerisation of ethylene, etc. Therefore there have been many efforts to in-
corporate chromium into the frameworks of aluminophosphates in order to create 
isolated redox centres. 

A possible introduction of Cr into silicates was reported more often than into alu-
minophosphate molecular sieves, and some authors have postulated an isomorphous 
substitution of Cr into the framework positions of silicate zeolites. Weckhuysen and 
Schoonheydt [1, 2] reported on extensive spectroscopic (EPR and diffuse reflectance 
spectroscopy) studies of Cr in AlPO4-5 and in various silicates. They concluded that 
Cr cannot be substituted into the framework positions but that it is anchored at the 
surface, which is mainly due to a strong preference of the Cr3+ ions for octahedral 
coordination. Sheldon et al. [3–6] postulated a framework substitution of both Cr3+ 
and Cr6+ ions in octahedral and tetrahedral coordination on the basis of catalytic be-
haviour, in spite of the fact that Cr6+ species can easily be washed out from their cal-
cined materials. Radaev et al. [7, 8] investigated large crystals of CrAPO-5 synthe-
sized via the fluoride method and concluded that Cr occurs as an extra-framework 
species. A spectroscopic study of Cr-containing SAPO-5 showed pseudo-octahedrally 
coordinated Cr3+ ions [9]. From EPR, electron spin echo modulation, and UV-Vis 
spectroscopy investigations of CrAPSO-11, Kevan et al. [10] postulated that Cr3+ can 
be incorporated in small amounts in the initial as-prepared materials, but that after 
calcination it is transformed into Cr5+ located at P5+ framework sites. The same au-
thors maintained to provide evidence for the framework substitution of small amounts 
of Cr3+ and Cr5+ ions in CrAPSO-5 from similar EPR and electron spin echo modula-
tion spectroscopy investigations [11]. 

Our method of synthesis [12] has for the first time allowed stable substitution of 
larger amounts of Cr3+ for Al3+ in the framework of AlPO4-5, i.e. producing CrAPO-5 
material with high sorption (HS samples) properties typical of AFI structures. Other 
synthesis procedures similar to those reported in the above cited literature have regu-
larly yielded materials with low or very low sorption (LS samples) properties, though 
most of the other features were similar for both groups [12]. Though the applied char-
acterisation methods [12], especially UV-Vis spectroscopy, seemed to indicate explic-
itly the framework incorporation of chromium, the final determination of the valence 
state and geometry of the local environment of Cr ions in both types of CrAPO-5 has 
appeared to be difficult. Therefore, we performed detailed EPR examinations in order 
to study the features, local symmetry, and stability of chromium in AlPO4-5, as well 
as the behaviour of incorporated Cr ions during thermal treatment under oxidizing 
(O2) and reducing (H2) atmospheres. The results of these investigations were first 
presented in [13]. Some results obtained by EPR spectroscopy are presented in this 
paper. 
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2. Experimental 

The CrAPO-5 samples were synthesised following the general procedure for grow-
ing large crystals given in [14–16] and modified as described elsewhere [12, 13]. The 
obtained crystals had dimensions within the range 20–80 μm and morphologies of single 
hexagonal prisms typical of the AFI structure type [12]. All the prepared CrAPO-5 samples 
had an intense green colour after synthesis. The obtained samples were calcined under 
a slow stream of air at 773 K for at least 48 h. After calcination and template removal, the 
samples synthesised from pseudoboehmite Al compound were coloured green-yellow 
(samples 1 and 2) and the others (from amorphous Al compounds) greenish-grey or dirty 
grey (samples 3 and 4). The green-yellow colour of samples 1 and 2 could change to violet 
and reversibly to green-yellow depending on the state of hydration, while the grey colour 
of samples 3 and 4 was stable and independent of any treatment. 

The synthesised samples differed distinctly in their sorption properties. The green 
-yellow samples showed an adsorption capacity for water typical of the AFI structure 
type and a high sorption capacity for benzene and nitrogen (HS samples 1 and 2) 
[12, 13]. The grey samples adsorbed hardly any nitrogen or benzene, and their sorp-
tion of water was also somewhat reduced (LS samples 3 and 4) [12, 13]. This behav-
iour indicates a normal open state of the channels in the HS materials and clogged 
channels in the LS materials. 

The redox processes of the samples were carried out in special tubes from Varian 
using the Balzers–Pfeifer vacuum system, high purity oxygen and hydrogen, and an 
automatic electric furnace controlled by a computer. The oxidation (reduction) proc-
ess of the CrAPO-5 samples included heating them to 773 K and exposing to an oxy-
gen (hydrogen) atmosphere (P = 10 mbar) for 12 h at 773 K. 

X-band EPR measurements of the CrAPO-5 samples were carried out at room and 
liquid nitrogen temperatures using a computer controlled RADIOPAN SE/X-2544 
spectrometer with RCX 660 cylindrical TM110 cavity, operating in the high-frequency 
(100 kHz) magnetic field modulation mode. The EPR spectra of the CrAPO-5 poly-
crystalline samples were recorded in closed high-pure quartz tubes from Varian in air 
and vacuum. The g values of EPR lines were determined from experimental spectra 
using the resonance relationships and BRUKER computer simulation program „Sim-
Fonia”. The microwave frequency in each specific case was determined by means of 
a polycrystalline diphenylpicrylhydrazyl (DPPH) frequency marker (g = 2.0036  
± 0.0001) and the EPR line of the coke radicals (g = 2.0032 ± 0.0001). 

3. Results and discussion 

3.1. EPR spectra of as-synthesised and calcined CrAPO-5 samples 

Typical X-band EPR spectra measured at 300 K for the as-synthesised HS (Fig. 1, 
spectrum 1) and LS samples (spectrum 3) are similar. The spectra recorded at liquid 
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nitrogen temperature were similar as well and consisted of a broad line, A (geff  
 = 1.971 ± 0.001, ΔHpp ≅ 500 G), of Lorenz shape and a positive lobe, B (geff = 5.15 ± 
0.01). The intensities of A and B vary strongly between the samples (Fig. 1). Similar 
EPR spectra have been observed earlier for Cr in alumina [17], silica [18], chro-
mosilicate [19], molecular sieves of the AEL [10, 20] and AFI [11] types, and a num-
ber of other compounds with a disordered structure, particularly in Cr-doped glasses 
of different compositions [21–23]. Both observed signals have been assigned to Cr3+ 
(3d3, 4F3/2) ions. 

 

Fig. 1. Typical complete EPR spectra of HS (1, 2) 
and LS (3, 4) CrAPO-5 samples:  

1, 3 – as-synthesised, 2, 4 – calcined samples 
(recorded at 300 K) 

The A and B lines of Cr3+ ions were originally interpreted [18] by an analysis of 
the spin Hamiltonian: 

 2 2 2[ 1/ 3 ( 1)] ( )z x yH HgS D S S S E S Sβ= + − + + −      (1) 

where D and E are the axial and orthorhombic crystal field terms, respectively, and β 
is the Bohr magneton. Such an interpretation of the EPR spectra of the Cr3+ ions in 
disordered systems has been confirmed in several studies [11, 20–23] and supported 
for CrAPSO-5 based on of computer simulation [11]. In particular, the best fit has 
been obtained for the following parameters of the spin Hamiltonian: g⊥ = 1.98,  
g|| = 1.80, D = 0.50 cm–1, E/D = 1/3, and a peak-to-peak derivative linewidth of ΔHpp = 
300 G. The simulated EPR spectrum of the Cr3+ ions showed a weak line at  
g3 = 0.98 in addition to the two well-known lines at g1 = 5.20 and g2 = 2.00. This 
weak line has been found in the experimental spectra of CrAPSO-5 [11], whereas in 
the EPR spectra of our CrAPO-5 samples this line was not observed. 
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A significant broadening of the EPR lines of Cr3+ in CrAPO-5 samples (ΔHpp  
≅ 500 G) with respect to the same lines for CrAPSO-5 materials with very low con-
tents of Cr (ΔHpp = 300 G) [11] can be related to a dipolar interaction of the Cr3+ ions 
[23–25]. We observed similar EPR spectra of isolated and dipolar-coupled Cr3+ ions 
in Cr/Al2O3 samples, which were used as a simple model system in our investigations. 

Comparing our experimental data with those reported in [17–23], the observed 
EPR spectra of the as-synthesised HS and LS samples can be assigned to Cr3+ ions at 
sites with strongly (maximum) rhombic distorted (⏐E/D⏐ = 1/3) octahedral coordina-
tion. Therefore, we may assume that chromium ions occur in the CrAPO-5 framework 
mainly as 4/2CrO−  units complemented by two H2O molecules from the pores, thus 
achieving a distorted octahedral coordination. This coordination gives the intense 
green colour to the species, which replace 4/2AlO− tetrahedra in the framework [12, 13]. 
The EPR lines of Cr3+ are much more intense (over 10 times) for the HS than for the 
LS samples (Fig. 1), despite much smaller differences in Cr content. The differences 
in the intensities suggest that some of the chromium may be retained during synthesis 
as ions with higher valence that may also be attached to the framework. This result 
correlates with UV-Vis spectroscopy, which shows that LS samples have a higher 
content of Cr6+/Cr5+ and a lower content of Cr3+ centres than the HS samples [13]. 
One can notice that the concentration of the Cr5+ centres in the as-synthesised HS and 
LS samples is negligible and that their EPR spectra were not observed. Therefore, in 
the as-synthesised CrAPO-5 samples the Cr6+ ions, in general, are attached to the 
framework. 

The EPR spectra of calcined HS and LS samples show a new narrow signal of 
chromium (denoted as C in spectra 2 and 4 of Fig. 1). The C signal is identical in all 
calcined HS and LS samples and consists of two weakly resolved lines (Fig. 2, spectra 
1–4), which were not better resolved at liquid nitrogen temperature. The spectra of the 
calcined LS samples, however, show an additional isotropic symmetrical line, D, with 
g = 2.0032 ± 0.0001 and ΔHpp = (7.5 ± 1.0) G (Fig. 1, spectrum 4 and Fig. 2, spectra  
3–4). This D line was observed exclusively in the LS samples and was assigned to 
coke radicals [26], which formed in the channels from organic template molecules 
during the calcination process. A small amount of coke in the LS samples could pro-
vide an internal reference for determining the g values. 

The parameters obtained from the experimental spectra have offered the possibil-
ity of simulating the C signal observed in calcined samples (Fig. 2, spectra 1–4). The 
computer simulation was performed using standard methods for disordered (polycrys-
talline or powdered) samples. The best fit of the simulated spectra to the experimental 
ones was obtained assuming a Lorenz line shape, with ΔHpp = (16.5 ± 1.0) G. The 
corresponding g factor values are given in Table 1. The g factors obtained for the C 
signals (Table 1) are similar to those of the octahedrally-coordinated Cr5+ ions in sil-
ica–alumina and alumina [17, 27–30]. It should be noted that the EPR spectra of Cr5+ 
in silica-alumina with low Al2O3 content (3 wt. %) are characterised by an anisotropic 
g factor and linewidth similar to that of Cr/SiO2 (g⊥ = 1.98, g|| = 1.90, ΔHpp = 15 G).  
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Fig. 2. Central region of the EPR spectra 
recorded at 300 K for the HS (1, 2)  

and LS (3, 4) CrAPO-5 samples calcined  
at 773 K. EPR signal C is attributed to Cr5+ ions 

An increase of the Al2O3 content to 10 wt. % leads to a change in the spectral pa-
rameters of Cr5+ (g⊥ = 1.97, g|| = 1.95, ΔHpp = 20 G). In result, the Cr/Al2O3 system is 
characterised by an isotropic symmetric line with g0 = 1.96 and ΔHpp = 44 G. An iso-
tropic symmetric EPR line of Cr5+ ions with g0 = 1.972 ± 0.001 and ΔHpp = 47.0 ± 1.0 
G has also been observed by us in the model system Cr/Al2O3 calcined in air at 700 K. 
These changes in the EPR spectra are caused by the transformation of the coordination of 
Cr5+ from tetrahedral (local symmetry – Td) in SiO2 to square pyramidal with a short chro-
myl bond (local symmetry – C4v) in Al2O3 [27, 30]. The adsorption of H2O results in the 
transformation of the tetrahedral and square pyramidal coordinations of Cr5+ to an octahe-
dral one in Cr/SiO2, Cr/SiO2–Al2O3, and Cr/Al2O3 systems and leads to an increase of the 
g|| value from 1.90 to 1.95, i.e., to a “symmetrization” of the EPR spectra [31, 32].  

Table 1. The g factors for the C signals of the calcined CrAPO-5 samples,  
obtained as the best fit of the spectra recorded at 300 K and simulated EPR spectra 

HS samples LS samples Cr 
ion 

g factor 
1 2 3 4 

Notes 

gxx 1.970±0.001 1.971±0.001 1.972±0.001 1.972±0.001 
gyy 1.970±0.001 1.971±0.001 1.972±0.001 1.972±0.001 Cr5+  
gzz 1.959±0.001 1.959±0.001 1.959±0.001 1.959±0.001 

gxx = gyy = g⊥ 
gzz = g|| 

 
Similar anisotropic EPR signals, with g⊥ = 1.97 and g|| = 1.95, for octahedrally-

coordinated Cr5+ ions have been observed in hydrated zeolites of the ZSM-5 type 
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[33, 34]. During the oxidation process, Cr5+ ions are stabilised in the channels of 
ZSM-5 as +

2CrO  particles with part of the non-framework O2– ligands [33, 34]. These 
isolated ions in the zeolite structure may be considered to be coordinatively non-
saturated surface ions, which define the catalytic activity of the material [34]. 

Therefore, signal C has been identified to correspond to isolated Cr5+ ions at axi-
ally-distorted octahedral sites. This signal appears during calcination and indicates 
that a certain part of the Cr3+ ions are oxidized to Cr5+ at sites with a more symmetric 
octahedral coordination. 

3.2. EPR spectra of CrAPO-5 samples under vacuum heat treatment 

Heat treatment at 773 K under vacuum (2.4×10–7 mbar) for 12 h led to the dehy-
dratation of the calcined HS samples and lowered the coordination of the Cr ions. In 
result, the lines of Cr3+ (A and B lines in Fig. 1) and Cr5+ (C line in Fig. 2) vanished 
and several new EPR signals of Cr appeared (Fig. 3). Instead of the former Cr3+ sig-
nals, an extremely broad (ΔHpp ≅ 2500 G) and intense signal appeared, with g = 2.55 ± 
0.01, attributed to Cr3+ as well and described in [13]. 

New narrow signals were three EPR signals originating from Cr5+ centres for the 
dehydrated HS (1) sample as well as two signals of Cr5+ and two signals of Cr+ centres 
for the dehydrated HS (2) sample (Fig. 3, spectra 1 and 2). The identification of the 
new Cr centres was made on the basis of literature data for other Cr-containing oxide 
compounds, such as silica, silica–alumina, and alumina [10, 11, 27–34]. The assign-
ments, g factors, and possible coordinations for Cr centres in all investigated samples 
after such treatment are presented in Table 2. 

Table 2. Assignments and g factors of the experimental EPR signals, obtained at 300 K,  
for chromium ions in CrAPO-5 samples after heating at 773 K under vacuum (2×10–7 mbar) for 12 h, 

and the corresponding coordination of the Cr centres 

HS samples LS samples 
Cr ion 

g 
factor 1 2 3 4 

Coordination 

g|| 1.962±0.001 1.960±0.001 1.962±0.002 1.961±0.002 
Cr5+ (1) 

g⊥ 1.974±0.001 1.969±0.001 1.975±0.002 1.974±0.002 
Square 
pyramidal 

g|| 1.943±0.002 1.951±0.002 1.930±0.002 1.930±0.002 
Cr5+ (2) 

g⊥ 1.990±0.002 1.982±0.002 1.991±0.002 1.991±0.002 
tetrahedral 

g|| 1.951±0.002 not observed not observed not observed 
Cr5+ (3) 

g⊥ 1.999±0.002    
tetrahedral 

Cr+ (1) giso not observed 2.005±0.001 not observed not observed near to P5+ ion 
Cr+ (2) giso not observed 2.005±0.001 not observed not observed unknown 

 
The EPR signals of Cr5+ (3d1, 2D3/2) ions in the dehydrated HS (1) sample are 

characterised by axially symmetric g factors and belong to centres in square pyrami-
dal (Cr5+ (1) lines) and tetrahedral (Cr5+ (2) and Cr5+ (3) lines) coordinations. The 
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axially symmetric EPR signals of the HS (2) sample similarly belong to Cr5+ (1) and 
Cr5+ (2) centres in square-pyramidal and tetrahedral coordinations, respectively. The 
EPR signal of Cr+ (3d5, 6S5/2) ions, consisting of a single narrow (ΔHpp ≅ 9 G) line (for 
Cr+ (2) centres) and two symmetric satellites (for Cr+ (1) centres) is characterised by 
an isotropic g factor (giso = 2.005 ± 0.001). In our opinion, the two satellite lines are 
caused by the superhyperfine (SHF) interaction (the isotropic SHF constant aiso ≅ 21 G) of 
Cr+ (1) centres with one nucleus of the 31P isotope (nuclear spin being I = 1/2, and 
natural abundance 100%). 

 

Fig. 3. Central region of the EPR spectra, recorded 
at 300 K, of HS (1 and 2) and LS (3 and 4) 
CrAPO-5 samples after heating at 773 K  

under vacuum (2×10–7 mbar) for 12 h 

Vacuum heat treatment of the calcined LS samples under the same conditions as 
for HS samples led to a strong decrease of the Cr3+ lines (A and B in Fig. 1) and to 
a full disappearance of the octahedral Cr5+ centres (signal C in Fig. 2). Instead of the 
former Cr5+ signals, two new EPR signals appeared, which were attributed to Cr5+ (1) 
and Cr5+ (2) centres with square-pyramidal and tetrahedral coordinations, respectively 
(Fig. 3, spectra 3 and 4), and with g factors similar to those of the HS samples (Ta-
ble 2). In the LS samples after vacuum heat treatment, only traces of the A and B Cr3+ 
signals (Fig. 1, spectra 3 and 4) were observed, whereas the characteristic of HS sam-
ples broad Cr3+ signal, with g = 2.55 ± 0.01, was not observed. Together with a grey 
colour, these spectral features indicated that only a small amount of Cr3+ ions could be 
substituted into the framework positions of the LS samples. 

The observed new forms of Cr5+ and Cr+ centres may be created from the extra-
framework (or surface) Cr6+ and Cr2+ ions, respectively, under vacuum heat treatment. 
Some type of disproportionation reaction of Cr5+ or/and Cr3+ ions may also be imagined. 
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3.3. Redox behaviour of CrAPO-5 samples 

The stability of the observed Cr+, Cr3+, and Cr5+ ions in CrAPO-5 was studied by ap-
plying redox processes to the calcined HS and LS samples, pre-treated in vacuum. Heat 
treatment in oxidative and reductive atmospheres did not considerably affect Cr3+ ions in 
either the HS or LS materials, but strongly influenced Cr+ and Cr5+ centres. 

  

Fig. 4. Central region of the EPR spectra, recorded at 300 K, of the calcined HS (2) sample after  
the following treatments: a) heating at 773 K under vacuum (2×10–7 mbar) for 12 h (1), exposure  
to air (10 mbar) at 300 K for 85 h (2), adsorption of O2 (10 mbar) at 300 K and evacuation (3),  

heating at 573 K under vacuum (8.9×10–6 mbar) for 1 h (4); b) heating at 773 K in O2 (10 mbar)  
for 12 h and evacuation (5), heating at 773 K in H2 (10 mbar) for 12 h and evacuation (6), exposure  

to air (10 mbar) for 4 h (7), heating at 773 K in O2 (10 mbar) for 12 h and evacuation (8) 

Changes in the EPR spectra of sample HS (2) after various oxidative and reductive 
treatments are show in Fig. 4. It should be noted that the spectrum of Cr+ centres was 
unstable and that its intensity decreased strongly after exposition to air at room tem-
perature, whereas the intensities of the Cr5+ (1) and Cr5+ (2) spectra were only slightly 
reduced under the same conditions (Fig. 4a, spectra 1, 2). The adsorption of O2 at 
300 K with further evacuation of residual gas led to an increase of the intensity of Cr+ 
lines and to an improvement in the resolution of the Cr5+ (1) and Cr5+ (2) lines 
(Fig. 4a, spectrum 3). The observed differences between exposure to air and pure O2 
at room temperature may be connected to the adsorption of water from air, i.e. the 
hydration of sample. Heat treatment at 573 K in vacuum led to a decrease in the inten-
sity of the Cr+ signal and to an increase in the intensity of the Cr5+ (1) and Cr5+ (2) 
EPR signals. This heat treatment also led to an appearance of an additional signal of 
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Cr5+ (3) (Fig. 4a, spectrum 4), with g factors (g|| = 1.951±0.002 and g⊥ = 1.999±0.002) 
similar to those of the Cr5+ (3) signal for the vacuum pre-treated HS (1) sample (Ta-
ble 2). Oxidation of the HS (2) sample in an O2 atmosphere at 773 K led to a full dis-
appearance of the Cr+ EPR lines and to the appearance of a complex spectrum 
(Fig. 4b, spectrum 5) similar to that for the HS (1) sample pre-treated in vacuum 
(Fig. 3, spectrum 1). This complex spectrum belongs to the Cr5+ (1) and Cr5+ (2) cen-
tres, which are characterised by axially-symmetric g factors similar to those for the 
same Cr5+ centres in the HS (1) sample (Table 2). The reduction of the HS (2) sample 
with hydrogen at 773 K led to the full disappearance of all EPR lines (Fig. 4b, spec-
trum 6). Exposure to air at 300 K restored the initial Cr+ and Cr5+ EPR spectra 
(Fig. 4b, spectrum 7). Reoxidation in an O2 atmosphere at 773 K led to the full disap-
pearance of Cr+ spectra and restored the well-resolved complex EPR spectrum 
(Fig. 4b, spectrum 8) similar to that of the HS (1) sample (Fig. 3, spectrum 1) and the 
HS (2) sample after the first oxidation (Fig. 4b, spectrum 5). 

 

Fig. 5. Central region of the EPR spectra, recorded  
at 300 K, of the calcined LS (4) sample after heating 
at 773 K for 12 h: 1 – under vacuum (2×10–7 mbar), 

2, 4 – in oxidising atmosphere (O2, 10 mbar),  
3 – in a reducing atmosphere (H2, 10 mbar) 

The CrAPO-5 LS samples revealed redox properties similar to those of the HS 
samples. Figure 5 shows the changes in the EPR spectra of the LS (4) sample calcined 
and pre-treated in vacuum (spectrum 1), after oxidation in oxygen (spectra 2, 4) and 
after reduction in hydrogen (spectrum 3). The oxidation of the LS (4) sample led to an 
insignificant change in the linewidth of the Cr5+ (1) centres and in the g|| value of the 
Cr5+ (2) centres (Fig. 5, spectrum 2). Hydrogen reduction of the LS (4) sample led to 
the full disappearance of Cr5+ (1) and Cr5+ (2) lines (Fig. 5, spectrum 3). Reoxidation 
in oxygen gave the same EPR spectra of Cr5+ (1) and Cr5+ (2) centres as after the first 
oxidation (Fig. 5, spectrum 4). A decrease in the linewidth of Cr5+ (1) centres and 
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anisotropy of the g factor for Cr5+ (2) centres in the LS (4) sample after oxidation may 
suggest partial healing of the structure under oxidative treatment [35], in the sense Cr 
incorporating into CrAPO-5 framework positions. The almost constant line intensity 
of coke radicals (Fig. 5, line D) observed for the LS (4) sample during redox, how-
ever, indicated that a considerable part of chromium still remained as an extra-
framework species in the channels. This part made the complete removal of organic 
carbonaceous residuals impossible. 

4. Conclusions 

Cr occurs in the HS samples mostly as Cr3+ in the octahedral form [CrO4/2L2]
–, as 

a framework species. A certain amount of Cr6+ and/or Cr5+, seen with UV-Vis and/or 
EPR spectroscopy, seems to be either a framework species substituted for P or, more 
likely, a type of surface species anchored to the framework and not hindering diffu-
sion and sorption in channels. In LS samples, Cr6+ and/or Cr5+ share to a distinctly 
higher extent, which most likely results in the clogging of pores. 

In vacuum pre-treated calcined HS materials, Cr remains mostly as Cr3+ and two 
forms of Cr5+ appear: square pyramidal (five coordinated) chromyl groups and tetra-
hedrally coordinated Cr5+ centres. The latter may be an extra-framework species. In 
vacuum pre-treated calcined LS materials mainly tetrahedral extra-framework Cr5+ 
species occur, and Cr3+ exists in small amounts only. The LS samples also show 
a strong signal from carbon, which is extremely resistant against oxidation. Thus, the 
vacuum heat treatment of the calcined samples confirms the occurrence of Cr3+ in 
strongly prevailing amounts in the HS materials and indicates that only small amounts 
of Cr3+ exist in the LS materials. The formation of a small amount of Cr5+, which does 
not hinder adsorption in the HS samples, may suggest that these ions can be substi-
tuted for P. 

Oxidative and reductive treatments reveal reproducible redox properties of Cr5+ 
centres in square-pyramidal and tetrahedral coordinations in both HS and the LS cal-
cined CrAPO-5 samples pre-treated in vacuum. These treatments do not considerably 
influence the EPR spectra of the Cr3+ ions in the samples. Results reveal a high stabil-
ity of the Cr3+ ions, especially in HS CrAPO-5 materials, which can be justified only 
by framework incorporation. 
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A new SbVO5 compound, which can be synthesized from an equimolar mixture of Sb2O3/V2O5 or  
α-Sb2O4/V2O5 oxides by heating in air to temperatures below 650 °C, is stable in air up to 710 °C and in argon 
atmosphere up to ~645 °C. At higher temperatures it decomposes into a phase with a rutile-type structure. Using 
electron spin resonance (ESR) we have studied the magnetic properties of the thermal decomposition products of 
SbVO5 in air (sample 1D) and in argon atmosphere (sample 2D), as well as two phases of the of the rutile-type 
structure (samples 3S and 4S) synthesized at conditions similar to the previous two samples. The ESR spectra of 
all four samples consisted mostly of two types of lines: a narrow line (designated as the N component) and a very 
broad line (designated as the VB component). Close inspection of the ESR parameters for these components 
allowed the samples to be grouped according to the environment they were annealed in (air or oxygen-free ar-
gon). The origin of these lines and the implications concerning the phase composition of the decomposition 
products are discussed. ESR results confirm that the solid decomposition product of SbVO5 in air is a non-
stoichiometric compound with a rutile structure and formula 5+ 3 4+

0.9 0.1 0.8 0.2 4Sb V V O+
� and in argon a near 

-stoichiometric V4+Sb5+O4.5. 

Key words: electron spin resonance; vanadate compounds 

1. Introduction 

Acrylonitrile (ACN), with a worldwide annual production of well over 5 million 
tons, is produced, among others, by the ammoxidation of propylene, using catalysts 
from the Bi-Fe-Mo-O or USb3O10–Sb2O4 (SOHIO process) systems [1, 2]. In the last 
decade, for economic reasons (the price of propylene is about six times higher than 
_________  
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that of propane), investigations of new catalytic materials for the direct synthesis of 
acrylonitrile from propane have been carried out, which would reduce the price of 
ACN by ~20 % [3–6]. As the catalysts synthesized from a mixture of antimony and 
vanadium oxides and/or containing compounds formed in the Sb–V–O system reveal 
a good activity and high selectivity in the direct ammoxidation of propane to acryloni-
trile, they have been the subjects of an intense research [4, 7–10]. 

Knowledge of the exact number of phases formed in the Sb–V–O system and of  
their chemical and physical properties is crucial for the formation of a new class of 
catalysts. According to rich literature on the possible phases formed in the Sb–V–O 
system, the most important two factors during synthesis are the type of starting oxides 
and the gaseous atmosphere used [11–14]. It has been established that the annealing 
of an equimolar mixture of Sb2O3/V2O5 or α-Sb2O4/V2O5 oxides in air at 800 °C leads 
to the formation of a non-stoichiometric compound with a rutile structure, described 
by the formula 5+ 3 4+

0.92 0.28 0.64 0.16 4Sb V V O+
�  where the square denotes a cation vacancy  

[11–13]. Canovas et al. have synthesized vanadium antimonate from Sb2O3/V2O5 in an 
atmosphere with a variable O2/N2 ratio and obtained the first continuous series of non-
stoichiometric rutile-type 0.9 0.9+ 0.2 4Sb V Ox x−� (0 < x < 0.2) phases containing variable 

proportions of V3+ and V4+ ions, ranging from 5 3 4+
0.9 0.1 0.8 0.2 4Sb V V O+ +

�  (x = 0 in O2) to 
5 3 4+
0.9 0.9 0.2 0.0 4Sb V V O+ +

�  (x = 0.2 in N2) [12]. For the second series, synthesized at reducing 
conditions, the authors described the phases as Sb0.9–yV1.1+yO4, where 0 < y < 0.7. In 
compounds of this type, antimony – similarly as in the previous series 
– is in the 5+ oxidation state and vanadium in both the 3+ and 4+ oxidation states. 
This series of phases was recognized as a solid solution spreading between Sb0.9V1.1O4 
and VO2 [12]. Birchal and Sleight [13], as well as Berry et al. [14], have synthesized 
vanadium antimonate from Sb2O3/V2O5 in closed containers at 800 °C and obtained 
Sb0.95V1.05O4 and VSb1–yO4–2y (0 < y < 0.1), respectively. Berry et al. have provided 
evidence that in an atmosphere of oxygen-free nitrogen the obtained compound could 
be described by the formula VSb1–yO4–3/2y [14]. The opinion of the majority of re-
searchers in this field is that antimony in these phases is in the 5+ oxidation state, 
while vanadium in 4+ one. A small number of researches claim that the stoichiometric 
Sb3+V5+O4 could be synthesized from an equimolar mixture of antimony(III) oxide 
with vanadate(V) oxide in argon atmosphere [15–17]. Furthermore, near stoichiomet-
ric antimony vanadate, with the formula V4+Sb5+O4.5, could be synthesized using 
a novel peroxide-based sol-gel synthesis procedure [18]. 

Our investigations have shown that annealing an equimolar mixture of Sb2O3/V2O5 
or α-Sb2O4/V2O5 oxides at temperatures not higher than 650 °C leads to the formation 
of the SbVO5 compound in air [19], and the SbVO4.5 (Sb2V2O9) compound has been 
synthesized from α-Sb2O4/V2O5 oxides in an atmosphere of oxygen-free argon [20]. 

SbVO5 differs from currently known compounds in many ways: its XRD, IR, and 
thermal properties are different, not to mention its colour. It is very probable that in 
this compound the Sb and V ions are in the 5+ oxidation state [21]. SbVO5 is stable in 
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air up to 710 °C, and in oxygen-free argon up to ~645 °C, where it decomposes in the 
solid state into one phase with a rutile-type structure [19]. 

Electron spin resonance (ESR) studies of the SbVO5 compound have already been 
erformed in the 3.6–300 K temperature range [21]. At room temperature only a weak 
ESR signal was detected, corroborating the absence of bulk V(IV) ions in the struc-
ture. Below 100 K, a well resolved hyperfine structure typical of isolated vanadium 
ions in axial symmetry, present as VO2+ species, and a broad line attributed to elec-
tron hopping along V4+–O–V5+ bonds, can be seen. At 3.65 K, a spectrum typical for 
a triplet state, indicating the presence of two interacting VO2+

 species, was recorded.  
In this paper, the results of ESR investigations of both decomposition prod-

ucts of SbVO5 (in air and in argon) and of the rutile-type phases, synthesized in condi-
tions similar to the decomposition conditions, have been carried out. The aim of this 
study is to gain knowledge on the decomposition products of SbVO5 and to resolve 
the problem of the oxidation state of vanadium ions (+3 or +4) in these phases. The 
question of the oxidation states of metal ions in non-stoichiometric rutile-type com-
pounds has been the subject of some controversy and is of great importance for the 
interpretation of catalytic mechanisms. 

2. Experimental 

SbVO5 was prepared by heating an equimolar mixture of V2O5 (p.a. product, 
POCh, Gliwice, Poland) with α-Sb2O4 (obtained by heating in air pure Sb2O3, Merck, 
Germany, in air) by the method described in Ref. [19]. Two samples of the obtained 
SbVO5 powder were subject to the following thermal treatment: the first sample (des-
ignated as 1D) was heated in air at 735 °C for 24 h, the second (designated as 2D) was 
heated in oxygen-free argon for 24 h at 660 °C. The heating temperatures were se-
lected so as to fall into the temperature range between the onset and maximum tem-
peratures of the endothermic effect recorded in the DTA curves of SbVO5. These 
decomposition changes were accompanied by a mass loss of ~ 3.5 wt. % in air and 
3.2 wt. % in argon, as evidenced by TG curves. 

Two additional samples (designated as 3S and 4S) were obtained by heating an 
equimolar mixture of α-Sb2O4 and V2O5 oxides at temperatures close to that at which 
SbVO5 decomposes. Sample 3S is a product of the synthesis of these oxides in air at 
735 °C, lasting 36 h (2 times by 18 h). Sample 4S was synthesized in an oxygen-free 
argon atmosphere at 650 °C for 24 h. The diffractograms of all four samples were very 
similar and contained the same set of diffraction lines. The only difference was that 
the respectable interplane distances were slightly greater for samples synthesized in 
air. The indexation of a selected diffractogram showed that the investigated phases 
had a rutile-type structure [20]. 

ESR measurements were carried out on a standard X band spectrometer (Bruker E 
500) at room temperature. The spectrometer was equipped with a TE102 cavity and 
100 kHz field modulation. The investigated samples were in powder forms and were 
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placed into 4 mm diameter quartz tubes. The masses of samples 1D, 2D, 3S, and 4S 
were 30.7, 26.6, 56.0, and 47.0 mg, respectively. ESR detects the power P absorbed 
by the sample from the transverse magnetic microwave field as a function of the static 
magnetic field. The signal-to-noise ratio is improved by recording the derivative 
dP/dH, using the lock-in technique with field modulation. For the estimation of the 
number of spins participating in the resonance, a standard sample of polycrystalline 
VOSO4⋅5 H2O was used. 

3. Results and discussion 

Vanadium ions exhibit a wide range of stable oxidation states, among them being 
the often-encountered V(III), V(IV), and V(V) states. Vanadium(V), with a 3d0 con-
figuration, is diamagnetic and thus ESR inactive. Vanadium(III) is not a Kramer’s ion, 
possessing two unpaired electrons, and as such is not likely to give an ESR signal in 
the experimental condition of the present study. In many biological and materials 
science systems the majority of vanadium exists in paramagnetic oxovanadium(IV) 
VO2+ ions complexed in some form. Various V(IV) species could be detected by the 
ESR technique. Vanadium (IV) clusters give rise to a broad signal owing to signifi-
cant dipolar interactions, whereas isolated V(IV) species exhibit a hyperfine structure 
derived from the interaction of free electrons (3d1) with the magnetic nuclear moment 
of 51V (I = 7/2). In this case, the ESR signal splits eightfold. In solids, the hyperfine 
structure can be substantially suppressed or even disappear due to various interactions 
of electron spins with their surroundings. For example, in conducting vanadate glasses 
(V2O5–TeO2) such interaction occurs via the so-called super-exchange of electrons, 
i.e. the hopping of a mobile electron along V4+–O–V5+ bonds [22]. 

 

Fig. 1. ESR spectra of the four investigated samples:  
samples 1D and 3S – upper panel, samples 2D and 4S – lower panel.  

The sample masses are different, hence  
the spectral intensities are not directly comparable 
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The experimental ESR spectra, taken at room temperature, of all four investigated 
samples are shown in Fig. 1. All recorded spectra show the same features: the pres-
ence of one very broad (designated as VB) and one relatively narrow (designated as 
N) resonance line. Additionally, the spectrum of sample 4S contains a very narrow 
component (designated as VN). The values of the ESR parameters for all these lines, 
i.e. the peak-to-peak linewidth ΔHpp, effective g-factor, and relative intensity Ir, were 
found by fitting the experimental spectra and are presented in Table 1. As the 
linewidth of the VB component is of the same order of magnitude as the resonance 
field Hres, both circular components of the exciting linearly polarized microwave field 
have to be taken into account in calculations. Therefore, the resonance at the reversed 
magnetic field, –Hres, was included into the fit (using a Lorentzian-type line) for the 
VB component [23]. The relative intensity Ir was calculated by numerical integration 
of the absorption spectra of the four investigated samples and refers to a unit mass of 
the sample. The most intensive VB component in the ESR spectrum of sample 4S was 
taken as the unit of the relative intensity. 

Table 1. ESR parameters for various spectral components of the four investigated samples 

Sample 
Spectrum 

component 

Peak-to-peak  
linewidth 

[Oe] 

Effective 
g-factor 

Relative intensity 
[a. u.] 

VB 4160 1.880 0.59 
1D 

N 142 1.957 30⋅10–4 

VB 4650 1.868 0.92 
2D 

N 130 1.967 4⋅10–4 

VB 3780 1.912 0.47 
3S 

N 149 1.961 30⋅10–4 

VB 4480 1.877 1.00 
N 144 1.965 7⋅10–4 4S 

VN 27 2.074 0.7⋅10–4 

  
None of the observed lines displays the hyperfine structure expected for V4+ para-

magnetic ions with nuclear spins. Usually, this absence is explained by the exchange 
interaction between neighbouring ions and by the delocalisation of the 3d1 electrons 
of V4+, particularly in the conducting state of the material. It follows that in our sam-
ples there are no V4+ ions that are not subject to magnetic interactions. Thus the ob-
served paramagnetic centres must be close enough (d < 0.7 nm) to allow spin–spin 
interactions. For the VB component, the interaction between V4+ ions is particularly 
strong, leading to the formation of bulk clusters. A similar broad line was observed in 
variable oxygen stoichiometry materials such as La2NiO4+δ

 and (V1–xMox)2–δO3 [23].  
The relative intensity of the VB component in the four investigated samples (Ta-

ble 1) allow them to be divided into two groups: those processed in oxygen-free argon 
and with larger intensity (samples 4S and 2D), and the second group processed in air 
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and exhibiting the ESR signal roughly twice as weak (samples 1D and 3S). Also, the 
linewidths and g-factors of the VB component correlate well with this division: sam-
ples processed in air are on average 595 Oe narrower than those processed in oxygen-
free argon, and their g-factors are larger by 0.024.  

Although the ESR intensity of the N component is about three orders of magnitude 
smaller than that of the VB line, the same grouping of samples is observed if the ESR 
intensity of the N spectral component is considered. This time, though, samples 1D 
and 3S display a larger intensity, and their integral intensity is about six times 
stronger than that of samples 2D and 4S. The linewidth (130–149 Oe) and g-factor 
(1.957–1.967) for this line seem to be independent of the type of sample. The VN 
component observed only in the spectrum of sample 4S is the weakest of all lines, 
about one order of magnitude less intensive than the weakest N component line. Its 
linewidth is small and its g-factor greater than 2 – it may arise from an unwanted 
paramagnetic contamination and will not be discussed further.  

A comparison of the ESR intensities of the four samples with the intensity of 
a standard allows the absolute number of paramagnetic centres in the investigated 
compounds to be determined. Taking into account the uncertainties in determining the 
masses and areas under the ESR absorption curves, the accuracy of this number was 
estimated to be about 30%. Within this limit, it was calculated that almost all vana-
dium ions present in the samples contributed to the recorded ESR spectra, i.e. were in 
the 4+ oxidation state. It is known that the spectra of vanadium(IV) ions, located in 
a perfect oxygen octahedron, are characterized by a short spin-lattice relaxation time 
[24]. As a result, the ESR spectra of V(IV) ions in the substitution positions of rutile 
are observed only at low temperatures. In contrast, in the case of V(IV) ions in 
a pressed octahedron, and at the interstitial positions, ESR spectra are observed at 
room temperature. 

Taking into account all the discussed ESR features of the investigated samples, it 
is proposed that the VB component lines arise from vanadium(IV) clusters present 
inside the micrograins forming the powder samples, while the B component arises 
from vanadium(IV) ions located on the surface of these grains. The relative ESR in-
tensity of the VB and B components (~10–3) reflects the relative number of these cen-
tres and also the volume fraction of the sample they occupy. This value seems reason-
able taking into account the mean grain diameter. As in the SbVO5 compound, the 
bulk of the vanadium is in the 5+ valence state and thus unobservable in ESR spec-
trum, and the heating of this sample causes the conversion of V(V) to V(IV) and loss 
of oxygen. As the electrons needed for vanadium conversion originate from released 
oxygen, the bigger the oxygen loss the stronger the intensity of the ESR signal. This is 
indeed what is being observed: oxygen loss is bigger for samples heated in an argon 
atmosphere and the VB component in the ESR spectra of these samples is more in-
tense. A slightly greater linewidth of the argon-processed samples might be evidence 
of a larger spread of the ESR parameters of the involved paramagnetic centres, which 
in turn could be interpreted as the result of a more defective environment. 
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As far as the B component of the ESR spectra is concerned, it is proposed that it 
originates from V(IV) ions located at or near the surfaces of the grains. There are 
relatively more such vanadium(IV) ions in oxygen-processed samples, as the avail-
ability of valence conversion electrons is greater in these samples. The mobility of 
such electrons might be significantly reduced due to the abundance of defects in this 
layer, leading to long relaxations and narrow ESR lines.  

Similarly, the ESR spectra of samples 1D and 3S (both air-processed) allow the as-
sumption that the solid decomposition product of SbVO5 in air is a non-stoichiometric 
compound with a rutile structure and the formula 5 3 4+

0.9 0.1 0.8 0.2 4Sb V V O+ +
�  [12]. This assump-

tion is further corroborated by comparing the theoretical (3.52 wt. %) and experimental 
(3.5 wt. %) oxygen mass loss during the decomposition stage:  

9SbVO5 = 3+ 4+
0.9 0.1 0.8 410Sb V V O  + 5/2O2 

Oxygen released during that process increases the partial pressure of the gas in air, 
which stimulates the increase of the number of cation vacancies in the crystal lattice. 
An investigation of the electrical properties of the decomposition product has showed 
that it is a p-type semiconductor [25]. Slight differences between the ESR spectra of 
samples 1D and 3S may be related to a lower concentration of cation vacancies in 
sample 3S. According to literature data, the formula for the 3S compound is 

5+ 3 4+
0.92 0.28 0.64 0.16 4Sb V V O+

� . Thus the V4+/V3+ ratio for the sample 1D should be signifi-
cantly greater than that for 3S. This is indeed what can be observed for the ESR inten-
sity of the VB component in these samples.  

The solid decomposition product of SbVO5 in oxygen-free argon is probably the 
near stoichiometric compound Sb5+V4+O4.5. Its formation is favoured by a lower tem-
perature of decomposition and a lower oxygen partial pressure, which results in the 
lack of that gas at the solid/gas interface. Thus the decomposition process could be 
summarized by the equation  

SbVO5 = Sb5+V4+O4.5 + 1/4O2 

Mass loss calculated from this equation (3.17 wt. %) compares favourably with the 
value observed using thermogravimetric methods (3.2 wt. %).  

4. Conclusion 

Two decomposed samples of SbVO5 and two synthesized samples aimed at obtain-
ing the same compounds were investigated by room temperature ESR. The obtained 
spectra were similar, proving that decomposition and synthesis leads to the same re-
sults. The oxidation state of the majority of vanadium ions has been determined as 4+. 
The ESR spectra of two types of vanadium paramagnetic centres have been identified 
in the investigated samples and connected with the surface and interior of the grains. 
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ESR results confirm that the solid decomposition product of SbVO5 in air is a non-
stoichiometric compound with a rutile structure and formula 5 3 4+

0.9 0.1 0.8 0.2 4Sb V V O ,+ +
� and 

in argon the near stoichiometric V4+Sb5+O4.5. An investigation of the temperature de-
pendence of the ESR spectra may shed more light on the origin and dynamics of the 
paramagnetic centres and is planned for the future. 
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A binary magnetic nanoparticle system, consisting of Fe3O4 (35 wt. %), Fe3C (29 wt. %), and C (36 wt. %) 
filling in a PTMO–block–PET polymer at low concentration (0.3 %), has been synthesized. X-ray and 
SEM analyses have been carried out. The temperature dependence of the FMR spectrum of this system 
has been investigated. At higher temperatures resonance from Fe3O4 nanoparticles dominates the FMR 
spectrum, while at lower temperatures a more intense line from Fe3C is recorded. The temperature de-
pendence of the FMR spectrum confirms that the nanoparticles of Fe3O4 reach the ordered state faster 
than Fe3C nanoparticles. In both cases, the spin-glass state is observed below 50 K. 

Key words: magnetite; iron carbide; magnetic resonance 

1. Introduction 

Although magnetite (Fe3O4) has been well known since an early period of human 
civilization, its magnetic and electrical properties are still intensively studied at dif-
ferent scales, from macro- to nanoscopic [1–6]. After the discovery of magnetic reso-
nance, magnetite was one of the first materials studied by the magnetic resonance 
technique [7]. Iron carbide (Fe3C) is one of the most important components used in 

_________  
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metallurgy. The ferromagnetic resonance (FMR) spectra of iron carbide nanoparticle 
agglomerates in a carbon matrix have been shown to exhibit very interesting behav-
iour [6, 8, 9]. The resonance absorption signal arises from agglomerates of iron car-
bide with strong magnetic interactions and is significantly influenced by the concen-
tration of magnetic nanoparticles in a non-magnetic matrix. Polymers traditionally 
have been considered as excellent host matrices for composite materials. Several ad-
vanced polymer nanocomposites with magnetic particles dispersed in organic or inor-
ganic matrices are of great interest due to their various applications [10]. Nano-size 
magnetic materials have attracted the attention of many researchers, because magnetic 
nanoparticles exhibit such unusual chemical and physical properties as superpara-
magnetism and quantum tunnelling of magnetization [11]. Therefore it would be very 
interesting to study the binary magnetic system of iron carbide and iron oxide in 
a non-magnetic matrix. Moreover, magnetite exhibits extraordinary behaviour near 
Tc = 125 K (the Verway transition) [2], and this temperature decreases with a dimin-
ishing size of the magnetic particles. 

The aim of this work is to report the preparation of a binary system of Fe3O4 and 
Fe3C magnetic nanoparticles dispersed at low concentration (0.3 wt. %) in a PTMO–
block–PET polymer, its characterization (by XRD and SEM), and a study of the tem-
perature dependence of its FMR spectra. 

2. Experimental 

The fusion of magnetite with small amounts of Al2O3 and CaO (3 wt.%) was first 
used in the preparation of the sample. The material obtained after the fusion was 
cooled to room temperature, crushed and sieved (the 1.2–1.5 mm fraction was taken), 
and reduced in hydrogen at temperatures in the range of 620–770 K. Nanocrystalline 
iron was obtained after reduction, while the promoter oxides remained in the oxidized 
state and their role was to stabilize a well-developed nanocrystalline iron structure. To 
avoid oxidation after reduction, the sample was passivated with nitrogen containing 
traces of water vapour. The mean size of iron crystallites was determined by using the 
XRD method; the size was estimated to be about 17 nm. The sample of nanocrystal-
line iron was carburised with a CO–CO2 mixture (98 vol. % CO) at 720 K in a glass 
flow reactor. The carburising gas mixture was obtained via the Boudouard process 
(C + CO2 = 2CO), passing carbon dioxide through the bed of active carbon at 1370 K. 
The analysis of the gas at the inlet and outlet of the carburisation reactor was per-
formed using gas chromatography (Hewlett Packard, 4890D). 5 A molecular sieves of 
were used as a column filling. After carburisation the samples were characterised 
using XRD (Philips X Pert, CoKα1), TOC (total carbon, Multi N/C, equipped with an 
Eltra HFT-540 oven, Analytik Jena), and SEM (DSM-962, LEO, Zeiss Jena) methods. 
The specific surface area and pore distribution were measured using low temperature 
nitrogen adsorption (Micromeritics, ASAP). 
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The composite used in our experiments consisted of a PTMO–block–PET polymer 
filled at low concentration (0.3 %) with the nanoparticle mixture: Fe3O4 (35 wt. %), 
Fe3C (29 wt. %) and C (36 wt. %). The composite was carefully mixed manually, 
poured out into the mould and hardened thermally. 

The nanocomposite samples were obtained by introducing the filler into the reac-
tion mixture and synthesizing multiblock poly(ether–ester) copolymers based on 
polyoxytetramethylene and poly(ethylene terephtalate) (PET). An appropriate amount 
of filler was dispersed in 1,4-ethanediol by ultrasonication in a Sonoplus-
Homogenisator HD2200. The synthesis of the multiblock copoly(ether–ester) was 
a two-stage process, carried out in an acid-resistant steel reactor. The transesterifica-
tion of dimethyl terephthalate (DMT) with ED was the first stage process. The reac-
tion was carried out at temperatures between 420 and 460 K, under atmospheric pres-
sure, until the 90% conversion was measured by the amount of distilled methanol with 
respect to the theoretical amount. In the next stage, the transesterification of di(2-hy- 
droxytetramethylene) terephthalate with α, ω-dihydroxy-polyoxytetramethylene 
(PTMEG) was performed. Polycondensation was carried out at 460–500 K, with the 
pressure decreasing step by step down to 0.1 hPa. The progress of the reaction was 
determined on the basis of the amount of distilled ED and the increase in the torque of 
the stirrer. The polymer was extruded from the reactor using compressed nitrogen. 

Magnetic resonance absorption measurements were carried out with a conven-
tional X-band (ν = 9.43 GHz) Bruker E 500 spectrometer and 100 kHz magnetic field 
modulation. The samples, each containing around 20 mg of the material, were placed 
in quartz tubes 4 mm in diameter. Prior to measurements, the samples were magnet-
ized by a steady 1.6 T magnetic field in order to saturate any domain structure. The 
measurements were performed in the range from room to helium temperature, with  
ΔT = ±1.0 K stability, using an Oxford cryogenic system. 

3. Results and discussion 

The sample was characterized using XRD and SEM. Figure 1 presents an XRD 
pattern for a binary system of magnetic nanoparticles in carbon. According to the 
XRD and TOC methods, after carburisation and before polymerisation the sample 
contained: Fe3O4 (35 wt. %), Fe3C (29 wt. %), and C (36 wt. %). A SEM micrograph 
(Fig. 2) shows that the grains of the magnetic binary system in carbon are distributed 
almost homogeneously in the PTMO–block – PET polymer matrix. The two magnetic 
phases are contained in one grain, with carbon being the environment. Over 95% of 
all grains had a radius below 100 nm. 

Figure 3 presents an FMR spectrum of the investigated sample at various tempera-
tures. At higher temperatures, an intense, slightly asymmetric resonance line centred 
at geff = 2.204(1) is observed. With decreasing temperature, the intensity of the FMR 
spectrum strongly decreases, the linewidth increases, and the resonance field shifts 
towards lower magnetic fields (Fig. 3). 
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Fig. 1. The XRD pattern for a binary system of magnetic nanoparticles in carbon 

 

Fig. 2. The SEM micrograph of a magnetic binary 
system in carbon in a polymer matrix 

The FMR study of the Fe3O4 + Fe3C magnetic nanoparticle system dispersed in 
epoxy resin has revealed a resonance line that could be fitted by two separate Lor-
entzian functions [12]. A similar procedure has been successfully used for the present 
sample. The line shape asymmetry observed at higher temperatures can be explained 
assuming the spectrum is a superposition of two separate Lorentzian-shaped lines, 
including the tail of the resonance absorption at negative fields due to the linearly 
polarized radio frequency radiation. 

Figure 4 presents, as an example, the FMR spectra registered at two temperatures, 
33.1 K and 263.1 K, together with the fitted Lorenztian curves. The dotted line and 
the dashed line show the first (narrow) and second (broad) component Lorentzian 
lines, respectively. The solid line shows the best fit of the resonance spectrum by as-
suming a superposition of two Lorenztian lines. The FMR spectrum at room tempera-
ture (T = 295 K) consists of two lines with the following g-factors and peak-to-peak 
linewidths: g = 2.250(1) and ΔHpp = 142 mT for the first component, and the second 
being centred near zero resonance magnetic field with the linewidth of ΔHpp = 
365 mT. On the basis of our earlier studies of a Fe3O4 + Fe3C magnetic nanoparticle 
system dispersed in epoxy resin and PTMO–block–PET polymer at a higher concen-
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tration (0.5 %) [13], we were able to make the assumption that the narrow and more 
intense component observed in the FMR spectrum at higher temperatures arises from 
the magnetite, while the broader line is due to iron carbide. 

  

Fig. 3. An example of an FMR spectrum  
for 0.3% (Fe3O4 + Fe3C)/C in a polymer matrix 

at different temperatures 

Fig. 4. An example of an FMR spectrum for  
T = 33.1 K and T = 263.1 K. The solid line shows  
the best fit of the resonance spectrum using two 

Lorenztian lines. The dotted and dashed line 
show the first (narrow) and second (broad) 

Lorentzian lines originating 
from magnetite and iron carbide, respectively 

Figures 5 and 6 present the temperature dependences of the resonance field Hr, 
peak-to-peak linewidth ΔHpp, and integrated intensity I arising from magnetite (Fig. 5) 
and iron carbide (Fig. 6). At high temperatures (55 K < T < 300 K), this type of tem-
perature dependence has been frequently observed in the FMR spectra of iron oxide 
nanoparticles and suggests the presence of superparamagnetic phenomena [14–17]. 
The gradual suppression of the averaging effect of thermal fluctuations and interparti-
cle interaction or the emergence of spin-glass like freezing with decreasing tempera-
ture for magnetite nanoparticles could essentially influence the FMR spectrum at 
higher temperatures, at which it is dominated by the signal from magnetite. 

Figure 7 shows the temperature dependence of the g parameter from room tem-
perature to about 20 K, computed from the best fit of the resonance spectra for the 
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broader Lorentzian line (Fig. 7a), and for the narrower component (Fig. 7b), originat-
ing from iron carbide and magnetite, respectively. The FMR line from iron carbide 
displays an abrupt change in its g parameter at temperatures between 93.2 K and 
118.5 K (Fig.7a). This effect should be expected in the behaviour of a Lorentzian line 
arising from magnetite, which undergoes a structural phase transition at Tc = 125 K 
for bulk material, known in literature as the Verwey transition [2]. The temperature 
dependence of the g parameter for the narrower component (arising from magnetite) 
at temperatures from 57.3 K to room temperature was fitted with a Curie–Weiss curve 
(Fig. 8). 

  

Fig. 5. Temperature dependence of FMR intensity, 
peak-to-peak linewidth, and resonance field for the 

narrow component originating from magnetite 

Fig. 6. Temperature dependence of FMR intensity, 
peak-to-peak linewidth, and resonance field for the 

broad component originating from iron carbide 

Figure 9 shows the temperature dependence of the integrated intensity ratio of the 
lines, Iiron carbide/Imagnetite, expressed in %. The temperature dependence of this ratio var-
ies between 60% and about 160%. 

In order to understand the behaviour of the FMR spectrum of a binary magnetic sys-
tem, we have to remember that the internal magnetic field acting on a mono-domain 
nanometer-size ferromagnetic particle can be formed by the following components [8]: 

 tot dem app dip dip = +  + +  B B B B B′  (1) 
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where Bdem is the demagnetisation field, Bapp is the applied external magnetic field, 
Bdip is the dipole field from the neighbouring nanoparticles, and dipB′ is the dipole 

–dipole interaction between aggregates. The collective spins of aggregates or agglom-
erates could recognize an additional magnetic field, and this could broaden the FMR 
spectrum and shift it towards lower magnetic fields. 

 

Fig. 7. Temperature dependence of the g parameter 
computed from the best fit to the resonance  

spectrum for the broad Lorentzian line (a), and for 
the narrow Lorentzian line (b), originating  

from iron carbide and magnetite, respectively 

Fig. 8. A fragment of temperature the dependence  
of the g parameter for the narrow Lorentzian  

line originating from magnetite,  
and a fitted Curie–Weiss curve 

The magnetic nanoparticles are distributed in the PTMO–block–PET polymer ma-
trix almost homogenously, as evidenced by the SEM micrograph (Fig. 2), so only the 
exchange interaction of the neighbouring magnetic nanoparticles must be taken into 
account, while the interaction between agglomerates (or aggregates) can be neglected. 
The influence of neighbouring magnetic nanoparticles on the FMR spectrum could be 
observed by a closer inspection of the temperature dependence. The same binary 
magnetic system but in greater concentration in the epoxy resin matrix showed a reso-
nance line significantly broader than in the polymer matrix [12]. The behaviour of the 
peak-to-peak linewidth and integrated intensity (Figs. 5 and 6) suggests that in the 
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case of a Fe3O4 + Fe3C binary magnetic system dispersed at low concentration (0.3 %) 
in the PTMO–block–PET polymer, the magnetic field Bdip – the dipole field from 
neighbouring nanoparticles – can be small or even negligible. This may be the conse-
quence of a low concentration of magnetic nanoparticles in a non-magnetic matrix 
and of a situation in which particular nanoparticles are rather isolated from their 
neighbours. 

 

Fig 9. Temperature dependence of the ratio  
of FMR intensity of the broad Lorentzian  

component to that of the narrow  
Lorentzian component 

The behaviour of the g parameter for lines originating from magnetite and iron 
carbide is rather interesting. In the case of the g parameter for iron carbide, an abrupt 
change in the temperature range between 93.2 K and 118.5 K can be seen. Such an 
effect should be expected in the behaviour of this line due to the Verwey transition. It 
might be supposed that the inner layer of a nanoparticle is made of iron carbide and 
surrounded by magnetite, and that the outer layer is formed by carbon [13]. An anom-
aly in the FMR spectra recorded below 50 K could suggest some parts of the sample 
may be in the spin-glass state. 

4. Conclusions 

The binary magnetic system of (Fe3O4 + Fe3C)/C in a non-magnetic matrix of 
PTMO–block–PET polymer has been prepared. FMR measurements have shown that 
the spectrum at higher temperatures is dominated by a magnetite signal, while at 
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lower temperatures it transforms into the FMR spectrum of iron carbide. The complex 
structure of nanoparticles in these binary magnetic systems could consist of an inner 
layer made of iron carbide surrounded by magnetite, and an outer layer made of car-
bon. Below 50 K, the spin-glass state may be formed. 
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