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A COMPARISON OF DECISION TREE DATA MINING
ALGORITHMS IN SAS ENTERPRISE MINER
AND MS SQL SERVER DATA MINING

Abstract: Today’s business generates tremendous volumes of data. Most of the data are es-
sential to provide operational processes. Though they are useful to support operational busi-
ness processes they are also used for analysts. Analytical tools support processes on a higher
—managing — level. This group of solutions is called Business Intelligence. A part of the busi-
ness intelligence tools is data mining software. Various software producers develop their own
Data Mining tools. Author of this paper has chosen two of them: Microsoft SQL Server 2008
and SAS Enterprise Miner and compared one of the available Data Mining methods.

Key words: data mining, SAS Enterprise Miner, MS SQL Server Data Mining, decision trees.

1. Introduction to chosen tools

We can divide data analysis into two main groups. The first is building reports using
transactional databases, data warehousing and OLAP. These technologies provide to
the decision makers information about the business. The second group is extracting
knowledge from data. This group is called Data Mining. Data Mining methods
provide knowledge extracted from data to decision makers. Data mining as a process
can provide real benefits to the organization that uses it.

MS SQL Server 2008 is first of all a database server that is equipped with a lot

of features allowing to build a whole Business Intelligence system. In this tool we
can find:

Integration Services that is an ETL tool,

Data Warehousing,

Analysis Services that is multidimensional OLAP database,

Data Mining tools,

Reporting Services — user interface for designing reports and server distributing
reports to the users.

SAS is the producer of one of the most prized analytical solutions among all

software companies. SAS provides a powerful set of analytical tools that contains,
among others, such solutions as:
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— Enterprise Guide — data analysis tool for advanced reports building,
— Enterprise Miner — advanced data mining tool,

— Enterprise Data Integration Server — ETL tool,

— Intelligence Storage — data warehousing tool,

— OLAP Server — multidimensional OLAP database.

Other great IT Enterprises have also among their main product tools for Business
Intelligence. We can find data mining tools offered by great database providers (as a
part of database product):

— Oracle — Oracle Data Mining (ODM),
— IBM — DB2 Intelligent Miner.

There are also other enterprises providing analytical tools supporting data

mining. For example:
—  SPSS — Modeler,
— Statsoft — Statistica Data Miner.

2. Data mining methods

Data mining involves four main group of tasks [Owoc, Hauke, Pondel 2003; Witten,

Frank 2005]:

— Association rules — discovering the relations between attributes describing re-
cords. This method is most commonly used to analyze customers behaviour. It
allows to determine which products are bought together to make more efficient
selling offers.

— Clustering — joining objects into the classes having similar properties. It is com-
monly used to divide the customers into groups that behave similarly (are likely
to buy the same product or to abandon our services).

— Classification — in this method we are looking for relations between attributes
describing analyzed objects and the target variable that is the result of some fact
or operation. Based on the discovered relations we build a model that will be
used to classify new cases (objects). Classification is commonly used in credit
scoring (discovering which attributes describing customers influence him to be
a reliable customer), customer churn, abuse detection, detection of money laun-
dering and many more.

— Regression — attempting to find a function which models the data that we po-
ssess. It allows to predict the values that we do not know for example the future
values describing some business process.

Both tools MS SQL Server and SAS Enterprise Miner have algorithms covering

the listed tasks (Table 1).

SAS Enterprise Miner contains much more options and algorithms. The idea of
working with the tool is also different.
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Table 1. Comparison of data mining algorithms

Tasks SAS Enterprise Guide MS SQL Server
Association rules | Association, Microsoft Association Rules
Market Basket
Clustering Clustering Microsoft Clustering, Microsoft
SOM/Kohonen Sequence Clustering
Variable clustering Microsoft Neural Network
Classification Decision trees, Microsoft Naive Bayes
Gradient boosting, Microsoft Decision Trees Algorithm
DM Neural Microsoft Logistic Regression
Auto Neural Microsoft Neural Network
Memory-Based Reasoning
Neural network
Rule Induction
Two Stage
Regression Regression DMINE, Microsoft Time Series Algorithm
Least Angle Regression, Microsoft Logistic Regression
Linear Regression
Logical Regression

Source: based on [Mendrala, Szeliga 2009; MacLennan, Tang, Crivat 2009].

3. Comparison of the idea of use

SAS Enterprise miner is a complex tool focused on the whole data mining process.
Such process consists of the following steps (see [Hand 2005; Beck 1997]):

1. Data preparation — collection of data from different sources, data cleaning
and transformation. SAS Enterprise Miner contains dedicated features of data
preparation with implemented tasks of detecting the most common data defects for
data mining.

2. Model building — the model is based on the chosen data mining task and on
the chosen algorithm.

3. Model assessment — we need to determine the accuracy of the build model and
examine if it is worth applying in the real business. The accuracy is calculated during
the process of model validating and testing. SAS Enterprise miner is equipped with
a huge number of methods assessing the generated model.

4. Applying the model — the current data should be analyzed by the prepared
model. There is a task dedicated to this role in SAS Enterprise miner.

All the tasks should be configured and run in specific sequence that the user can
arrange. An example of such a sequence is presented on Figure 1.

MS SQL Server Data mining is delivered to the users in 3 alternative ways. We
can build the models using:

— SQL Server Business Intelligence Development Studio,
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Figure 1. Example of Data Mining process in SAS Enterprise Miner

Source: own elaboration.

— Query Language for performing Data Mining operations — Data Mining Exten-

sions to SQL (DMX),

—  SQL Server 2008 Data Mining Add-Ins for Microsoft Office 2007.

SQL Server Business Intelligence Development Studio is a tool dedicated to
developers. It is based on programming environment of Microsoft — Visual Studio.
Using this tool the user can perform the whole data mining process but not in such
a consistent way as in SAS. To prepare data, the user needs to create a project in
Microsoft ETL tool called Integration Services. This tool is not dedicated only for data
mining which is why the process of data preparation requires from users much more
knowledge than in SAS. Using BI Development Studio, the user is also able to:

— build a model on chosen data set with chosen data mining technique and algo-
rithm,

— explore the model with Mining Model Editor,

— asset the model with a set of Accuracy Charts.

BI Development studio is presented on Figure 2.

Next option of building data mining models is creating them using DMX queries.
This language gives us whole functionality of building and browsing the model.
Obviously it is the most difficult option to manage data mining.

The easiest way of performing data mining is to use MS Excel ADD-In that
allows to connect to SQL Server and perform data mining. This is a tool more for
analysts than for developers. It combines Excel features such as simplicity with
advanced options of MS SQL Server Data mining. We provide data for data mining
in Excel and from the Excel user interface we launch data mining operations. Excel
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is also the user interface of browsing the results of data mining. In this case we can
only build a model and assess it. To prepare the data we need to use standard Excel
functions. This process is shown on Figure 3.

[#. Mining Structure | A, Mining Models | 5;‘ Mining Model Viewer I@ Mining Accuracy Chart |9 Mining Model Prediction

anla\lx

) [\ v Target Mail_mpon Data Source View

= E Columns

[E} Address Linel
£} Address Line2
2} Age
[€} Bike Buyer
[€} Birth Date &l vTargetMai
[E} Commute Distance L? CustomerKey
[E} Customer Alternate Key GeographyKey
#Z] Customer Key CustomerAlternateKey
[€} Date First Purchase Title
M€} Email Address Firstiame
[E} English Education MiddleName
[Ep English Occupation LastName
[Eh First Name NameStyle
[E} French Education BirthDate
[E} French Occupation MaritalStatus
£} Gender
[E} Geography Key
® House Owner Flag

Figure 2. Data Mining with BI Development studio

Source: own elaboration.

Mpmilqléwnt Wstawianie  Uklad strony  Formuy  Dane  Recenia  Widok  Deweloper | DataMining | Team ’Amr,ze Projektowanie
] 3
& @3 @ 8% R4 p ﬂ;

Explore Clean Sample | Classify Estimate cmsm Assodate Forecast Advanced | Accuracy Clasiication Profit  Cross - | Browse Document Query Manage (default) Trace | Help
Data Data~ Data Matrix Chart Validation Model Models (localhost) A

Data Preparation Data Modeling | Accuracy and Validation | Model Usage | Management|  Connection | Help |
A4 -@ £ | 12496

4l A B [ G [ D [ ER F | G | H [ T ) [« [ v ] ™M I
1 |Sample data for Analyze Key Infl ers, Detect Categories, Highlight Exceptions and Scenario Analysis

2

El 0 B Marital status BlGender B income B children ElEducation B occupation ElHome owner B3 cars Bl commute Distance B Region Bdl| Age Bl Purchased Bike Ed
4 [12496|Married Female 40000 1 Bachelors Skilled Manual Yes 0 0-1Miles Europe 42 No
5 | 24107 Married Male 30000 3 Partial College Clerical Yes 1 0-1Miles Europe 43 No
6 | 14177 Married Male 80000 5, Partial College No 2 2-5Miles Europe 60 No
7 | 24381 Single Male 70000 0 i Yes 1 5-10Miles Pacific 41 Yes
8 | 25597 Single Male 30000 o Clerical No 0  0-1Miles Europe 36 Yes
9 | 13507 Married Female 10000 2 Partial College Manual Yes 0  1-2Miles Europe 50 No
10 | 27974 Single Male 160000 2 High School Yes 4 0-1Miles Pacific 33 e
11 | 19364 Married Male 40000 | Skilled Manual Yes 0 0-1Miles Europe 43 Yes
12 | 22155 Married Male 20000 2. Partial High School Clerical Yes 2 5-10Miles Pacific 58 No
13 | 19280 Married Male 20000 2 Partial College Manual Yes 1 0-1Miles Europe 438 Yes
14 | 22173 Married Female 30000 3 High School Skilled Manual No 2 1-2Miles Pacific 54 Yes
15 | 12697 Single Female 90000 0 i No 4 10+Miles Pacific 36 No
16 | 11434 Married Male 170000 5 Partial College i Yes 4 0-1Miles Europe 55 No
17 | 25323 Married Male 40000 2 Partial College Clerical Yes 1 1-2Miles Europe 35 Yes
18 | 23542 Single Male 60000 it Partial College Skilled Manual No 1 0-1Miles Pacific 45 Yes
19 | 20870 Single Female 10000 2 High School Manual Yes 1 0-1Miles Europe 38 Yes

Figure 3. Data mining in MS Excel

Source: own elaboration.



74 Maciej Pondel

4. Decision trees

Decision tree is the method of data mining belonging to predictive modelling. In
predictive modelling, also called supervised prediction or supervised learning, our
aim is to identify relationships between the input values and the target. Input values
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Figure 4. Setting parameters in SAS Decision tree

Source: own elaboration.



Comparison of decision tree Data Mining algorithms in two data mining tools 75

are attributes describing the case and the target value as the result of classification.
Decision trees provide prediction rules to score new cases. Each leaf represents
a value of the target variable given the values of the input variables represented
by the path from the root to the leaf. A tree can be “learned” by splitting the source
set into subsets based on an attribute value test. This process is repeated on each
derived subset in a recursive manner called recursive partitioning. The recursion is
completed when the subset at a node all has the same value of the target variable, or
when splitting no longer adds value to the predictions. [ Wikipedia 2011]. Decision
trees are very easy to understand even by beginner data miners which is why they
were chosen to comparison in SAS and MS SQL Server.

Every data mining method in SAS Enterprise Miner has more options and more
parameters to set. In decision trees we have two main ways of building the tree.

1. In an interactive way. This means that user is able to build the tree on his own
deciding on which attribute the next leaf will be based.

2. Traditional way. The tree is built by the algorithm from the beginning to the
end.

Parameters:

Parameter Value Default Range
compLexiTvPENALTY | | 10010 |
FORCE_REGRESSOR

MAXIMUM_INPUT_ATTRIBUTES 255 [0,65535]
MAXIMUM_OUTPUT_ATTRIBUTES 255 [0,65535]
MINIMUM_SUPPORT 00,..)
SCORE_METHOD 134
SPLIT_METHOD [1,3]

Description:

Inhibits the growth of the decision tree. Decreasing the value increases the likelihood of a split,
while increasing the value decreases the likelihood. The default value is based on the number of
attributes for a given model: The default is 0.5 if there is 1 to 9 attributes; the default is 0.9 if there
are 10 to 99 attributes; and the default is 0.99 if there are 100 or more attributes.

Figure 5. Setting parameters in MS Decision Tree

Source: own elaboration.
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In Microsoft Decision Trees the interactive way of building a tree does not
exist.

Counting the number of parameters steering the building of the tree:

— SAS Enterprise miner has 28 parameters,
— MS SQL Server has 7 parameters.

Setting those parameters is shown on Figures 4 and 5.

To compare the efficiency of those two algorithms in two different tools we will
provide the same database that is prepared for building a model and we will test it on
the same test set. To this test we will use the default parameters configuration. The
resulting decision trees are shown in Figures 6 and 7.

Figure 6. SAS EM Decision Tree

Source: own elaboration.

months
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4
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Figure 7. MS Decision Tree

Source: own elaboration.
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We can observe the decision tree generated if SAS is much deeper and contains
much more leaves. But how can it influence the correctness of the classification of
the test set? The answer is shown below in tables that show the classification matrix
for these two trees.

Table 2. Classification matrix for SAS decision tree

O(Actual) | 1(Actual)
0 59.55% 42.17%
1 40.45% 57.83%
Correct 59.55% 57.83%
Misclassified 40.45% 42.17%
Total correct 58.69%
Total misclassified 41.31%

Source: own elaboration.

Table 3. Classification matrix for MS decision tree

0(Actual) 1(Actual)
0 71.28% 57.26%
1 28.72% 42.74%
Correct 71.28% 42.74%
Misclassified 28.72% 57.26%
Total correct 57.21%
Total misclassified 42.79%

Source: own elaboration.

As shown in the tables, although the decision trees look completely different
their aggregated correctness is similar. The particular results are much different but
the difference of total correctness is about 1.5 percentage points.

5. Summary

SAS Enterprise miner is a much more advanced data mining tool than MS SQL
Server 2008R2. It has much more data mining algorithms and they are much more
sophisticated. Users are able to tune them with the parameters in more advanced ways.
Moreover SAS provides a whole data mining process closer to the methodology. The
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biggest advantage of MS SQL Server Data mining is simplicity of use, in particular
when they use MS Excel Data Mining Add-In. As the test on the decision tree proved
— SAS model was more efficient than MS one, but the difference was quite little. We
can state that SAS is the tool for more exacting users and more advanced. MS SQL
Data Mining can be a good alternative for beginners or for users already using the
Microsoft SQL Server database.
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POROWNANIE ALGORYTMOW DRZEW DECYZYJNYCH
W NARZEDZIACH SAS ENTERPRISE MINER I MS SQL SERVER
DATA MINING

Streszczenie: W dzisiejszym biznesie generowana jest ogromna ilos¢ danych. Wigkszo$¢
tych danych jest niezbg¢dna do zapewnienia sprawnego przebiegu procesow operacyjnych. Sa
one réwniez bardzo wazne z analitycznego punktu widzenia. Narz¢dzia analityczne wspieraja
procesy wyzszego poziomu — zarzadzania. Taka grupa narzg¢dzi nosi nazwe Business Intelli-
gence. Czgs¢ tej grupy stanowia narzedzia drazenia danych. Wielu producentéw oprogramow-
ania ma w swojej ofercie narzedzia drazenia danych. Autor na potrzeby tego artykutu wybrat
dwa: Microsoft SQL Server 2008 oraz SAS Enterprise Miner i porownat jedna z dostgpnych
metod drazenia danych.

Stowa kluczowe: drazenie danych SAS Enterprise Miner, MS SQL Server Data Mining, drze-
wa decyzyjne.



