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Electrical properties  
of 0.90Pb[(Mg,Zn)1/3Ta2/3]O3–0.10PbTiO3 relaxor 

S. PRASAD1*, K. PRASAD1**, S.N. CHOUDHARY1, T.P. SINHA2 

1 Materials Research Laboratory, University Department of Physics, 
T. M. Bhagalpur University, Bhagalpur 812 007, India 

2 Department of Physics, Bose Institute, 93/1 A.P.C. Road, Kolkata 700 009, India 

Polycrystalline 0.90Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3–0.10PbTiO3 having a tetragonal perovskite type struc-
ture was prepared by the high temperature solid-state reaction method. Dielectric studies showed the 
relaxor behaviour with a diffuse phase transition. A high value of εmax (> 10 000) was achieved with the 
temperature Tm of maximum permittivity around room temperature at 1 kHz. The frequency dependence 
of Tm was modelled using the Vogel–Fulcher law. The dielectric relaxation in the material investigated 
here was found to be analogous to the magnetic relaxation in a spin-glass system. The shape of the com-
plex impedance curve indicated that the system exhibited almost the Debye type dielectric relaxation at 
350 °C, where as a non-Debye profile was observed at temperatures below 325 °C. Furthermore, the 
relaxation frequency was found to shift towards higher frequencies upon increasing temperature. 

Key words: relaxor ferroelectrics; dielectric property; diffuse phase transition; dielectric relaxation 

1. Introduction 

Relaxor ferroelectrics such as Pb(Mg1/3Nb2/3)O3, Pb(Zn1/3Nb2/3)O3, Pb(Ni1/3Nb2/3)O3, 
Pb(Mg1/3Ta2/3)O3, Pb(Sc1/2Ta1/2)O3, Pb(Fe1/2Nb1/2)O3, etc. have been extensively stud-
ied for their use in multilayer capacitors (MLCs) and for electrostrictive applications. 
Among these Pb(Mg1/3Nb2/3)O3 (PMN) and its solid solutions with other compounds 
like PbTiO3, BaTiO3, etc. are the most widely studied. These compounds are generally 
characterized by their frequency dependent broad maximum in the temperature de-
pendence of dielectric permittivity. However, Pb(Mg1/3Ta2/3)O3 and its solid solutions 
have been given comparatively little attention. As Pb(Mg1/3Ta2/3)O3 also exhibits 
disordered perovskite structure and typical relaxor ferroelectric properties, its prepara-
tion in pure or modified form and subsequent characterization deserve further investi-
gation. 
 __________  
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Lead magnesium tantalate Pb(Mg1/3Ta2/3)O3 (PMT) is a well known relaxor ferro-
electric having anomalously large electric permittivity and a broad diffuse phase tran-
sition [1] near – 98 ºC. On the other hand, lead titanate PbTiO3 (PT) is a normal ferro-
electric exhibiting a sharp peak in the electric permittivity and its Curie temperature is 
around 490 ºC. As PMT has a highly tolerant ABO3 structure, it provides enough 
scope for modification either at the A- or B-site. It has been observed that the electrical 
properties and the temperature of the maximum of permittivity Tm of PMT can be con-
trolled effectively by proper doping at B-site. Also, the addition of PT in PMT offers an 
advantage to shift the phase transition temperature to the higher temperature side [2, 3]. 

To the best of our knowledge, even after having made an extensive literature survey, 
there has been no report so far on the polycrystalline 0.90Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3 
–0.10PbTiO3 (PMZT-PT (90/10)). We recently studied a similar relaxor system, 
namely 0.80Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3–0.20PbTiO3, which showed good dielectric 
properties. The value of Tm was found to be 57 ºC with εmax = 8412 at 1 kHz [4]. Fur-
thermore, in order to bring Tm near to room temperature, the percentage of added PT 
was reduced in this work. Accordingly, the present study considers the dielectric re-
sponse of PMZT-PT(90/10) ceramic prepared through the columbite precursor method 
over a wide range of frequencies and temperatures. Impedance spectroscopy and Cole 
–Cole formalism were employed in order to investigate the dielectric relaxation in 
PMZT-PT(90/10) ceramic. Despite earlier investigations, the mechanism responsible 
for freezing processes in relaxor ferroelectrics is yet to be completely understood. 
A similar system, PMN, was earlier found to have analogies with the spin-glass sys-
tem in which thermally activated polarization fluctuations occurred above a static 
freezing temperature Tf. Based on this fact, it is considered that the relaxor ferroelec-
tric behaves much like a polar-glassy system, which can be modelled through the Vo-
gel–Fulcher law [5, 6]: 

 ( )0 exp a

B m f

Ef f
k T T

⎛ ⎞
⎜ ⎟= −
⎜ ⎟−⎝ ⎠

 (1) 

where f is the operating frequency, f0 – the pre-exponential factor, kB – the Boltzmann 
constant and Ea is the activation energy. Accordingly, to understand the mechanism 
responsible for the freezing process in PMZT-PT(90/10), dielectric data were mod-
elled using the Vogel–Fulcher relation in the present investigation. 

2. Experimental 

0.90Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3–0.10PbTiO3 ceramic was prepared by the standard 
dry route, using a two-stage process. First, a columbite (Mg2/3Zn1/3Ta2O6) precursor 
was prepared at 1000 °C for 5 h using MgCO3, ZnO and Ta2O5, according to the ther-
mochemical reaction: 
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2 5 2/3 1/3 2 6
2 1MgO+ ZnO+Ta O Mg Zn Ta O3 3

Δ⎯⎯→  

This was then recalcined with PbO at 900 °C for 4 h to yield Pb[(Mg2/3Zn1/3)1/3 
Ta2/3]O3. The chemical reaction taking place was as follows:  

2/3 1/3 2 6 2/3 1/3 1/3 2/3 3
1PbO+ Mg Zn Ta O Pb[(Mg Zn ) Ta ]O3

Δ⎯⎯→  

The purity of chemicals used was higher than 99%. Finally, 10 wt. % of PT was 
mixed with PMZT to obtain the desired compound: 0.90Pb(Mg2/3Zn1/3)1/3Ta2/3O3 
–0.10PbTiO3. Further cylindrical pellets of 0.90 mm in diameter and 1.52 mm thick 
were prepared under an isostatic pressure of 6×107 N·m–2. Polyvinyl alcohol was used 
as a binder. The pellets were then sintered at 1200 °C for 2 h. The formation of the 
compound was checked by X-ray diffraction (XRD) using an X-ray diffractometer 
(Phillips PW1710, Holland) with CuKα radiation λ = 1.5443Å over a wide range of 
Bragg angles (20° ≤ 2θ ≤ 80°). To study the electrical properties, both flat surfaces of 
the pellets were electroded with a fine silver paint, and subsequently dried at 200 °C 
for 1 h before conducting the experiment. Electrical impedance Z, phase angle θ, ca-
pacitance and the dissipation factor of the sample were measured both as a function of 
frequency (0.1 kHz–3 MHz) as well as of temperature (20–350 °C) using a computer 
controlled LCR-Hightester (HIOKI 3532, Japan).  

3. Results and discussion 

3.1. Structural studies 

A standard computer program (POWD) was used for the XRD-profile (Fig. 1) fit-
ting. There was good agreement between the observed and calculated inter-planer  
 

 
Fig. 1. X-ray diffraction pattern of 0.90Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3–0.10PbTiO3 at room temperature 
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spacing (d-values). There was no trace of any extra peaks due to constituent oxides 
which suggests the compound has a single-phase tetragonal structure. The lattice pa-
rameters were found to be: a = 9.159Å and c = 11.412Å, with an estimated error of 
±10–3Å. The criterion adopted for evaluating the correctness, index reliability, and the 
structure of PMZT-PT was the sum of differences between observed and calculated  
d-values (i.e., Σ⏐dobs – dcal⏐ to be a minimum. The tetragonal axial ratio (c/a) and unit 
cell volume (a2c) have been estimated to be 1.246 and 957.32 Å3, respectively. Hence, 
decreasing the percentage of PT reduces both the tetragonal axial ratio as well as the 
unit cell volume [4]. 

3.2. Dielectric studies 

Figure 2 illustrates the temperature dependence of the electric permittivity ε and 
the dissipation factor tan δ at various frequencies. The plots show a broad maximum 
(diffuse phase transition, denoted as DPT) around 10 °C, and show strong frequency 
dispersion which indicates the relaxor behaviour of PMZT-PT. It was observed that 
the temperature Tm of maximum permittivity shifted to higher temperatures (from 
29 ºC at 1 kHz to 35 °C at 1 MHz) while εmax decreased (from 10 426 at 1 kHz to 6923 
at 1 MHz) (inset of Fig. 2) and tan δmax increased (from 0.067 at 1 kHz to 0.098 at 
1 MHz) (inset of Fig. 2) upon increasing frequency. One can therefore see that lower-
ing the percentage of added PT in PMZT caused a downward shift by 28 ºC in Tm, and 
caused εmax to increase by 2014 with a decrease in dielectric loss [4].  

 
Fig. 2. Temperature dependence of electric permittivity of  

0.90Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3–0.10PbTiO3 at 1 kHz, 10 kHz,  
100 kHz, 500 kHz and 1 MHz. The inset shows the variation of maximum  

value of ε and tanδ upon frequency 
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The results obtained in PMZT-PT(90/10) thus makes it a potential candidate for 
applications in devices. The sharp decrease in the electric permittivity as a function of 
increasing frequency can be explained in terms of the interfacial polarization. Contri-
bution from interfacial polarizability comes due to the presence of two layers of mate-
rials of different conductivity. Here the motion of the charge carrier occurs readily in 
the higher conductivity phase, but is interrupted at the phase boundary due to the 
lower conductivity of the second phase [7]. In the case of polycrystalline ceramics, 
this is commonly observed if the grains are semiconducting and the grain boundaries 
are insulating. The semiconductive grains in PMZT-PT ceramics are believed to be 
caused by oxygen loss during firing at higher temperatures, in accordance with the 
reaction [8]:  

0 2 0
1O O V 2e2

−←⎯→ ↑ + +ii   

where all the species conform to the Kröger–Vink defect notation. These defects affect 
impedance and capacitance in the formation of barrier layers at the grain–grain bound-
ary interface. During cooling after sintering, the reverse reaction occurs, but, due to 
the insufficient time available during cooling, reoxidation takes place and is restricted 
only to grain boundaries. This results in a difference between the resistance of grain 
boundary and grain, giving rise to a barrier [9]. The build-up of charges at the grain 
–grain boundary interface causes large polarization, resulting in a high electric permit-
tivity at lower frequencies. Also, analogous to many other dipolar glassy systems, 
PMZT-PT(90/10) ceramic exhibits pronounced dispersion peaks in tanδ (Fig. 2), 
which shift to lower temperatures (from 33 °C at 1 MHz to 27 °C at 1 kHz) as fre-
quency decreases. 

In order to examine the diffuse phase transition and relaxor more closely, the rela-
tionship between ε and T above Tm can be expressed by the modified Curie–Weiss law 
[10]: 

 
( )1 1 m

m

T T
C

γ

ε ε
−

− =
′

 (2) 

where C′ = 2εmδ γ is the modified Curie–Weiss constant, δ is the diffusivity parameter, 
and γ is the diffuseness exponent, which can vary from 1, for normal ferroelectrics, to 
2 for relaxor ferroelectrics. Equation (2) can be solved graphically using a log-log plot, 
as shown in Fig. 3. The slope of the curve represents the value of the critical exponent, 
while the intercept gives the diffuseness parameter according to the following equa-
tion: 

 

1/intercepte   
2 m

γ

δ
ε

−⎛ ⎞
= ⎜ ⎟

⎝ ⎠
 (3) 
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Fig. 3. Dependence of ln(1/ε – 1/εm) on ln(T – Tm)  

for 0.90Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3–0.10PbTiO3 at 1 kHz 

Linear regression analysis established γ = 1.71, δ = 32.36 and C ′= 79.01×105 °C 
at 1 kHz which clearly indicates the DPT, and is found to increase with increase in 
frequency. It is expected that some disorder in the cation distribution (compositional 
fluctuations) causes the DPT where the local Curie points of different microregions 
are statistically distributed around the mean Curie temperature [11]. The non-equality 
of phase transition temperature obtained from ε–T and tan δ–T measurement also con-
firms the DPT. 

 

Fig. 4. Verification of the Vogel–Fulcher equation 
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Figure 4 shows the variation of 1/(ln f0 – ln f) against the inverse of temperature 
Tm. Solid circles represent the experimental data. A linear least-squares fit of dielectric 
data, as in Eq. (1), calculates the values of Ea, f0 and Tf as 0.0343 eV, 1.104×1014 Hz 
and 13.54 ºC, respectively. These values are also consistent with earlier reports on 
similar systems [4, 12–17]. The value of f0 is found to lie in the optical frequency 
range of lattice vibrations. An excellent fit of the Vogel–Fulcher law with the experi-
mental data constitutes strong evidence for a static freezing temperature of thermally 
activated polarization fluctuations in PMZT-PT. Therefore, dielectric relaxation in 
PMZT-PT may be considered as analogous to the magnetic relaxation in spin-glass 
system with polarization fluctuations above a static freezing temperature. 

The polydispersive nature of dielectric relaxation can be checked through the 
Cole–Cole plots [18]. For pure monodispersive Debye relaxation, one expects semi-
circular plots, with the centre located on the ε ′ axis. However, for polydispersive re-
laxation, these Argand plane plots are close to circular arcs with end-points on the real 
axis, and with the centre lying below this axis. The complex electric permittivity is 
known to be described by the empirical relation:  

 ( )
( )

*
11

i
i α
εε ω ε ε ε
ωτ

∞ −

Δ′ ′′= − = +
+

 (4) 

where Δε = εs – ε∞ is the contribution of the relaxator to static permittivity εs, ε∞ is the 
contribution of higher frequency polarization mechanism, τ (= 1/2πf) is the mean re-
laxation time of the relaxators. The parameter characterizes the distribution of relaxa-
tion times, and it increases as the number of internal degrees of freedom of relaxators 
becomes larger. 

 

Fig. 5. Cole–Cole diagram for 0.90Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3–0.10PbTiO3 at 350 °C.  
The inset shows the variation of real and imaginary parts of ε with frequency at 350 °C 
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The parameter α provides a measure of departure from an ideal Debye condition. 
It can, however, be determined from the location of the centre of the Cole 
–Cole circles: Figure 5 depicts a representative plot for PMZT-PT at 350 ºC. When α 
tends to zero (i.e., (1 – α) → 1), Eq. (4) reduces to a classical Debye’s formalism. It 
can be inferred from this plot that the relaxation process is of polydispersive non-
Debye type (α ≅ 0.011). The parameter α was determined from the angle subtended 
by the radius of the circle with the ε ′ axis passing through the origin of the ε ′′ axis. 
The value of Δε is estimated to be 961. Also, as can be seen from the inset in Fig. 5, 
the value of ε ′  decreases as frequency increases, while ε ′′  shows a peak at 3 kHz. 
The value of τ comes to be 5.305×10–5 s. 

3.3. Impedance studies 

The inset in Figure 6 shows the real and imaginary parts, Z′ and Z′′ respectively, of 
impedance variation at frequencies corresponding to the temperatures 300 ºC, 325 ºC 
and 350 ºC. It can be seen that the magnitude of Z′ decreases as a function of increas-
ing frequency and increasing temperature. The Z′ values for all temperatures converge 
above 100 kHz. This may be attributable to the release of space charges. The curves 
 

 
Fig. 6. Complex impedance of 0.90Pb[(Mg2/3Zn1/3)1/3Ta2/3]O3–0.10PbTiO3 at various temperatures. 

The inset shows dependence of Z′ and Z′′ on frequency at 300 °C, 325 °C and 350 °C 

also display a single relaxation process, indicating an increase in a.c. conductivity 
upon increasing temperature and frequency. From the profile of the curves it can be 
inferred that the complex impedance of the electrode/ceramic/electrode capacitor is 
the sum of the single RC-circuit (Debye relaxators) in a parallel combination. There-
fore,  
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 *

0

( , )( , ) ( )
1o

g T dZ T Z T
i

τ τω
ωτ

∞

=
+∫  (5) 

which gives 

 2 2
0

( , )( , ) ( )
1o
g T dZ T Z T τ τω

ω τ

∞

′ =
+∫  (6) 

 2 2
0

( , )( , ) ( )
1o

T g T dZ T Z T ω τ τω
ω τ

∞

′′ =
+∫  (7) 

where τ = RC is the relaxation time, g(τ,T) is the distribution function: this determines 
the distribution of relaxation times. In the case of a broad spectrum, i.e. τmin ≤ τ ≤ τmax, 
Z′′  can be approximated as (see [19]) 

 0 ( ) ( , )Z KZ T g Tτ′′ ≅  (8) 

where K is a constant. Therefore, Z′′(ω,T) should provide the information about the 
distribution function g(τ,T). The curve for Z′′ vs. frequency shows that the Z′′ values 
reach a maximum max( )Z ′′  which shifts to higher frequencies as temperature increases. 
This also indicates a single relaxation process in the system. The variation profile of Z′ 
and Z′′ vs. frequency resembles the variation of ε′ and ε′′ vs. frequency (Fig. 5, inset). 
Figure 6 shows the plot of Z ′  vs. Z ′′  for PMZT-PT ceramic at three different tem-
peratures. A semicircle could be traced from 300 °C onwards. All these curves start 
almost at the origin (R∞ ~ 20 Ω) and hence there should be a series resistance (Rs) of 
20 Ω for the LCR circuit representation of the sample. The high frequency semicircle 
may be ascribed to the parallel combination of bulk resistance (Rb) and capacitance 
(Cb) of PMZT-PT. The appropriate equivalent circuit comprising of Rs, Rb and Cb is 
shown in the inset in Fig. 6. The value of Rb can be directly obtained from the inter-
cept on the Z′ axis, the frequency at which the inflection point occurs in Z′′ yields the 
measure of the relaxation time (τb), since at this point ωτb = 1 and the value of Cb can 
be calculated using the relation: 

 2πfmaxRb Cb = 1 (9) 

where fmax is the frequency at the maximum of the semicircle. It is observed that the 
peak maxima of the plots decrease, and fmax shifts to higher values when temperature 
increases. Furthermore, the values for Rb, Cb and τb decrease as temperature increases 
(Table 1). The decrease in the value of Rb upon increasing temperature reveals a nega-
tive temperature coefficient of resistance (NTCR) in PMZT-PT. It can also be noticed 
that the complex impedance plots are not represented by full semicircles; rather, the 
semicircular arcs are depressed and the centres of the arcs lie below the real (Z′) axis, 
similarly to the Cole–Cole plot (Fig. 5). The complex impedance in such situations has 
been described by the Cole–Cole formalism [20]: 
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1

0

( )

1
n

RZ Z iZ
i

ω
ω
ω

−
′ ′′= + =

⎛ ⎞
+ ⎜ ⎟
⎝ ⎠

 (10) 

where n represents a measure of how much the electrical response deviates from an 
ideal condition (i.e., (1 – n) → 1 in Eq. (10) gives rise to a classical Debye formalism).  

Table 1. Parameters obtained from the complex impedance plots 
 at various temperatures 

Parameter 
Temperature [°C] 

300 325 350 
Rb [Ω]×10–5 12.425  7.808 6.104 
Cb [F]×1010 7.113 2.264 1.043 
τb [s]×104 8.842 1.768 0.637 
n 0.033 0.022 0.011 

 
Fitting the complex impedance data to Eq. (10) gives a non-zero value of n which 

decreases when temperature rises (Table 1), and hence confirms the polydispersive 
nature of dielectric relaxation in PMZT-PT. This may be due to the presence of dis-
tributed elements in the material–electrode system [18]. It is also noticed that as tem-
perature increases n → 0, following the classical Debye type relaxation. At 350 ºC, an 
almost full semicircle is observed (n = 0.011). Therefore, one can deduce that with the 
temperature increasing, the complex impedance data approaches the Debye type re-
laxation. 

Hence, the relaxor ferroelectrics at high temperature could be considered as an en-
semble of uncorrelated Debye-like relaxators with some relaxation times. As the tem-
perature is lowered, the correlation among the Debye relaxators becomes stronger 
through the formation of nanopolar clusters [19]. Since the relaxation times of the 
relaxators within polar clusters are distributed over a wide spectrum at lower tempera-
tures, their response to external fields are in a different time domain. This results in the 
deviation from the Cole–Cole plot with partial semicircular arcs. It is clear from Fig. 6 
that as the measuring temperature decreases, the centre of the Cole–Cole semicircles 
shifts below the Z′ axis, inferring a possible average profile of various Cole–Cole 
semicircles. This cannot arise due to any other secondary factor such as interfacial 
capacitance or defects whose relaxation times are assumed to be superimposed with 
the actual ceramic response. If we assume that the interfacial capacitance also exhibits 
a similar type of dielectric dispersion, the high temperature in the Cole–Cole plots 
would have been split into two discrete semicircles, not observed in the present case. 
The value of R2 (regression coefficient) for all the data fits, quoted in this paper, is  
≥ 0.9992. 
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4. Conclusion 

Polycrystalline samples of PMZT-PT having cubic structure were prepared by the 
coulombite precursor method. The compound showed a relaxor behaviour with a dif-
fuse phase transition. A high value (> 10 000) for the electric permittivity was ob-
tained at 1 kHz, with the temperature of maximum permittivity near room tempera-
ture. Modelling the dielectric data using the Vogel–Fulcher law constitutes strong 
evidence for a static freezing temperature of thermally activated polarization fluctua-
tions in PMZT-PT. Therefore, dielectric relaxation in PMZT-PT may be considered as 
analogous to the magnetic relaxation in spin-glass systems having polarization fluctua-
tions above a static freezing temperature. Cole-Cole analysis indicated the relaxation 
to be of non-Debye type and the relaxation frequency shifting to the higher side with 
an increase in temperature. The deviation from a Debye profile in the present system 
may be attributed to the formation of the nanopolar clusters.  
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Biomimetic growth of apatite on titania  
nanotube arrays fabricated by titanium anodization 

in NH4F/H2SO4 electrolyte 

TIAN TIAN, XIAO XIU-FENG, SHE HOU-DE, LIU RONG-FANG* 

College of Chemistry and Material Science, Fujian Normal University, Fuzhou 350007, China 

Titania nanotube arrays were fabricated by anodizing titanium in NH4F/H2SO4 electrolyte. The crys-
tal structure and apatite-forming ability of the titania nanotube arrays were investigated. The samples 
were examined by ESEM, XRD and FT-IR. The results indicate that the crystal structure of the titania 
nanotube arrays transformed from amorphous to anatase and rutile ones upon rising the temperature of 
annealing. The surface structure of the nanotube arrays could enhance the bioactivity of titania. The bio-
activity of titania nanotube arrays depends on their crystal structure, diminishing in the following series: 
mixture of anatase and rutile structure > anatase > amorphous. 

Key words: titania; nanotube array; apatite; bioactivity 

1. Introduction 

Titanium and its alloys are used as a common material for bone implants under 
biomechanical loading conditions due to their excellent mechanical properties and 
biocompatibility [1, 2] despite their poor bonding ability. In order to improve the bone 
bonding ability of titanium implants, many attempts have been made to modify the 
chemistry composition and structure of titanium surfaces. These methods include dip 
coating [3], plasma spraying [4,5], magnetron sputtering [6], ion implanting [7], elec-
trocrystallization [8], electrophoretic deposition [9], hydrothermal electrodeposition 
[10], anode oxidation [11], acid etching [12], oxidation with hydrogen peroxide [13], 
sol-gel methods [14,15], alkali-heating procedure [16], acid-alkali or precalcification 
procedure [17,18], and surface-induced mineralization [19]. Plasma spraying is one of 
the most widely investigated methods for titanium coating but the major problem is 
that it is a line of sight process, and the coating is nonuniform and heterogeneous. 

 __________  
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Another problem is that the HA powder is heated at extremely high temperature and 
deposited with very high velocity on the metal surface. Furthermore, the composition 
and crystallinity of HA are difficult to control. Naturally, it is believed that an ideal 
bioactive method, simple and cost-effective, should be employed. 

Recently, it has been reported that bioactive titanium surface can be prepared by 
fabricating a titania nanotube array layer on the surface of titanium [29]. Tsuchiya 
et al. [29] reported that the presence of the titania nanotube arrays on a titanium sur-
face enhanced the apatite formation. In this paper, a layer of titania nanotube arrays 
was obtained via anodic oxidation on titanium in NH4F/H2SO4 electrolyte. The bioac-
tivities of the layers annealed at various temperatures with various crystal structures 
were studied by soaking 1.5 times simulated body fluid (1.5 SBF). 

2. Experimental 

Titanium foils (99.5% pure) were purchased from the Northwest Institute For Non-
Ferrous Metal Research (China). Prior to anodization, the titanium foils were ultrasoni-
cally cleaned in acetone and distilled water for 5 min, respectively, and then eroded in 4 
wt. % HF–5 M HNO3 for 30 s followed by ultrasonic cleaning in distilled water for 5 min 
and dried in air at 40 °C. A two-electrode arrangement with a graphite cathode was used. 
1.75 M H2SO4 solutions with 0.5 wt. % NH4F were used as an electrolyte. The anodizing 
voltage was kept constant at 20 V during the entire process with a DC power supply 
(GOA, China). The whole course of anodization was conducted at room temperature (25 
°C) with magnetic agitation. The samples were dried at 40 °C in air, and then annealed at 
various temperatures (from 300 °C to 600 °C) for 4 h in a furnace with air. 

The bioactivity study was carried out by inserting the as-prepared sample into cul-
ture vials containing simulated body fluid (1.5 SBF) for 9 days at 37 °C without stir-
ring. The composition of the 1.5 SBF was reported as Kukobo [20] but the quantity of 
Ca and P added was 1.5 times greater to shorten the period of the bioactivity study. 
The samples were taken out, washed with distilled water and dried in air at 40 °C be-
fore coating characterization. 

Philips XL30 ESEM was employed for the structural and morphological characteriza-
tion of the sample. X-ray diffraction measurements were performed on Philips X’Pert 
MPD diffractometer with CuKα radiation, the X-ray generator operated at 40 kV and 40 
mA. Data sets were collected over the range of 5–90° with a step size of 0.02° and a count 
rate of 4.0 °/min. Identification of phases was achieved by comparing the diffraction pat-
terns of the samples with ICDD (JCPDS) standards. FT-IR spectra were obtained by using 
an Nicolet Avatar 360 spectrometer at the resolution of 4 cm–1. 

3. Results and discussion 

Figure 1 shows the surface morphology and cross-sections of the titania nanotube 
arrays fabricated by anodizing titanium in 1.75 M H2SO4 solutions with 0.5 wt. % 
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NH4F. It is clear that the surface of the titania nanotube layer is flat and smooth with 
discrete, hollow, cylindrical, tubular features. The nanotubes of the arrays possess the 
inner diameter of about 120 nm and the length of ca. 300 nm. This structure possesses 
larger surface areas and is different from the nonporous TiO2 layers formed from other 
electrolytes, such as sulfuric acid [21, 22]. In fluoride-containing electrolytes, the ano-
dization of titanium is accompanied with its chemical dissolution due to the formation 
of 2

6TiF .− Highly uniform nanotube arrays, instead of nonporous structure, were 
formed [23, 24]. 

  
Fig. 1. The surface morphology (a) and cross-section (b) of the titania nanotube arrays 

To evaluate the potential use of the titania nanotube layers as coatings for bio-
medical implants, the as-prepared titania nanotube layers were annealed at various 
temperatures and then soaked in 1.5 SBF. The microstructures of the nanotube arrays 
annealed from 300 °C to 600°C were observed by ESEM. There were no discernible 
changes in the tube diameters or wall thicknesses after annealing at 300 °C for 4 h. 
A little diminishing of the tube diameter occurred at 500 °C. As temperature raised to 
600°C, obvious breakage occurred as shown in Fig. 2. 

Fig. 2. The surface morphology of the nanotube 
arrays after annealing at 600 °C  

Figure 3 shows the XRD patterns of the sample annealed at different temperatures. 
The as-prepared titania nanotube arrays were found to be amorphous (curve e). It is 
clear that the sample crystallized in the anatase phase at the temperature close to 

a) b) 
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300 °C (curve b). The diffraction peak of anatase phase is enhanced at 500 °C (curve 
c). When the temperature approaches 600 °C (curve d), the rutile phase emerges in the 
X-ray diffraction pattern. The same heat treatment was performed on pure titanium 
without titania nanotube arrays. There is only Ti peak appearing on the pattern at 
500°C. The rutile phase emerges in the X-ray diffraction pattern straightly at 600°C 
(curve a).  

 
Fig. 3. XRD patterns of unanodized titanium (a) and the titania nanotubes 

arrays annealed at: b) 300 °C c) 500 °C, d) 600 °C, e) unannealed 

The results indicate that the crystallization of titania nanotube arrays changes as 
the annealing temperature rises. The changes in morphologies of the titania nanotube 
arrays at high temperatures are the result of crystallization of titania nanotube arrays 
and oxidation of titanium substrate. Anatase and rutile are two ordinary phases of tita-
nia; both belong to tetragonal structures but there are four TiO2 molecules in the unit 
cell of anatase, two in that of rutile. Oxygen octahedra are joined together via face in 
anatase, via culmination in rutile. According to the third principle of Pauling [20], the 
presence of shared polyhedral edges and especially shared polyhedral faces decreases 
the stability of the crystal structure. Thus the crystal phase of titania nanotube arrays 
could transform from anatase to rutile as the temperature is increased. 

The surface morphologies of the annealed titania nanotube arrays after soaking in 
1.5 SBF are shown in Fig. 4. There are no obvious changes on the surface of the unan-
nealed titania nanotube arrays (Fig. 4a), and the mouths of the nanotubes are clearly 
visible. For the samples annealed at 300 °C (Fig. 4b), only a small amount of particles 
formed sparsely scattered on the surface of the sample and could only be detected with 
ESEM. The morphology is very similar to that of the deposited apatite on a substrate 
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through biomimetic processing utilizing SBF [26]. These particles were thus regarded 
as apatite. For the samples annealed at 500 °C (Fig. 4c) and 600 °C (Fig. 4d), a new 
layer formed on the surface of the titania nanotube arrays. The new layer formed at 
600 °C is more compact than that formed at 500 °C.  

  

  

Fig. 4. SEM images of the samples soaked in 1.5 SBF unannealed (a) 
and annealed at 300 °C (b), 500 °C (c) and 600 °C (d) 

The XRD pattern of the layer is shown in Fig. 5 and compared with the standard 
card (JCPDS 09-432), indicating that the layer formed on the surface of titania nano-
tubes is an apatite layer. The FT-IR spectra of the new layer formed on the nanotube 
surface annealed at 500 °C and 600°C are shown in Fig. 6. The new formed layer ex-
hibited sharp P–O asymmetric stretching mode of 3

4PO − group at 1027 cm–1, triple and 
double degenerated bending modes of phosphate O–P–O bands at 607, 568, and 470 
cm–1 and modes of 2

3CO − group at 1458, 1418, and 871 cm–1. A broad absorption band 
at 3451cm–1 and the bending mode at 1652 cm–1 are the bands of H2O. The results 
indicate that the apatite formed on the nanotube arrays layer is B-type carbonated apa-
tite, in which 3

4PO − groups are partly substituted by 2
3CO .−  

Based on the above analyses, the bioactivity of titania nanotube arrays layer was 
ranked in the following series: annealed at 600°C > annealed at 500°C > annealed at 
300°C > unannealed. The apatite deposition on titania has been reported by Healy and 

a) b) 

c) d) 
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Ducheyne [27]. They have suggested that titanium was subjected to passive dissolu-
tion in SBF and within a soaking period up to 400h, the passive dissolution was gov-
erned by the hydrolysis of titania, which resulted in the formation of OH– and  

(4 )Ti(OH) .n
n

+−  The OH– ions were adsorbed on the oxide surface forming Ti–OH 
groups, and subsequently promote the nucleation of apatite on the surface of titanium. 

 
Fig. 5. XRD patterns of the samples soaked in 1.5 SBF annealed at 500 °C (a), and 600 °C (b) 

 
Fig. 6. FT-IR spectra of the new formedlayer after soaking in SBF for 9 days: 

a) the nanotube arrays with anatase phase annealed at 500°C, 
b) the nanotube arrays with a mixture of anatase and rutile phase annealed at 600 °C 

The forming of the Ti-OH groups is the key factor for the nucleation of apatite. 
However, the bioactivity of the titania nanotube arrays is distinguished due to different 
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crystal structure at present. The results imply that not all Ti-OH groups, but certain 
type of Ti-OH groups in a specific structural arrangement, are effective in inducing 
apatite nucleation. The amorphous structure cannot induce apatite formation on their 
surface in SBF, whereas the anatase structure is able to induce apatite formation. 
However, the mixture of anatase and rutile structure possesses a better capability for 
the formation of apatite than the former structure. This phenomenon has been reported 
by Uchida [28] who found that the titania gels with an amorphous structure did not 
induce apatite formation on their surfaces in SBF, whereas gels with an anatase or 
rutile structure induced apatite formation on their surfaces. Thus the bioactivity of the 
titania nanotube arrays lies on the crystal structure, mixture of anatase and rutile struc-
ture > anatase > amorphous. 

The control experiment has been carried out by Tsuchiya et al. [29]. They reported 
that on the compact anodic titania layer, which was obtained in H2SO4 solutions and 
annealed at 550 °C, there is no apatite layer formed after soaking in the 1.5SBF. The 
result implied that the porous structure of the titania nanotube arrays layer is advanta-
geous to the nucleation of apatite because the porous nature of the titania nanotue ar-
rays layer enhances the anchorage of the nucleation of apatite and opened up the pos-
sibility of the incorporation on the titanium. 

4. Conclusions 

The titania nanotube arrays were fabricated by titanium anodization in 
NH4F/H2SO4 electrolyte. The crystal structure of the arrays was transformed from 
amorphous to anatase and rutile after annealing at various temperatures. The bioactiv-
ity study was carried out by soaking the samples in 1.5 SBF. The results show that the 
titania nanotube arrays with a mixture of anatase and rutile structure possess a high 
apatite forming ability, implying that titania nanotube arrays with a specific crystal 
structures such as anatase, mixture of anatase and rutile, are effective for apatite for-
mation. These results suggest the bioactive titanium to be used as an implant material 
may be obtained by anodic oxidation and subsequent annealing. 
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Modelling of tribological behaviours 
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A high performance of advanced composite PEEK-CF30 enables it to be utilized in many of the 
most critical areas in general industry such as automotive, electronics, medical and aerospace. In the 
present paper, a back propagation (BP) neural network was used to study the effects of the pv factor and 
sliding distance on the friction and wear behaviour of 30 wt. % carbon fibre reinforced poly(ether)–ether 
–ketone advanced composite (PEEK-CF30) at the contact temperature of 120 ºC. An experimental plan 
was performed on a pin-on-disc machine for obtained experimental results under unlubricated conditions. 
By the use of BP neural network, nonlinear relationship models of the friction coefficient (μ) and weight 
loss (W) of PEEK-CF30 vs. the pv factor and sliding distance (S) were built based on the experimental 
data. The test results show that the well-trained BP neural network models can precisely predict the fric-
tion coefficient and wear weight loss according to the pv factor and sliding distance. A new method of 
predicting wear behaviours of composite PEEK-CF30 has been provided by the authors. 

Key words: BP neural network; friction and wear; advanced composite (PEEK-CF30) 

1. Introduction 

Preliminary investigations of neural networks techniques to predict tribological prop-
erties have been presented by Hutching’s group at the University of Cambridge [1] and 
Jones et al. [2]. Subsequently, Friedrich et al. [3, 4] investigated the potential of artificial 
neural network techniques to predict and analyze the wear behaviour of short fibre rein-
forced plastics. Using multiple-layer feed-forward artificial neural network, the coefficient 
of friction and the specific wear rate have been predicted based on the measured data base 
for polyamide 4.6 composites. The predictive quality of the artificial neural network in-
creased when enlarging the datasets and by optimising the net work construction. 

 __________  
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30 wt. % carbon fibre reinforced poly(ether)–ether–ketone (PEEK-CF30) is a rela-
tively new semicrystalline polymer with high melting and glass transition tempera-
tures |(Tm = 340 ºC and Tg = 143 ºC) [5]. The composite exhibits outstanding wear 
resistance and relatively low friction for several ranges of pressure, sliding velocity 
and contact temperature. The tribological behaviour of PEEK-CF30 composite/steel 
pair was extensively investigated in function of contact parameter and contact condi-
tions (unlubricated or lubricated) [6–16].  Zhang et al. [10] tested PEEK composites 
blended with various contents of polytetrafuorethylene and/or graphite and reinforced 
with various amounts of short carbon fibres, against steel, using a block-on-ring tri-
bometer under unlubricated conditions. According to these authors, the wear resis-
tance of PEEK can be significantly  improved by the use of various reinforcements (in 
particular, short carbon fibres, graphite flakes and PTFE particles), but at the cost of 
deterioration of some other mechanical properties in some degrees, e.g. toughness and 
strength. Davim et al. [15, 16] studied the friction and wear behaviour of PEEK-CF30 
under dry conditions using statistical techniques.  

 The objective of the present study was the prediction of tribological behaviour 
(friction and wear) of PEEK-CF30 with the pv factor and sliding distance S using back 
propagation (BP) neural networks. 

2. Algorithm and architecture of neural network models 

In engineering, the BP algorithm is a kind of a generalized form of the least-mean-
squares algorithm [17, 18]. The BP algorithm used in this work has been described 
elsewhere [19].  

 

Fig. 1. Scheme of the BP network 

The target of the research was to establish non-linear relationships between the in-
put parameters (pv, S) and the output parameters (μ, W) using BP neural networks. 
Two three-layer neural networks were built and used for predicting the friction coeffi-
cient and wear weight loss, respectively, via the neural-network toolbox of Matlab 
6.5® [18]. The quantity of nodes of hidden layers was determined by the trial-and-error 
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method. After trial-and-error computation for many times by the artificial neural net-
work program, the perfect topologies ({2, 7, 1}, {2, 5, 1}) of the two neural networks 
were obtained (Fig. 1). Sigmoid and pureline transfer functions were employed for 
hidden layers and output layers, respectively.  

3. Training and verifying 

3.1. Experimental data 

The experimental tests were conducted on a pin-on-disc tribometer. The pin was 
fixed to the load arm with a chuck. The pin stayed over the disc with two degrees of 
freedom: a vertical one, which allows normal load application by a pneumatic system, 
causing direct and permanent contact with the surface of the disc, and a horizontal 
one, for friction measurement. The temperature on contact was measured in steel disc 
boundary with an optical pyrometer. All experimental tests were performed with con-
tact temperature of 120 °C. The composite tested in this investigation was the PEEK 
reinforced with 30 wt. % of carbon fibres (PEEK-CF30) manufactured by Erta®. The 
counterfaces tested were made of carbon steel Ck45K (DIN) with the arithmetic mean 
roughness value Ra of ca. 0.5 μm. All pins were weighed in a balance with 0.1 mg 
precision. 

To ensure a reasonable distribution and a sufficient information content of the 
dataset, 30 experimental values of the friction coefficient and wear weight loss were 
collected, respectively, corresponding to various pv factors and sliding distances. 
Among these, 25 data were selected as training data of neural network, and the residu-
als were used to verify the predicted results. 

3.2. Normalization 

In order to relieve the training difficulty and balance the importance of each pa-
rameter during the training process, the examination data were normalized. It is rec-
ommended that the data be normalized between slightly offset values such as 0.1 and 
0.9. One way to scale input and output variables in interval [0.1, 0.9] is  

 ( ) min

max min

0.1 0.9 0.1n
P PP

P P
−= + − ×
−

 (1) 

Pn is the normalized value of P, and Pmax and Pmin are the maximum and minimum 
values of P, respectively.  

After the neural network was trained, tested and simulated, it is necessary for the 
simulating data to be unnormalized in the way corresponding to the normalization. 
The unnormalizing method is  
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 ( )( )max min

min

0.1
0.9 0.1

nP P P
P

P
− −

=
− +

  (2) 

where P is the unnormalized value of Pn. 

3.3. Training and verifying 

After about 10 and 12 cycles of training, the training errors of two networks at-
tained stabilization, reaching about 0.064 and 0.097, respectively, as shown in 
Figs. 2 and 3.  

 
Fig. 2. The training error curve of friction coefficient network 

 

Fig. 3. The training error curve of wear weight loss network 
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The verifying results of trained data are shown in Figs. 4 and 5. The test results are 
shown in Table 1; the relative error of all the test data is lower than 15%.  

 

Fig. 4. Verifying results of the friction coefficient  
of training specimens using the BP neural network 

 

Fig. 5. Verifying results of wear weight loss of training 
specimens using the BP neural network 

These results show that a well-trained network model takes on optimal generaliza-
tion performance, and has a great accuracy in predicting the friction coefficient and 
wear weight loss. 
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Table 1. The tested data, predicted values of BP neural network and error  

Inputs  Friction coefficient Wear weight loss /mg 

pv 
/MPa·m·s–1 

Sliding 
distance/m Tested data Predicted

values  
Relative
error/% Tested data Predicted

values  
Relative 
error /% 

0.5 8000 0.83 0.83 0 6.4 6.5 1.8 
1.0 3500 0.60 0.59 –2.5 4.5 4.8 7.9 
1.5 8000 0.76 0.78 2.1 6.2 6.4 2.3 
2.0 5000 0.59 0.62 4.9 5.0 5.2 5.6 
2.5 10000 0.77 0.75 –3.1 6.9 7.7 12.2 

4. Prediction and discussion 
After neural networks have been successfully trained, all domain knowledge extracted 

out from the existing samples is stored as digital form in weights associated with each 
connection between neurons. Results shown in Figs. 6–9 were obtained making a full use 
of the domain knowledge stored in the trained networks. The figures  show the depend-
ences of tribological properties (friction coefficient and weight loss) on the pv factor and 
sliding distance. 

4.1. Friction coefficient analysis 

Figures 6–8 show the prediction of the coefficient of friction of PEEK CF30 
against steel in function of the pv factor and sliding distance. The friction coefficient  
increased upon increasing the sliding distance and decreased upon increasing the pv 
factor. It is important to refer that all the results were obtained for temperatures below 
the glass transition temperature (Tg = 143 ºC) of the PEEK matrix of the composite. At 
the contact temperature, approximately 120 ºC, the increase of the pv factor facilitates 
 

 

Fig. 6. Prediction for the relationship of the friction coefficient vs. 
 pv and sliding distance using the BP neural network 
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Fig. 7. Prediction for the effect of sliding distance  
on the friction coefficient using the BP neural network 

 

Fig. 8. Prediction for the effect of pv factor  
on the friction coefficient using the BP neural network 

the transference of the PEEK film for the steel counterface. With the increase of the pv 
factor this transfer film formed a uniform and continuous layer on the steel track. In 
general the increase of sliding distance damages the contact surface, resulting in in-
creasing the friction coefficient. The friction coefficient is highly influenced by sliding 
distance and in a smaller degree by the pv factor. 
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4.2. Wear analysis 

Figures 9 and 10 show the prediction of weight loss of PEEK CF30 against steel 
in function of the pv factor and sliding distance.  

 

Fig. 9. Prediction for the relationship of wear weight loss vs. pv factor 
 and sliding distance using BP neural network 

 

Fig. 10. Prediction for the effect of sliding distance  
on wear weight loss using neural network 

At a small pv factor (0.5), the weight loss increases slowly above the sliding dis-
tance of 5000 m. On the other hand, at high pv values (1.5; 2.0 and 3.0), the increase 
of the weight loss is slower and nearly linear at small sliding distances, and much 
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steeper above ca. 7000 m. SEM examinations of the worn surface of PEEK CF30 re-
vealed an increase of fibre breakage and fibre removal from PEEK matrix with the 
increasing of mechanical action pv factor (Fig. 11). The weigh loss is highly influ-
enced by the sliding distance. 

 
Fig. 11. Worn surface examples of PEEK-CF30 (sliding distance 10 km):  

a) pv = 0.5 MPa·m·s–1; b) pv = 3 MPa·m·s–1 

5. Conclusions 

The following conclusions can be drawn from friction and wear behaviour of 
PEEK-CF30 using BP neural networks: 

• Non-linear models of the friction coefficient and weight loss of PEEK-CF30 vs. 
the pv factor and sliding distance have been built. The test results show that the well-
trained BP neural network models can precisely predict the friction coefficient and 
wear weight loss according to the pv factor and sliding distance.  

• The friction and wear is highly influenced by sliding distance and in a smaller 
degree by the pv factor. 

• The BP neural networks should be used for modelling the behaviour of the fric-
tion and wear in complex tribological systems with care and enough data. The degree 
of complexity of the investigated material and number of the factors affecting its prop-
erties do not allow considering the present results as generally true for all PEEK-based 
systems. 
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 Morphology expression and proliferation  
of human osteoblasts on bioactive glass scaffolds 
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Bioactive glass was designed as a scaffold to be used for bone reconstruction or regeneration. Bioac-
tive glass scaffold with pore sizes ranging from in 100 μm to 400 μm in diameter was fabricated by the 
sol-gel method, and the biocompatibility evaluation of bioactive glass scaffolds was also performed by 
culture in vitro models. Cells cultured in the extracts of bioactive glass appeared to show normal mor-
phology. The scaffolds supported osteoblast growth and induced differentiation within the 21 day culture 
period. Confocal laser scanning microscopy demonstrated a normal cell distribution and proliferation on 
porous biomaterials. Osteoblasts attached and proliferated on the scaffold as demonstrated by scanning 
electron microscopy (SEM). Nodule formation and multilayer structures were observed on the scaffold 
surface and in the pores of the glass. The relationship between seeding density and viability of human 
osteoblasts cultured on the porous bioactive glass were measured. 

Key words: bioactive glass scaffold; morphology; proliferation; human osteoblasts; biomaterials 

1. Introduction 

Bioactive glass and ceramic materials have been given a lot of attention as candi-
dates for implant materials since they possess certain highly desirable characteristics 
for some clinical applications of human skeleton substitution, heart values renewing, 
dental crown repairing [1, 2]. An ideal scaffold for bone tissue engineering applica-
tions should fulfil several criteria. First, the scaffold should be biocompatible (non 
toxic) and act as a three-dimensional (3D) template for in vitro and in vivo bone 
growth [3]. It therefore must consist of an interconnected macroporous network with 
a modal interconnected pore diameter of at least 100 μm to allow cell migration, bone 

 __________  
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ingrowth and eventually vascularization [4, 5]. The scaffold material should be the one 
that promotes cell adhesion and activity and ideally stimulates osteogenesis at the 
genetic level [6] so that a tissue engineered construct can be grown in vitro, ready for 
implantation. This construct should have mechanical properties matching those of the 
host bone. The scaffold should bond to the host bone, creating a stable interface and 
the scaffold should then resorb at the same rate as the bone is regenerated, with non-
toxic degradation products. 

Bioactive glass material used to repair and substitute human hard tissue is a new 
branch of material field and is to be gradually noticed in the field of medicine and 
clinic. Bioactive glass was chosen as a scaffold material because bioactive glasses 
bond to bone and stimulate bone growth (osteoinduction) [6]. Bioactive glass may 
meet biological requirements for its composition and microstructure should be similar 
to those of hard tissue of human beings. Even though the mechanical performance of 
bioactive glass cannot be matched to human hard tissue (bone and tooth), bioactive 
glass can be used as scaffolds to allow cell growth and be helpful to promote bone 
reconstruction or regeneration in the way of tissue engineering. In many cases, me-
chanical properties are much less important compared with biological features [7]. For 
example, due to excellent mechanical properties, metallic implants or prostheses are 
used to connect broken bones. However, stress that must be transformed by bone is 
impaired by the metallic implants, consequently, there is no stress to stimulate tissue 
growth at the broken bone ends, and the bone reconstruction would stop soon. On the 
other hand, if biodegradable implants such as bioactive glass are used as scaffolds, 
cellular tissue can grow into the pores in the scaffolds and partial stress will pass 
through the broken ends which may result in a stimulation action to accelerate bone 
reconstruction. In the present paper, biodegradable bioactive glass scaffolds were fab-
ricated and modulated by cell culture before the scaffolds are moved into human body 
[8]. The initial response of human osteoblasts to bioactive glass scaffolds was investi-
gated. Some biological performances related to both material feature and cell charac-
ters are revealed in this study. 

2. Experimental 

Fabrication of bioactive glass scaffolds and their characterization. The composi-
tion of porous glass is: SiO2 (60 mol %), CaO (35 mol %), and P2O5 (5 mol %). First, 
bioactive glass powder was prepared by the sol-gel method [9]. Sol was prepared from 
tetraethylorthosilicate (TEOS), deionized water as a solvent, hydrochloric acid as 
a catalyst, and calcium nitrate and TEP as CaO and P2O5 precursors. The synthesis 
was carried out at a low pH causing a spontaneous gelation owing to hydrolysis of 
TEOS and subsequent condensation of formed Si–OH groups. The sol was kept 3 days 
at room temperature, to allow the hydrolysis and polycondensation reactions, until the 
gel was formed. For aging, the gel was heated at 60 °C for 3 days. The dried gel was 
heated at 160 °C for 2 days, then was ground for 8 h. Then the bioactive glass powder 
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was blended with foams and polyvinyl solution to obtain slurry, which was soaked by 
a porous organic material [10]. Finally, the specimen was sintered at 700 °C for 3 h. 
Pore size in specimen was controlled by pore size in the porous organic material. 

Scanning electron microscopy (SEM) on gold-coated specimen was used to exam-
ine the morphological and textural features of the sample, using an accelerating volt-
age of 15 kV. X-ray diffraction (XRD) trace was obtained of the sample using a Phil-
ips PW1700 series automated XRD spectrometer, using a step scanning method with 
CuKα radiation in Θ–2Θ scans and grazing incidence 2Θ scans. Macropore size distri-
butions were determined by intrusion mercury porosimetry (Poresizer 9320, Micro-
meritics, U.S.A.). The mesopore diameter distribution was calculated by the BJH 
method [11] applied to the desorption curves, and micropore analysis was determined 
by the Horvath and Kawazoe method [12]. 

Proliferation and morphology of cell cultured in the extract. The cytotoxicity of 
the scaffold was assessed by preparing aqueous extracts according to the recom-
mended method of International Standards Organisation (ISO) [13]. Stroma osteoblas-
tic cells were obtained from the marrow of young adult male. The tissue culture plastic 
polystyrene was used as non-toxic negative control material and tin-stabilised (tribu-
tyltin) polyvinylchloride was used as the positive toxic control material. Before pre-
paring the aqueous extracts, the bioactive glass discs were sterilized in an autoclave. 
The control material discs were immersed in 70% (volume fraction) ethanol for 1 h 
prior to treatment with PBS containing 100 units/cm3 penicilin and 100 μg/cm3 strep-
tomycin for 1 h. Then all the discs were immersed in the extracting media for prepara-
tion of the extracts. The extract media were Dulbecco’s modification of eagles me-
dium (DMEM) supplemented with 10% foetal calf serum (FCS), 50 units/cm3 
penicillin and 50 μg/cm3 streptomycin for cells. The ratio of the volume of the extrac-
tant to the surface area of the material was 1 cm3/cm2. The extraction process was 
carried out in a water bath at 37 °C in 75 cm3 flasks which were shaken at a speed of  
60–65 rev/min. After extracting for 48 h, the extracts were passed through a 0.22 μm 
filter, then stored at –20 °C. Cell attachment and cell morphology were observed un-
der the reverse microscope. 

Cell culture and proliferation on the scaffolds. For cell culture studies, scaffold 
samples were cut to 8×8×4 mm3 and fixed to 24-well polystyrene culture plates using 
2% agar (to prevent floating). The entire well plates were then sterilized under ultra-
violet (UV) light for 1 h. The samples were then incubated in DMEM, supplemented 
with 1% (v/v) penicillin/streptomycin, at 37 °C for 72 h (preconditioning). Cell seed-
ing was performed by addition of a concentrated cell suspension in a drop-wise man-
ner to ensure cell loading directly onto the foams. After 10 days, other unattached cells 
were removed from the flasks by repeatedly washing with PBS. With confluent 
monolayers reached, cells were enzymatically lifted from the flasks by trypsin. 
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Aliquots of 50 mm3 of cell suspensions with cell seeding densities of 5×103, 
1×104, 5×104, 1×105, 1×106 and 5×106/cm2 were seeded on the top surface area of the 
bioactive glass scaffolds (specimen) which were mounted in the 24 well polystyrene 
culture plats, respectively. The scaffolds were left undisturbed in an incubator for 45 
min to allow the cells to attach to the scaffolds，after which time an additional 2 cm3 
culture medium containing 20 mm3 dexamethasone was added to each well. Medium 
was changed every 2 days. At time intervals of 1, 2, 3, 4, 5, 6 weeks, cells in the scaf-
folds were washed three times by PBS，and deattached by trypsin solution. Cell 
numbers were determined both by heamocytometer counter and by a fluorometric 
quantification of DNA by an assay adapted from West. Cells were visualized in the 
confocal laser scanning microscope (CLSM) studied by staining the sample with eth-
dium and phalloidin. 

For SEM observation, the specimens cultured for 21 days were dehydrated in 
a graded series of methanol prior to critical-point drying. The disks with the cultured 
cells were mounted on the aluminium stubs and coated with gold in a sputtering appa-
ratus, and finally the specimens were examined at 15 kV under a scanning electron 
microscope. 

Total protein determination of cells cultured on materials. To investigate cell pro-
liferation and colonization rate on the materials, osteoblastic cells were cultured on the 
materials placed in 24 well plates with cell seeding densities of 5×104/cm2. After seed-
ing 1 h, 1.5 cm3 culture medium was added to each well and the samples were incu-
bated as before. At 24 h intervals the medium in the each row (4 wells) was removed 
and the cells washed with PBS to remove all the traces of the culture medium. On the 
8th day, the final row was taken, and the cell protein in all the wells was solubilised 
using 1 cm3 0.5mol/dm3 NaCl and total protein content determination by the modified 
Lowry assay. Briefly, to each well, 100 mm3 of 0.1 M NaOH was added and the plates 
were then covered with mylar film. The plates were swirled gently over night before 
50 mm3 of the cell lysates were transferred to a new 24 well plate together with bovine 
serum albumin (50 mm3 of 0.063–1.0 μg/cm3) as a standard. 200 mm3 of the solution 
containing 50 cm3 of 2% Na2CO3 dissolved in 0.1 M NaOH mixed with 0.5 cm3 of 1% 
CuSO4 and 0.5 cm3 of 2% Na-K-tartrate was added to each well and the plates were 
swirled for exactly 10 min. 50 mm3 of the Fohlin–Ciocalteu phenol reagent (diluted 
1:5) was then added to each well and the plates were again left to swirl for 30 min. 
Absorbance was monitored at 690 nm using a Labsystems iEMS Reader MF. For 
comparison, a control group of cells was cultured in the 24 well plates (made of poly-
styrene) without materials. 

Statistical analysis. All measurements were collected and expressed as mean stan-
dard deviations. Single factor analysis of variance was employed to assess the statisti-
cal significance of results for all biological experiments. 
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3. Results 

3.1 Materials characterization 

The XRD study of the bioactive glass confirms that the material is amorphous 
(Fig. 1) because no diffraction maxima are observed and only a broad band for 2Θ 
between 10° and 50° is detected for the gel bioactive glass. 

 
Fig. 1. XRD of bioactive glass 

 
Fig. 2. SEM of bioactive glass scaffold obtained by the sol-gel method 
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SEM in Fig. 2 shows typical macroporous structure of the bioactive glass scaffolds 
with pore size ranged within 100–400 μm, which is 10–20 diameters of human os-
teoblast. The average pore size diameter is 55.75 μm and the pore volume is 0.435 cm3/g 
measured by low pressure mercury intrusion porosimetry. Porous glass has a narrow and 
small pore size distribution in mesoporous scale with diameters in the range of 2–50 nm. 
The micropores in samples are mostly between 0.5 and 1 nm and the distributions are 
almost identical. Macropore size in scaffold is very important because cell growth in 
pores requires enough nutrition and metabolism. Too small pore size will limit cellular 
metabolism and also limit the cells to move into the pores. For cell growth in the pores, 
cell number must be sufficient because the environmental condition must be met for cell 
proliferation which depends on cell communication each other. The lower the cell den-
sity, the less information, the lower proliferation rate [14]. 

3.2. Cell morphology cultured in the extracts 

Figure 3 shows the morphological observation of osteoblastic cells cultured in the 
extracts and the control. Cells appeared to show normal morphology in both the nega-
tive control (Fig. 3b) and extracts (Fig. 3c) with cell sizes ranging from 10 to 20 μm in 
diameter. Cells attached to the culture plate, and cells round in shape were in state of 
 

  

 

Fig. 3. Morphological appearance of osteoblastic 
cells after 3 day culture in the extracts 

 and the controls: a) positive control, b) negative 
control, c) extracts of bioactive glass 
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synthesis of DNA (cell mitosis) which indicated that cells had strong generation abilities. 
However, it is apparent that the number of cells was increased in glass extract more than 
that in negative control. This indicated that bioactive glass extracts can promote cell 
growth and differentiation. After 3 day exposure to the positive control, almost all of the 
cells died and detached of the bottom of the culture plate (Fig. 3a). These results showed 
no toxicity was present in bioactive glass materials, and the positive control was severely 
toxic and caused a marked detachment and death in cell culture. 

3.3. CLSM and SEM observation 

As a result observed by CLSM (Fig. 4), after stained with ethdium and phalloidin, 
human osteoblast cells with the nucleus in the colour of red grew well on the surface 
of materials. Cells were observed to attach and spread on the scaffold structures. Cell 
morphology image showed elongated ellipses, with long processes extending from the 
cell body. In porous materials, cells grew along the walls of the pores and penetrated 
down to the bottom of many pores. There were some changes in the cell morphology 
depending on the shape of the pore wall. 

 
Fig. 4. CLSM images of cells in pores: a) 20 μm from the surface, b) 40μm from the surface 

Mineralized nodule formation is basically considered to be the final result of dif-
ferentiation and function of the osteoblasts. Figure 5 shows the osteoblasts morphol-
ogy on the bioactive glass scaffold, where cells have been cultured for 21 days. Cells 
formed multilayer structures on surfaces of the materials (Fig. 5a), and nodule struc-
tures where mineralization occurs can be observed. The nodules were connected to the 
cell surface by extracellular fibres. The same multilayer structures and nodules were 
formed in scaffold pore, and cells attach and spread as shown in Fig. 5b. We found 
many nodules of various sizes and shapes on the cell multilayer. Cells surrounded 
collagenous matrix, matrix vesicles, and minerals. The rough surface of the porous 
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material may result in an uneven distribution of cells. Also some cells may migrate 
into and grow in the deep pores. Therefore, the cell distribution on the porous material 
surface is different from place to place. 

 
Fig. 5. SEM of human osteoblasts cultured on bioactive glass  

scaffold surface (a) and within a pore (b) for 21 days 

 
Fig. 6. Viability of human osteoblasts cultured on a bioactive glass 

Cell proliferation at the surface of bioactive glass was measured by determining 
the increase in DNA content up to 7 days (Fig. 6). The proliferation results indicate 
a correlation between culture time and cell proliferation. Cell viability increased with 
the increase of culture time, there were statistically significant differences in cell vi-
ability between 7 day culture and fresh ones when seeding density exceeded 
1×104/cm2. On the other hand, cell viability was significantly influenced by seeding den-
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sity, as shown in Fig. 6. For cell healthy growth, seeding density at least of 1×104/cm2 is 
required; otherwise, cells in pores will die due to less information among cells. 

3.4. Total protein determination of cells culture on materials 

Proliferation of the human osteoblasts was measured quantitatively in terms of 
protein content on the materials (Fig. 7). Our results showed that total protein in-
creased gradually in all cultures from day 1 up to day 6, then decreased, thereafter 
increased again after day 8. During the early stages of culture (days 1-4), no differ-
ences was noted between the bioactive culture and the control. However, on day 6 the 
total protein was significantly higher in the bioactive culture when compared to con-
trol cultures. From the results of protein assay, osteoblasts proliferation is more rapid 
on bioactive glass than on polystyrene, which indicates bioactive glass has the stimu-
lating effects to promote cell proliferation rate. 

 
Fig. 7. Proliferation in terms of total protein of cells on bioactive glass 

 compared with the cell culture on polystyrene culture plates 

4. Discussion 

An ideal scaffold would be the one that mimics the extracellular matrix of the tis-
sue that is to be replaced so that it can act as a template in three dimensions onto 
which cells attach, multiply, migrate and function. The biological characteristics of 
bioactive glass based materials when used as implants depend on many factors such as 
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material composition, microstructure, porosity, and pore structure (morphology and 
size) [10]. 

Bioactive glasses are amorphous silica based materials that are biocompatible, 
bioactive, osteoconductive, and even osteoproductive [15]. Their bone bonding ability 
has been attributed to the formation of a hydroxycarbonate apatite (HCA) layer in the 
surface of the glass on contact with body fluid [16]. The composition and structure of 
the HCA layer is similar to that of bone mineral, hence a strong bond can be formed. 
An important discovery for the development of regenerative medicine is that dissolu-
tion products from bioactive glasses exert a genetic control over osteoblast (bone pro-
genitor cells) cell cycle and rapid expression of genes that regulate osteogenesis and 
the production of growth factors [17, 18]. Silicon has been found to be a major con-
tributor to the mineralization of bone and gene activation, which leads to the substitu-
tion of silicon for calcium into synthetic hydroxyapatite. In vivo results showed that 
bone ingrowth in silicon substituted HA granules was significantly greater than that 
into phase pure HA granules [16]. 

In the present investigation, an excellent biocompatibility of bioactive glass has 
been demonstrated by the in vitro cell growth on the material. Normal morphology of 
cells was retained after culture on material, and the cells were able to attach and grow 
on the material surface as well in deep pores within the materials. Primary human 
osteoblasts were observed to attach, spread, proliferate and form mineralized nodules 
when cultured on bioactive glass materials. Extensive nodule formation on the scaf-
folds was observed by SEM. 

CLSM is an important method in many areas of biological and medical research. 
By confocal scanning, the out-of-focus-blur can be eliminated. The illumination is 
restricted to a single point and almost all the light emission from regions above and 
below the focal plane of a CLSM is physically prevented. A clear image can be ob-
tained. Compared with SEM observation, CLSM is more favourable to observe cells 
in situ and to investigate the cell biological components and cell substructure by using 
staining. Specially, by CLSM the cells on different layers behind the first layer can be 
clearly observed and their shape measured. Therefore, the cells attached to the pore 
wall in the porous material could be scanned step by step down to the deep pore and 
numbers of cells at precise depths throughout the substratum could be estimated. 
A difficulty in our research was that neither CLSM nor SEM is able to observe cells 
which have moved into the lateral pores within the material. 

During bone regeneration by autogenous osteoblast sterilized from stem marrow 
cells, the scaffolding materials used in this approach must allow the attachment of 
osteblasts because they are anchorage-dependent cells that require a supportive matrix 
in order to survive and proliferate. This approach shows that osteoblast can attach to 
the bioactive glass scaffolds. Subsequently, human osteoblasts populated the con-
structs by the proliferation of the transplanted cells and the migration of cells into the 
construct from the surrounding tissue while the bioactive glass gradually degrades or 
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partly degrades. Eventually, the construct is filled with calcified extracellular matrix 
secreted by the osteoblasts and is devoid of the synthetic biodegradable bioactive glass. 

Cell proliferation on the materials was assessed by measuring total protein content 
by the Lowry method. Previous studies [17, 18] have shown that measurement of the 
total cell protein in proliferating cell cultures correlates well with cell numbers 
throughout the log phase of growth. As the osteoblasts approach confluence, they pro-
duce extracellular matrix on the materials. This is composed predominantly of type I 
collagen and, although it will contribute to the overall protein content of the cultures, 
it will not be detected by the Lowry assay. This method detects tyrosine, trytophan, 
and phenylalanine amino acid residues on protein molecules, whereas collagen, being 
mainly composed of glycine, praline and hydroxyproline, is not detected. The protocol 
used for the Lowry assay ensures that only attached cells are measured, and it is as-
sumed that to remain attached to the materials the cells must be viable. Thus, the pro-
tein content is equivalent to the number of viable cells. 

Cell viability was significantly influenced by seeding density. We failed to culture 
cells at low seeding densities on porous materials if the material had not been im-
mersed in culture medium. We believe that there are two factors producing this effect. 
One is related with the cells themselves. Growing cells need to communicate with 
each other, and at low density due to lack of communication, cell colonization in deep 
pores would be impaired. The other factor results from the material surface. Higher 
bioactivity of material surface will induce acute inflammation by metabolism and se-
cretion will impair after cells phagocyte the materials. 

5. Conclusions 

Bioactive glass scaffolds support the attachment, proliferation and mineralized 
nodule formation of human primary osteoblasts. It provides an appropriate environ-
ment for the proliferation and differentiation of osteoblasts and allows the ingrowth of 
vascular tissue to ensure the survival of the transplanted cells. During short culture 
term, cells displayed normal morphology features and migrated into deep pore. Multi-
layer structures and nodules were formed on the scaffold surface and in the pores of 
the glass. The result of total protein assay reviews that bioactive glass has the stimulat-
ing effects to promote cell proliferation rate. This scaffold therefore has potential in 
bone tissue regeneration. 
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A novel, visible-light-activated Fe2O3/SnO2 photocatalyst was prepared by the co-precipitation 
method, and characterized by X-ray diffraction (XRD), transmission electron microscopy (TEM), N2 
adsorption–desorption measurement and UV-Vis diffuse reflectance spectroscopy. The phase composi-
tion, crystallite size, BET surface area and optical absorption of the sample were found to vary signifi-
cantly with the calcining temperature. The photocatalytic activities of Fe2O3/SnO2 photocatalysts were 
evaluated based on the photodegradation of acid blue 62 as a probe reaction. Experimental results indi-
cated that the Fe2O3/SnO2 photocatalyst calcined at 400 °C for 3 h (the molar ratio of Fe to Sn is 2:1) 
exhibited maximum photocatalytic activity due to the sample with a smaller particle size of 15 nm and a 
higher surface area of 28.8 m2⋅g–1. Under visible light (λ > 400 nm) irradiation, the degradation rate of 
acid blue 62 reached 98.0% in 60 min, which is about 3.6 times higher than that of the standard P25 
photocatalyst. Additionally, the efficient electron–hole separation at the Fe2O3/SnO2 photocatalyst inter-
face may play another important role in photodegradation. 

Key words: photocatalysis; Fe2O3/SnO2; acid blue 62; visible light 

1. Introduction 

Semiconductor photocatalysis, as one of the advanced physicochemical processes, 
has been extensively studied for solving existing environmental problems such as 
wastewater treatment [1]. The process may proceed at ambient conditions, with the 
use of solar light as the energy source and atmospheric oxygen as oxidant [2]. Many 
organic compounds have shown to be oxidized to CO2, water and mineral acids by this 
method [3]. Among various oxide semiconductor photocatalysts, TiO2 was intensively 
investigated because of its biological and chemical inertness, strong oxidizing power, 
nontoxicity and long-term stability against photo and chemical corrosion [4, 5]. How-

 __________  
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ever, there is still a problem that TiO2 is effective only under ultraviolet irradiation  
(λ < 380 nm) due to its large band gap (3.2 eV) [6, 7]. Furthermore, fast recombination 
of photogenerated electron–hole pairs hinders the commercialization of this technol-
ogy [8, 9]. Therefore, it is of great interest to separate the electron–hole pairs effec-
tively to increase the photon efficiencies and develop new visible-light-activated 
photocatalysts to extend the absorption wavelength range into the visible light region. 
In this sense, an interesting approach to deal with the issue is carried out by a coupled 
semiconductor technique. 

In recent works, there has been a number of studies related to the photocatalytic ac-
tivity of coupled semiconductor photocatalysts, such as TiO2/CeO2 [10], TiO2/WO3 [11], 
TiO2/SnO2 [12], ZnO/SnO2 [13]. These coupled semiconductor photocatalysts may in-
crease the photocatalytic efficiency by increasing the charge separation and extending 
the photo-responding range. In addition, they also exhibit fine optical properties com-
pared with the corresponding bulk ones due to the quantum confinement effects [14]. 

In this study, a novel visible-light-activated coupled Fe2O3/SnO2 photocatalyst was 
synthesized by co-precipitation. In order to optimize the preparation for the photocata-
lyst, a series of Fe2O3/SnO2 nanocomposites with various calcination temperatures and 
molar ratios of Fe to Sn were prepared, and their photocatalytic activities were evalu-
ated using the indigoid dye, acid blue 62 (AB62), as a model organic compound. Fur-
thermore, physical and optical properties of the Fe2O3/SnO2 nanocomposites have been 
explored. To the best of our knowledge, the Fe2O3/SnO2 photocatalyst has not been 
reported, and it shows significantly high photocatalytic activity in degradation aque-
ous AB62 solution under visible light irradiation (λ > 400 nm). 

2. Experiment 

Reagents. All chemicals used in this study were received from the Shanghai Chemical 
Reagent Factory of China and used without further purification. NH3·H2O, SnCl4·5H2O 
and FeCl3·6H2O were the analytical reagents. The intensity of AB62 is 200%. 

Preparation of photocatalysts. Fe2O3/SnO2 nanocomposite powders were prepared 
by co-precipitation. SnCl4·5H2O and FeCl3·6H2O were used as the starting materials, 
and ammonia (1:1) was used as the precipitator. SnCl4·5H2O and FeCl3·6H2O were 
mixed at various molar ratios and dissolved in a minimum amount of deionized water. 
The mixed solution was stirred at room temperature and added drop-wise with the 
ammonia until it transformed to precipitate completely. The precipitate was filtered 
and washed with deionized water until no Cl– was found in the filtrates (the absence of 
Cl ions in the filtrate was checked using aqueous AgNO3 solution). Then the wet pow-
der was dried at about 100 °C in air to form the precursor of the coupled Fe2O3/SnO2 
photocatalyst. Finally, the precursors were calcined for 3 h at varuious temperatures in 
air to prepare the photocatalyst powders.  
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Characterization of photocatalysts. To determine the crystallite size and identity 
of the Fe2O3/SnO2 nanocomposite powders, X-ray powder diffraction (XRD) analysis 
was carried out using a Rigaku D/max-2550PC diffractometer with unmonochroma-
tized CuKα radiation (λ = 0.15406 nm), over the 2θ collection range of 0–80°. The 
particle sizes and shapes of the samples were tested using a Hitachi H-800 Transmis-
sion Electron Microscone(TEM). The Brunauer–Emmett–Teller (BET) surface areas 
were determined using a Micromeritics ASAP 2010 N2 adsorption apparatus. UV-Vis 
diffuse reflectance spectra (UV-Vis DRS) were recorded in air at room temperature in 
the 200–800 nm wavelength range, using a PE LAMBDA35 spectrophotometer with 
an integrating sphere. 

Photocatalytic activity measurements. A 1000 W Xe lamp positioned over the 
quartz glass reactor was used as the light source and visible-light-activated photocata-
lytic activity of Fe2O3/SnO2 photocatalyst was tested with all irradiation below 400 nm 
removed by using a cutoff filter. The distance between the light source and the surface 
of the solution was 50 cm. In all experiments, the photocatalytic reaction was kept at 
room temperature, which was achieved by a circulating water jacket (Pyrex). 

A set of photocatalytic degradation experiments in aqueous AB62 solution was 
performed with the following procedure: 0.25g photocatalyst powders were added into 
250 ml AB62 solution with an initial concentration of 50 mg·dm−3; prior to photoreac-
tion, the aqueous mixture was magnetically stirred in the dark for 30 min to reach 
adsorption–desorption equilibrium; then the reaction mixture, still stirred, was irradi-
ated by visible light vertically from the top; during the photoreaction, the samples 
were drawn from the reaction suspension at 10 min time intervals; the collected sam-
ples were centrifuged at 10 000 rpm for 10 min, and then filtered through a 0.2 μm 
millipore filter to remove the particles; The AB62 concentrations of the filtrates were 
analyzed by UV-Vis spectroscopy (TU-1810) at its maximum absorption wavelength 
of 595 nm.  

3. Results and discussion 

3.1. Catalyst characterization 

The XRD patterns of the Fe2O3/SnO2 photocatalyst calcined at various tempera-
tures for 3 h are shown in Fig. 1. It can be seen that the XRD pattern of the sample 
calcined at 300 °C (Fig. 1a) only contains broad reflections of SnO2 indicating poorly 
crystallized material. While calcined at 400 °C, the diffraction peaks clearly show that 
the SnO2 and Fe2O3 nanocrystals co-existed in the samples. With the increase of cal-
cining temperature (at 500 °C), the phase composition is still a mixture of SnO2 and 
Fe2O3 phases but the diffraction peak intensity obviously increases due to the growth 
of crystallites and enhancement of crystallization. The average grain size estimated 
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from the highest intensity diffraction peaks of SnO2 (2Θ = 33.92) using Scherrer’s 
equation were 6.8 nm, 15.0 nm and 23.7 nm for samples a, b and c, respectively. It is 
obvious that the crystal sizes of the samples improved with the increase of calcining 
temperature, while the BET surface areas decreased. These processes are summarized 
in Table 1.  

 
Fig. 1. XRD patterns of the Fe2O3/SnO2 photocatalysts calcined at: 

 a) 300 °C, b) 400 °C, c) 500 °C; 1 – SnO2, 2 – Fe2O3 

Table 1. Effect of calcination temperature on the average crystallite size  
and the BET surface area of the Fe2O3/SnO2 samples 

Calcination  
temperature [°C]  

BET surface  
areaa [m2⋅g–1]  

Crystallite 
sizeb [nm]  

300 
350 
400 
500 
600 

– 
37.4 
28.8 
16.0 
5.6 

6.8 
– 

15.0 
23.7 
36.2 

aSurface area of the composite Fe2O3/SnO2 photocatalyst powder. 
bAverage crystallite size calculated by applying the Scherrer formula to the 

highest intensity diffraction peaks of SnO2(2Θ = 33.92). 

The grain size of the Fe2O3/SnO2 nanocomposite varied with calcining tempera-
ture, which has been confirmed in the TEM patterns (as shown in Fig. 2). It can be 
seen that the sample calcined at 300 °C appeared amorphous because of its weak crys-
tallization. The grain edge of the sample was slightly dim (Fig. 2a). The TEM images 
also indicated that the grain size was homogenous and fairly small (about 15 nm) 
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when the sample was calcined at 400 °C. By contrast, the sample calcined at 500 °C 
displayed greater particle size, which is estimated to be about 25 nm due to the en-
hancement of crystallization or sintering between smaller particles. An increase in the 
calcining temperature caused the Fe2O3/SnO2 photocatalyst particles to become larger. 
The result was in agreement with that of XRD.  

  

Fig. 2. TEM images of Fe2O3/SnO2 photocatalyst 
calcined at: a) 300 °C, b) 400 °C and c) 500 °C  

Figure 3 gives the UV-Vis-DRS of the Fe2O3/SnO2 photocatalysts calcined at 300, 
400 and 500 °C, respectively. It can be seen clearly that the intensity of reflectance is 
reduced with the increase of calcination temperature. This implies that the absorption 
edges of the samples shift to the longer wavelength range [15]. The wavelengths of 
absorption edges were determined by extrapolating the horizontal and sharply rising 
portions of the curve and defining the edge as the wavelength of the intersection [16]. 
When calcined at 300 °C, the sample has a little absorption in the range of visible light 
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and the absorption edge is about 460 nm. With the increase of calcining temperature 
(reached 400 °C), the absorption edge of the sample has a red-shift of about 20 nm.  
 

 
Fig. 3. UV-Vis-DRS of the Fe2O3/SnO2 photocatalys calcined at:  

a) 300 °C, b) 400 °C and c) 500 °C 

The red shift is presumably ascribed to the formation of the fairly homogenous Fe2O3 
nanocrystals. The bandgap energy of Fe2O3 is 2.2 eV and it can be activated by the 
light below 563 nm [17], when it couples with SnO2 semiconductor, the conduction 
band of SnO2 acts as a sink for photogenerated electrons. The photogenerated holes 
move in the opposite direction, accumulate in the valence band of Fe2O3 particles, 
which leads to an increase in charge separation efficiency and extends the photo-
responding range to visible light.  

 
Fig. 4. Sketch map of photocatalytic mechanism of the coupled Fe2O3/SnO2 

The sketch map of photocatalytic mechanism of the coupled Fe2O3/SnO2 is shown 
in Fig. 4. When the calcining temperature reaches 500 °C, the crystallite size becomes 
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larger, the sample shows more red shift (the absorption edge is about 530 nm) which is 
consistent with the result obtained by Yu et al. [18]. 

3.2. Photocatalytic activity studies 

3.2.1 Effect of the preparation condition 

It is well known that calcining temperature has a significant effect on the activity 
of the catalysts. Figure 5 shows the dependence of visible light photocatalytic activity 
on calcining temperature. It is displayed that the Fe2O3/SnO2 nanocomposites calcined 
at 300 °C, 400 °C and 500 °C for 3 h showed higher photocatalytic activity, respec-
tively. In the range of calcining temperature, the sample calcined at 400 °C reaches the 
highest photocatalytic activity with AB62 solution almost completely degradation in 
60 min which may be attributed to the sample with good crystallization and high sur-
face area. However, the photocatalytic activity of the photocatalyst decreased slightly 
when the calcining temperature decreased from 400 °C to 200 °C due to the weak 
crystallization. On the other hand, the photocatalytic activity decreased significantly 
when the calcining temperature increased from 500 °C to 700 °C: probably because of 
the decrease of surface area or occurrence of some sintering, although it had better 
crystallinity.  

 

Fig. 5. Photocatalytic activity of the Fe2O3/SnO2 photocatalysts 
calcined at various temperatures 

The photocatalytic activities of the Fe2O3/SnO2 nanocomposites with different mo-
lar ratios of Fe to Sn calcined at 400 °C for 3 h is shown in Fig. 6. It can be seen from 
Fig. 6 that pure SnO2 showed lower photocatalytic activity compared to pure Fe2O3. 
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Therefore, the SnO2 content should be an important factor affecting the photocatalytic 
activity of the Fe2O3/SnO2 nanocomposite. It is obvious that the coupled Fe2O3/SnO2 
photocatalyst displayed higher photocatalytic activity than pure Fe2O3 and SnO2, and 
the photocatalytic activity changed with the different molar ratio of Fe to Sn. The op-
timum molar ratio of Fe to Sn was 2:1, at which the photocatalytic activity of the cou-
pled Fe2O3/SnO2 photocatalyst was about 1.6 times that of the Fe2O3, and 5.5 times 
that of the SnO2. The enhancement in the photocatalytic activity may be explained in 
terms of synergetic effect on the specific adsorption property and efficient electron–
hole separation at the Fe2O3/SnO2 interface. 

 
Fig. 6. Photocatalytic activity of the Fe2O3/SnO2 photocatalyst  

with various molar ratios of Fe to Sn 

Further increase in the SnO2 or Fe2O3 content led to a decrease in the photocata-
lytic activity of the coupled Fe2O3/SnO2 photocatalyst because of the lower photocata-
lytic activity of SnO2 or the weaker crystallization of Fe2O3 at the same conditions. 
Therefore, for the Fe2O3/SnO2 photocatalyst, the optimum photocatalytic activity in 
the range of our experiments appeared when the molar ratio of Fe to Sn is 2:1. A de-
tailed theoretical explanation is in progress. 

3.2.2. Comparison of photocatalytic performance 

In order to explore the photocatalytic activity and stability of the Fe2O3/SnO2 
photocatalyst calcined at 400 °C for 3 h (the molar ratio of Fe to Sn being 2:1) under 
visible light (λ > 400 nm), the photocatalytic behaviour of the standard photocatalyst 
Degussa P25 was also measured as a reference. The result is shown in Fig. 7. The 
AB62 removal on the Fe2O3/SnO2 photocatalyst reaches 98.0% in 60 min, obviously 
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higher about 3.6 times than the value of 27.4% over Degussa P25. The enhancement 
may be explained in terms of the synergetic effect on the specific adsorption property 
and efficient electron–hole separation at the Fe2O3/SnO2 nanocomposites catalyst in-
terfaces.  

 
Fig. 7. Comparison for the photocatalytic activity  

and stability of the Fe2O3/SnO2 photocatalyst with P25 

It also can be seen from Fig. 7 that the photocatalytic activities became lower after 
the photocatalysts are irradiated for 100 h under visible light, and the long term stabil-
ity of the Fe2O3/SnO2 photocatalyst is poorer than that of P25. The XRD analysis indi-
cates no changes in the phase composition of the photocatalyst after 100 h visible-
light-irradiation (not shown). But the XRD results cannot rule out the possibility of the 
formations of some amorphous products, such as amorphous Fe(OH)3, SnO2·nH2O, Fe 
and Sn with no photocatalytic activity under the visible-light irradiation. It is possible 
that these amorphous products formed under the visible-light irradiation, which led to 
the decrease in the photocatalytic activity. A further study on the mechanism of deac-
tivation is needed on this issue. 

4. Conclusion 

The visible-light-activated coupled Fe2O3/SnO2 photocatalysts were prepared by 
co-precipitation. The characteristic patterns of XRD, BET, TEM and UV-Vis diffuse 
reflectance displayed that the sample calcined at 400 °C for 3 h (the molar ratio of Fe 
to Sn equal to 2:1) has better crystallinity, smaller crystal sizes and stronger response 
to visible light. The photocatalyst showed remarkable photocatalytic activity under 
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visible light (λ > 400 nm), 98.0% AB62 can be degraded in 60 min. A study on how to 
keep high photocatalytic activity and long term stability after many cycles of using the 
Fe2O3/SnO2 photocatalyst is in progress. In a sense, the effective photodegradation of 
the dye by Fe2O3/SnO2 photocatalyst under visible light is a very exciting research 
topic in photocatalytic area, and this work may provide new insights into the devel-
opment of novel sunlight photocatalysts.  
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Influence of nickel ions on dielectric and other  
physical properties of PbO–MoO3–B2O3 glass system 
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PbO–MoO3–B2O3 glasses containing various proportions of NiO (ranging from 0 to 1.0 mol %) have 
been prepared. A number of methods viz., differential thermal analysis, spectroscopic (IR and UV-Vis 
optical absorption, and ESR spectra) and dielectric properties (ε', tanδ, a.c. conductivity σac over a range 
of frequencies and temperatures) of these glasses has been employed in studies. The results of differential 
thermal analysis suggest a high glass forming ability for the glass containing 0.6 mol % of NiO. The 
studies of UV-Vis and IR spectra show that nickel ions occupy both tetrahedral and octahedral positions 
in the glass network with the dominance of the tetrahedral positions when the concentration of NiO is 
below 0.6 mol % in the glass matrix. The analysis of the results of studies of dielectric properties reveals 
that there is an increase in the rigidity and the dielectric breakdown strength of the glass when the concen-
tration of NiO is around 0.6 mol %. 

Key words: PbO–MoO3–B2O3 glass; Ni2+ ions; DTA pattern; dielectric properties; ESR spectra; optical 
absorption 

1. Introduction 

Molybdenum borate based glasses have been the subject of many investigations 
due to their catalytic properties. Molybdenum ions inculcate high activity and selectiv-
ity in a series of oxidation reactions of practical importance in glass matrices [1, 2]. 
Molybdenum ions exists at least in two stable valence states, viz., Mo(V) and Mo(VI) 
in a glass network. They act both as network formers with 2

4MoO − structural units and 
alternate with BO4 structural units; these ions may also act as modifiers depending 
upon their concentration and nature of the host network. ESR studies on the glasses 
containing molybdenum ions have identified the presence of octahedrally coordinated 
Mo(V) ions along with distorted octahedrons approaching tetragons. Further, Mo–O 
bond in molybdenum hexavalent oxide is identified as significantly covalent [3, 4]. 

 __________  
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Results of a number of recent studies on various physical properties viz., spectro-
scopic, ionic conductivity, dielectric properties etc., of variety of glass systems con-
taining molybdenum ions are available [5–13]. 

Divalent nickel ions are interesting paramagnetic ions to probe in glass systems. 
Nickel ions are reported to occupy both tetrahedral and octahedral positions in glass 
matrices. A number of recent studies on diversified inorganic glass systems containing 
Ni2+ ions are available [14–19]. Attempts have also been made to detect the lasing 
action of these ions in certain crystal and glass systems since they possess several 
strong absorption bands in the visible and NIR regions where the pumping sources are 
easily available [20]. Octahedrally positioned Ni2+ ions are expected to exhibit eye safe 
laser emission of wavelength 1.56 μm (3T2 →3A2) even at room temperature with low 
threshold energy which is of great importance in telecommunication [21]. The concen-
trations of ions in tetrahedral or octahedral positions depend on the quantitative prop-
erties of modifiers and glass formers, size of the ions in the glass structure, their field 
strength, mobility of the modifier cation, etc. Further, the investigation on the co-
ordinate chemistry of Ni2+ ions in molybdenum–borate glass network is of interest in 
itself, because these ions are expected to influence physical properties of the glasses to 
a large extent. Hence, it is felt worthwhile to throw some light on the structural aspects 
of PbO–MoO3–B2O3 glasses containing small proportion of nickel ions by studying 
some of their physical properties viz., dielectric properties (the electric permittivity, εl, 
the loss, tanδ, a.c. conductivity σac, in the frequency range 102–106 Hz and in the tem-
perature range 30–300 °C and the dielectric breakdown strength in air), spectroscopic 
properties (optical absorption in IR and UV-Vis regions, and ESR). 

2. Experimental  

Within the glass forming region of PbO–MoO3–B2O3 glass system, a particular 
composition 30PbO–4MoO3–66B2O3 is chosen for NiO doping in the present study. 
The details of the composition are: 

N0: 30PbO–4MoO3–66.0B2O3; N2: 30PbO–4MoO3–65.8B2O3: 0.2NiO; 
N4: 30PbO–4MoO3–65.6B2O3: 0.4NiO; N6: 30PbO–4MoO3–65.4B2O3: 0.6NiO; 
N8: 30PbO–4MoO3–65.2B2O3: 0.8NiO; N10: 30PbO–4MoO3–65.0B2O3: 1.0NiO. 
Appropriate amounts (all in mol %) of reagent grades of PbO, MoO3, H3BO3 and 

NiO powders were thoroughly mixed in an agate mortar and melted in a thick-walled 
platinum crucible in the temperature range 950–1050 ºC in an automatic temperature 
controlled furnace for about 1 h until a bubble free transparent liquid was formed. The 
resultant melt was then poured in a brass mould and subsequently annealed from 
300 °C with a cooling rate of 1 ºC/min. The amorphous state of the glasses was 
checked by X- ray diffraction. 

The samples were then ground and optically polished. The final dimensions of the 
samples used for dielectric and optical studies were about 1×1×2 cm3. The densities d 
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of the glasses were determined to the accuracy of 0.001 by the standard principle of 
Archimedes using o-xylene (99.99% pure) as the buoyant liquid. Differential thermal 
analysis was carried out using STA 409C model DTA-TG instrument with a pro-
grammed heating rate of 10 °C/min, in the temperature range 30–1000 ºC to determine 
the glass transition temperature and other glass forming ability parameters. The optical 
absorption spectra of the glasses were recorded at room temperature in the wavelength 
range 350–1400 nm up to the resolution of 0.1 nm using Shimadzu UV Vis-NIR spec-
trophotometer model 3101. The ESR spectra of fine powders of the samples were 
recorded at room temperature on E11Z Varian X-band (ν = 9.5 GHz) ESR spectrome-
ter. Infrared transmission spectra were recorded on a Bruker IFS 66 V – IR spectro-
photometer with a resolution of 0.1 cm–1 in the range 400–2000 cm–1 using potassium 
bromide pellets (300 mg) containing pulverized glass (1.5 mg). These pellets were 
pressed in a vacuum die at ca. 680 MPa. A thin coating of silver paint was applied (to 
the larger area faces) on either side of the glasses to serve as electrodes for dielectric 
measurements. The painted samples were then dried with a hot blower for about 
10 minutes on either side. The details of dielectric measurements were similar to those 
reported in earlier papers from our laboratory [22, 23]. 

3. Results 

Based on the glass density d and calculated average molecular weight M , various 
physical parameters such as nickel ion concentration Ni, mean nickel ion separation ri 
are evaluated for understanding the physical properties of these glasses using the con-
ventional formulae [24] and the values obtained are presented in Table 1. 

Table 1. Physical parameters of PbO–MoO3–B2O3 glasses doped with NiO 

Glass Density d 
[g/cm3] 

Average 
 mol.wt. M 

Total nickel ion concentration 
[1021 ions/cm3] 

Interionic distance  
of Ni ions ri [Å] 

N0 4.650 118.66 – - 
N2 4.665 118.67 4.735 5.95 
N4 4.676 118.68 9.495 4.72 
N6 4.682 118.69 14.25 4.12 
N8 4.695 118.70 19.057 3.74 
N10 4.702 118.71 23.85 3.47 

 
Figure 1 shows typical differential thermal analysis traces of PbO–MoO3–B2O3glasses 

doped with NiO of various concentrations. The curves exhibit an endothermic effect 
due to glass transition temperature Tg; the value of Tg is evaluated from the point of 
inflection of this feature. At still higher temperatures an exothermic peak Tc due to the 
crystal growth followed by an endothermic effect due to the melting effect Tm are also 
observed. The values of Tg, Tc and Tm obtained for all the glasses are given in Table 2. 
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Fig. 1. DTA patterns of NiO-doped PbO–MoO3–B2O3 glasses 

Table 2. Results of differential thermal analysis of PbO–MoO3–B2O3: NiO glasses  

Glass Tg Tc Tm Tg/Tm (Tc–Tg)/ Tg (Tc–Tg)/ Tm Kgl  
N0 701 802 1017 0.689 0.144 0.099 0.469 
N2 705 809 1013 0.695 0.147 0.102 0.509 
N4 710 814 1007 0.705 0.146 0.103 0.538 
N6 717 828 1001 0.716 0.154 0.110 0.641 
N8 697 800 1020 0.683 0.147 0.100 0.468 
N10 692 793 1025 0.675 0.145 0.098 0.435 

 
The appearance of a single peak due to the glass transition temperature in DTA 

pattern of all the glasses indicates the homogeneity of the glasses prepared. Upon in-
creasing concentration of NiO in the glass matrix, the difference Tc – Tg, which is pro-
portional to glass forming ability, is found to increase whereas the difference Tm – Tc 
which is inversely proportional to glass forming ability is found to decrease, with the 
increase in the concentration of NiO up to 0.6 mol %. From the measured values of Tg, 
Tc and Tm, the parameters Tg/Tm, (Tc – Tg)/Tg, (Tc – Tg)/Tm and glass forming ability 
parameter Kgl, known as the Hruby parameter given by (Tc – Tg)/(Tm – Tc), are evalu-
ated; the value of these parameter exhibits maximum at x ≈ 0.6 (Table 2, Fig. 2). 
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Fig. 2. Dependences of Tg and Kgl on the concentration of NiO 

 
Fig. 3. Dependences of electric permittivity (ε l) and loss (tanδ) on frequency  

at room temperature for PbO–MoO3–B2O3 glass containing various amounts of NiO.  
The inset shows dependences of ε l

 and tanδ on concentration of NiO at 1 kHz 

The electric permittivity ε′ and loss tanδ at room temperature (30 °C) of nickel free 
PbO–MoO3–B2O3 glasses at 100 kHz are measured to be 11.32 and 0.0116, respec-
tively; the values of ε′ and tanδ are found to increase considerably upon decreasing 
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frequency (Fig. 3). The dependence of these parameters with the concentration of NiO 

showed a decreasing trend in the composition range 0 ≤ x ≤ 0.6, whereas beyond 
0.6 mol % the parameters were found to increase (inset of Fig. 3). 

 

Fig. 4. Temperature dependences of electric permittivity of glass N2 at various frequencies 

 
Fig. 5. Temperature dependences of electric permittivity at 10 kHz  

of PbO–MoO3–B2O3 glasses doped with NiO of various concentrations 

The temperature dependence of ε' at various frequencies of the glass N2 (contain-
ing 0.2 mol % of NiO) and of the glasses containing various proportions of NiO at 10 
kHz are shown in Figs. 4 and 5, respectively; the value of ε' is found to exhibit a con-
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siderable increase at higher temperatures especially at lower frequencies for all the 
glasses maintaining the lowest value for glass N6 at any frequency and temperature. 

 
Fig. 6. Temperature dependences of dielectric losses at 1 kHz 

for PbO–MoO3–B2O3 glasses doped with NiO of various concentrations 

The temperature dependence of tanδ of all the glasses at 1 kHz is presented in Fig. 
6. The loss curve (of pure and NiO doped glasses) exhibited distinct maxima; upon 
increasing frequency, the temperature maximum shifts towards higher temperatures, 
and upon increasing temperature the frequency maximum shifts towards higher fre-
quencies, indicating the relaxation character of dielectric losses of PbO–MoO3 
–B2O3: NiO glasses. The observations on dielectric loss variation with temperature for 
various concentrations of NiO further indicate a gradual increase in the broadness and 
(tanδ) max of relaxation curves beyond 0.6 mol % of NiO. The Cole–Cole diagrams 
drawn between ε′ and ε″, corresponding to 120 °C in the relaxation region showed that 
the dielectric relaxation in these glasses is a Debye-type relaxation with a certain set of 
relaxation times τ. From these diagrams, low- and high-frequency electric permittivi-
ties (εs and ε∞, respectively) have been determined for samples doped with various 
amounts of NiO. The obtained average values of εs and ε∞ for each concentration are 
presented in Table 3. 

Table 3. Data on dielectric loss of PbO–MoO3–B2O3: NiO glasses. 

Glass (tanδ) max 
Temperature range
of relaxation [°C] εs ε∝ Activation energy

for dipoles [eV] α

N2 0.027 79–108 12.2 5.8 1.81 7 
N4 0.024 84–106 10.8 5.35 1.99 5 
N6 0.021 88–104 10.2 5.15 2.20 3 
N8 0.032 80–109 16.8 9.6 1.92 9 
N10 0.036 74–114 17.9 11.7 1.88 10
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The parameter α characterizing the distribution function τ does not show any con-
siderable change with temperature for a particular concentration; however, for differ-
ent concentrations, the values are appreciably different (Table 3). The effective activa-
tion energy Wd for the dipoles is calculated for different concentrations of NiO and 
presented also in Table 3. The activation energy is found to be the highest for glass N6.  

The a.c. conductivity σac may be calculated at various temperatures from the equation: 

 σac = ωε′ε0tanδ  (1) 

where ε0 is the vacuum electric permittivity for different frequencies. The depend-
ences of logσac on 1/T for all the glasses at 100 kHz are given in Fig. 7.  

 

Fig. 7. Dependences of σac on 1000/T for PbO–MoO3–B2O3 glasses  
doped with NiO of various concentrations 

Table 4. Data on a.c. conduction of PbO–MoO3–B2O3: NiO glasses 
(See Sect. 4 for the discussion of N(EF) 

Glass 
N(EF) [eV–1·cm–3] 

Activation energy 
for conduction [eV] Austin  

and Mott [45] 
Butcher 

and Hyden [51]
Pollak 
[52] 

N2 8.91 3.72 9.06 0.251 
N4 8.33 3.47 8.46 0.265 
N6 7.77 3.24 7.90 0.284 
N8 10.50 4.38 10.7 0.258 
N10 11.40 4.75 11.6 0.248 

 
The conductivity is found to decrease upon increasing concentration of NiO (at 

any given frequency and temperature) up to 0.6 mol % and beyond that it is found to 
increase. From these plots, the activation energy for conduction in the high tempera-
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ture region over which a near linear dependence of logσac on 1/T could be observed, is 
evaluated and presented in Table 4; activation energy is found to be the maximum for 
glass N6 and minimum for glass N10. 

 
Fig. 8. IR spectra of PbO–MoO3–B2O3: NiO glasses 

The IR spectra of these glasses exhibited prominent bands in the regions 1300 
–1400 cm–1, 1000–1200 cm–1 and another band at about 710 cm–1 (Fig. 8); these bands 
are identified as due to the stretching relaxation of B–O bonds of the trigonal BO3 
units, vibrations of BO4 structural units and due to the bending vibrations of B–O–B 
linkages, respectively [25]. Additionally, the band due to the vibrations of PbO4 struc-
tural units is also located at about 470 cm–1 in the spectra of all the glasses. Yet, the 
spectra exhibit two well resolved bands at about 890 and 836 cm–1; based on the ear-
lier reported data [26, 27], these two bands have been attributed to ν1 and ν3 vibra-
tional modes of 2

4MoO −  tetrahedral units, respectively. Upon increase in the concentra-
tion of the dopant NiO, beyond 0.6 mol %, the following changes have been observed 
in the spectra: (i) the intensities of the bands due to 2

4MoO −  tetrahedral units is ob-
served to decrease and the band at 890 cm–1 is found to be shifted towards slightly 
higher frequency side whereas the band at 836 cm–1 is observed to be shifted towards 
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lower frequency (Table 5); (ii) the intensity of the band due to BO3 structural units is 
observed to increase at the expense of the band due to BO4 units. 

Table 5. Band positions (in cm–1) in the IR spectra of PbO–MoO3–B2O3: NiO glasses 

Glass 
Borate groups 

PbO4 MoO4 units 
BO3 BO4 B–O–B 

N0 1325 1080 710 470 890 836 
N2 1396 1058 712 476 888 838 
N4 1408 1040 714 476 885 840 
N6 1428 1023 714 476 880 840 
N8 1400 1035 708 476 895 830 
N10 1389 1043 700 476 915 815 

 

Fig. 9. ESR spectra of PbO–MoO3–B2O3: NiO glasses recorded at room temperature;  
the inset gives the dependence of the half width ΔB1/3 on concentration of NiO 

The ESR spectra (Fig. 9) of PbO–MoO3–B2O3: NiO glasses recorded at room tem-
perature exhibit a signal consisting of a central line surrounded by smaller satellites at 
about g⊥ =1.943 and gll =1.886. The intensity and the half width ΔB1/2 of the central 
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line are observed to increase considerably when the concentration of NiO is increased 
beyond 0.6 mol % in the glass matrix (inset of Fig. 9). 

 

Fig. 10. Optical absorption spectra of PbO–MoO3–B2O3: NiO glasses 

The optical absorption spectra of PbO–MoO3–B2O3: NiO glasses recorded at room 
temperature in the wavelength range 350–1400 nm are shown in Fig. 10. The spec-
trum of NiO free glasses exhibited an absorption band at about 550 nm (not shown in 
the figure). The intensity of this band is observed to be the largest in the spectrum of 
glass N10 and the lowest in the spectrum of glass N6. Additionally, with the NiO dop-
ing the spectra exhibited several absorption bands due to Ni2+ ions. The spectrum of 
the glass (N2) exhibited six clearly resolved intense absorption bands in the visible and 
NIR regions at 1282 nm (Oh1), 1061 nm (Td1), 794 nm (Oh2), 590 nm (Td2), 488 (Oh3) 
and at 422 nm (Oh4). As the concentration of NiO is increased up to 0.6 mol %, the 
intensity of the octahedral bands (Oh bands) is observed to decrease with a shift to-
wards slightly lower wavelengths; in this concentration range the intensity of the two 
tetrahedral bands (Td bands) is observed to increase with no considerable shift in the 
band positions. With the increase in the concentration of NiO from 0.6 to 1.0 mol %, the 
positions of the octahedral bands are shifted towards slightly higher wavelengths with 
increasing intensity at the expense of Td1 and Td2 bands. The summary of the data on 
the positions of various absorption bands is given in Table 6. 

Table 6. Summary of the data on optical absorption spectra of NiO doped PbO–MoO3–B2O3 glasses 

Transition of nickel ions 
Band positions [cm–1] 

N2 N4 N6 N8 N10 
Octahedral transitions  

3A2 (F) → 3T2 (F)  7800  7824  7849  7745  7692 
3A2 (F) → 3T1 (F) 12589 12594 12666 12626 12562 
3A2 (F) → 1T2 (D) 20491 20618 20790 20491 20242 
3A2 (F) → 3T1 (P) 23640 23696 23809 23690 22376 

Tetrahedral transitions 
3A2 (F) → 3A2 (F)  9433  9433  9433  9433  9433 
3A2 (F) → 3T1 (F) 17543 17543 17543 17543 17543 



P. SYAM PRASAD et al. 538

4. Discussion 

PbO–B2O3-MoO3: NiO glasses have complex compositions being mixtures of 
network formers, intermediates and modifiers. It is a well known fact that B2O3 is 
a network former with BO3 and BO4 structural units. The presence of such BO3 and 
BO4 units in the PbO–MoO3–B2O3: NiO glasses is evident from infrared spectral stud-
ies. PbO, which is [PbO2/2], tends to become four-connected to oxygens as [PbO4/2]2– 

by acquiring this additional coordination. The band observed in the IR spectra at about 
470 cm–1 suggests that there is a possibility for PbO to participate in the glass network 
with PbO4 structural units. But at certain concentrations of PbO it also acts as a modi-
fier. As a modifier, PbO enters the glass network by breaking up the B–O–B, B–O–
Mo bonds (normally the oxygens of PbO break the local symmetry while Pb2+ ions 
occupy interstitial positions) and introduces coordinate defects known as dangling 
bonds along with non-bridging oxygen ions. In this case lead ions are octahedrally 
positioned. If NiO acts as a modifier in the glass network, additional non-bridging  
Pb–O bonds are expected to be formed at the expense of the bridging B–O–B and  
B–O–Pb linkages and may also introduce more non-bridging oxygen ions. 

Molybdenum ions are expected to exist mainly in Mo6+ state in the PbO–MoO3 

–B2O3 glass network; these ions are expected to participate in the glass network with 
tetrahedral 2

4MoO − structural units and may alternate with BO4 structural units. As the 
concentration NiO is increased (especially beyond 0.6 mol %), the colour of glasses 
becomes increasingly brown, indicating the reduction of molybdenum ions from Mo6+ 
state in to Mo5+ state. These Mo5+ (d1) ions are quite stable and occupy octahedral po-
sitions with distortion due to the Jahn–Teller effect [28, 29]. 

The Ni2+ ions seem to exist in both four-fold and in six-fold coordination in the 
present glass network. In general, tetragonally positioned Ni2+ ions do not induce the 
formation of any non bridging oxygen ions but octahedrally positioned ions may act as 
modifiers [30]. 

Upon increasing concentration of NiO up to 0.6 mol %, the values of the glass 
transition temperature Tg and glass forming ability parameter Kgl, increase. The aug-
mented cross-link density of various structural groups and closeness of packing are 
responsible for such an increase of these parameters. These results apparently suggest 
that there is a growing presence of tetrahedrally positioned nickel ions which increase 
the cross-link density and enhance the mean bond strength. 

Using the Tanabe–Sugano diagrams for Ni2+(d8) ion, the optical absorption spectra 
have been analyzed and the bands Oh1, Oh2 and Oh3 are assigned to the transitions from 
the 3A2 ground state of octahedrally positioned Ni2+ ions to 3T2(F), 3T1(F) and 3T1(P) 
excited states, respectively. The bands with barycentres at about 1060 nm (Td1) and 
570 nm (Td2) nm are attributed to the transitions 3T1(F) → 3A2(F) and 3T1(F) → 3T1(P) 
of Ni2+ ions in tetrahedral sites [31]; the band at about 420 nm represents a spin for-
bidden octahedral transition 3A2 → 1T2 [21, 32]. Thus, the measurements of the optical 
absorption of PbO–B2O3–MoO3: NiO glasses indicate that Ni2+ ions exist both in octa-
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hedral and tetrahedral sites in the glass network. Further, the way the intensity of these 
bands varies with the concentration of NiO suggests that at smaller concentrations  
(≤ 0.6 mol %), Ni2+ ions prefer to occupy tetrahedral positions whereas at larger con-
centrations, these ions occupy octahedral sites also in the glass network. 

From these spectra it is also evident that the ratio, Ni2+(oct)/Ni2+(tet), increases 
with increase in the concentration of NiO beyond 0.6 mol %; further, the d–d transi-
tions of the tetrahedral complexes are electric dipole allowed whereas those of octahe-
dral complexes are electric dipole forbidden and are mainly due to static or dynamic 
distortions from the regular octahedral geometry of the glass network and they can 
also be magnetic dipole allowed. 

Additional absorption band observed in the region 500–570 nm in the optical ab-
sorption spectra of these glasses is attributed to the excitation of Mo5+ (4d1) ion [33]. 
In fact, for this ion, two optical excitations were predicted starting from b2 (dxy) ground 
state to (dxz–yz) and (dx

2
–y

2) with δ = 15 000 cm–1 and Δ = 23 000 cm–1 [33]. Perhaps, 
due to intercharge transition transfer (Mo5+ ←⎯→  Mo6+) in the glass network, the reso-
lution of these transitions could not be observed. The highest intensity of this band 
observed in the spectrum of glass Mo5 points out that the presence of the highest con-
centration of Mo5+ ions in these glasses. Such Mo5+ ions may form Mo5+O3– molecular 
orbital states and are expected to participate in the depolymerisation of the glass net-
work [33, 34] creating more bonding defects and non-bridging oxygens (NBO’s) simi-
lar to octahedrally positioned Ni2+ ions. 

The existence of molybdenum ions in Mo5+ state in these glasses is further con-
firmed by ESR spectral studies. The ESR spectrum of these glasses consists of a main 
central line surrounded by less intense satellites. The central line arises from even 
molybdenum isotopes (I = 0) whereas satellite lines correspond to the hyperfine struc-
ture from odd 95Mo and 97Mo (I = 5/2) isotopes [35]. The intensity of the signal is 
observed to increase gradually with the increase in the concentration of NiO beyond 
0.6 mol %; this is an indicative of larger concentration of Mo5+O3

– complexes in the 
glasses N8 and N10. The values of g⊥ and gll from these spectra have been evaluated as 
1.943 and 1.886; the structural disorder arising from the site-to-site fluctuations of the 
local surroundings of the paramagnetic Mo5+ ions can be accounted for the two com-
ponents of the g values. The variation of NiO content seems to have no influence on 
the values of g even though the intensity of the signal is considerably affected. Fur-
ther, the g values obtained for these glasses are found to be consistent with the re-
ported values for many other glass systems (phosphate, borate, arsenate, etc.) contain-
ing molybdenum ions [36, 37]. The increase in the intensity and the half width ΔB1/2 of 
the signal with increase in the concentration of NiO (beyond 0.6 mol %) also supports 
the view point that in these glasses molybdenum ions exists largely in Mo5+ state. 

In the IR spectra of PbO–MoO3–B2O3: NiO glasses, the intensity of the bands due 
to more ordered BO4 and 2

4MoO −
 tetrahedral units, is observed to be the highest for  

the glass N6; with the increase of NiO content beyond 0.6 mol %, the intensity of the 
band due to BO3 structural units is observed to build up at the expense of tetrahedral 
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bands. Further, the band due to ν1 vibrational mode of 2
4MoO −

 tetrahedral units lo-
cated at about 880 cm–1 (in the spectrum of the glass N6) is observed to be shifted to 
the region of higher wavenumbers (915 cm–1); in this region, the band due to partially 
isolated Mo–O bonds of strongly deformed MoO6 groups is expected [38]. Similarly 
the ν3 vibrational band of 2

4MoO −
 units observed at about 840 cm–1 in the spectrum of  

the glass N6 is shifted towards the region of antisymmetric stretching vibrations of 
a Mo–shortOlong–Mo bridge associated with MoO6 octahedral containing Mo=O bond 
(lower wavenumbers) [38]. These observations confirm that in the glasses containing 
NiO beyond 0.6 mol %, nickel ions mostly occupy octahedral positions, act as modifi-
ers and are responsible for the increase in the degree of disorder in the glass network. 

Among various electrical polarizations (viz., electronic, ionic, orientation and 
space charge), the space charge polarization depends on the purity and perfection of 
the glasses. With a gradual increase in the concentration of NiO in the glass matrix 
beyond 0.6 mol %, the values of ε′, tanδ and σac are found to increase at any fixed 
frequency and temperature and the activation energy for a.c. conduction is observed to 
decrease. Obviously, this is because of an increasing concentration of octahedrally 
positioned Ni2+ and Mo5+ ions (evidenced from ESR and optical absorption measure-
ments); these ions act as modifiers and generate bonding defects. The defects thus 
produced create easy pathways for the migration of charges that would build up space 
charge polarization leading to an increase in the dielectric parameters as observed 
[39]. When the concentration of NiO is increased up to 0.6 mol % in the glass matrix, 
the values of ε′, tanδ and σac exhibit a decreasing trend (at any frequency and tempera-
ture) while the value of the activation energy for a.c. conduction exhibits an opposite 
trend; such a variation of these parameters may be ascribed to the presence of the cross 
linking of borate groups to form B–O–B and Pb–O–B bonds in the glass network as 
mentioned before. The presence of higher concentration of tetrahedral 2

4MoO −
 and 

NiO4 units that take part network forming positions are also responsible for such low 
values of dielectric parameters in these samples. 

The ascending values of (tanδ)max, broadening of relaxation peaks and decrease in 
the value of activation energy for dipoles (Table 3) with increase in NiO concentration 
beyond 0.6 mol % in the glasses suggest an increase of freedom for dipoles to orient in 
the filed direction. This is also an indicative of decrease in the rigidity of the glass 
network. The observed dielectric relaxation effects may be attributed to the association 
of octahedrally positioned Ni2+ ions with a pair of any cationic vacancies in analogy 
with the mechanism-association of divalent positive ion with a pair of cationic vacan-
cies – in conventional glasses, glass ceramics and crystals [40, 41]. 

If it is assumed that the electrical field in the glasses is the Lorenz field, the con-
nection between the number N of the dipoles per unit volume, the electrical dipole 
moment μ and the low- and high-frequency electric permittivities εs and ε∞ can be 
written according to the Clausius–Mossotti–Debye relation later modified by Guggen-
heim [42] as 
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Due to the fact that in the present glasses, ions and electric dipoles can be ap-
proximately regarded as mere points and the concentration of dipoles is not abnor-
mally high, the applicability of the above equations for these glasses should be un-
doubted. 

The quantity Nμ2 in the right hand side of Eq. (2) represents the strength of di-
poles. Substituting the values of εs and ε∞, the quantity 4πNμ2/27Κ is calculated at 
393 K for various concentrations of NiO and its dependence on the concentration of 
NiO is shown in the Fig. 11. The curve is observed to decrease up to 0.6 mol % of 
NiO and there after it is found to increase. Such a behaviour indicates an increase in 
the degree of spreading of relaxation times when the glasses are doped with NiO be-
yond 0.6 mol %. This result points out that in addition to Ni2+ ions, other type of di-
poles also participating in relaxation effects. The other possibility is that Mo5+ (d1) ions 
may form Mo5+O3– complexes and may contribute to the relaxation effects [7, 35]. 

 
Fig. 11. Dependence of 4πNμ2/27k on concentration of NiO 

In the plot logσ (ω) vs. activation energy for conduction (in the high temperature 
region), a nearly linear relationship is observed (inset of Fig. 12); this observation 
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suggests that the conductivity enhancement is directly related to the thermally stimu-
lated mobility of the charge carriers in the high temperature region [43]. Figure 12 
represents the conductivity isotherms in function of NiO concentration; the curves 
pass through a minimum at approximately x = 0.6 mol %. The figure obviously sug-
gests a kind of transition from predominantly electronic to ionic conductivity [44]. In 
the inset of the same figure, the activation energy for conduction is plotted in function 
of x. The plot is found to exhibit a maximum at x = 0.6 mol %.  

 

Fig. 12. Dependences of ac conductivity at 10 kHz on the concentration  
of NiO for PbO–MoO3–B2O3 glasses. The upper inset shows dependence of activation energy 
 on concentration of NiO, the lower one – dependence of ac conductivity on activation energy 

Thus Figure 12 and its insets suggest the existence of two zones for conduction in 
the high temperature region viz., zone I, for x < 0.6 mol % and zone II for x > 0.6 mol 
%. In zone I, the electronic conduction seems to be dominant while in zone II, the 
ionic conductivity seems to be more significant. The possible explanation for this be-
haviour of conduction is as follows: With the entry of Ni2+ ions into the glass network, 
the electronic paths are progressively blocked causing an inhibition of the electronic 
current with a simultaneous increase in the ionic transport. The hopping polarons from 
Mo5+ ←⎯→  Mo6+ responsible for conduction are attracted in pairs by the oppositely 
charged divalent nickel ions. This cation–polaron pairs move together as neutral enti-
ties. As expected, the migration of these pairs is not associated with any net displace-
ment of the charge and thus does not contribute to electrical conductivity, as a result, a 
decrease in the conductivity up to 0.6 mol % of NiO. 
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The low temperature part of the conductivity (a nearly temperature independent 
part, as in the case of present glasses up to ca. 70 °C) can be explained based on the 
quantum mechanical tunnelling model [45] similar to many other glass systems re-
ported recently from our laboratory [46–49]. The value of N(EF), i.e. the density of the 
defect energy states near the Fermi level, is evaluated using the equation [50] 

 ( ) ( )( )
4

2 ph2 5e lnFKT N E
ν

σ ω η α ω
ω

− ⎛ ⎞⎛ ⎞
= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
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where η according to various authors is equal to: π/3 [45], 3.66π2/6 [51] or π4/96 [52], for 
the frequency (ω = 2πr) of 105 Hz at T = 343 K, taking α = 0.50 (Å)–1 (electronic wave 
function decay constant, obtained by plotting logσac against Ri) and νph ~ 5×1012 Hz and in 
Table 4. The value of N(EF) is found to decrease with increasing concentration of NiO 
up to 0.6 mol % (indicating a decreasing disorder in the glass network, within this 
concentration range of NiO) and thereafter, it is observed to increase. 

When a dielectric is placed in the electric field, the heat of dielectric loss is liber-
ated. If the applied field is an alternating field, the specific dielectric loss, i.e., the loss 
per unit volume of the dielectric is given by [53]: 

 ρl = E2ωε′ε0tanδ  [W/m3] (4) 

This equation indicates that the lower the values of ε′tanδ of a glass at a given fre-
quency, lower are the values of ρl. The dielectric breakdown strength is in fact in-
versely proportional to the specific dielectric loss represented by Eq. (4). Our observa-
tions on dielectric parameters of PbO–B2O3–MoO3: NiO glasses, as mentioned earlier, 
indicate that the rate of increase of ε' tanδ with temperature is gradually decreased 
with increase in the concentration of NiO up to 0.6 mol %. Thus the experiments on 
dielectric properties of PbO–B2O3-MoO3: NiO glasses also reveal that there is an in-
crease in the dielectric breakdown strength of the glasses with increase in the concen-
tration of NiO up to 0.6 mol % indicating the high rigidity of the glass network. 

5. Conclusions 

The analysis of DTA results suggests that the glass forming ability is the highest 
for the glasses containing 0.6 mol % of NiO. The spectroscopic investigations point 
out that the nickel ions occupy both tetrahedral and octahedral positions in the glass 
network. The octahedral positions seem to be dominant when the content of NiO is 
higher than 0.6 mol % in the glass. The dielectric parameters, ε', tanδ and σac are 
found to decrease and the activation energy for ac conduction is found to increase with 
the increase in the concentration of NiO up to 0.6 mol%; a considerable increase in the 
ac conductivity is also observed when the concentration of NiO is increased from 0.6 
to 1.0 mol % in the glass matrix. The analysis of dielectric relaxation effects exhibited 
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by these glasses indicates that there is a spreading of relaxation times. The conduction 
in the high-temperature region seems to be connected with both electronic and ionic; 
more specifically, up to 0.6 mol % of NiO, the electronic conduction seems to be 
dominant while in the higher concentration range, the ionic conduction seems to pre-
vail. 
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Sinker electrical discharge machining 
of aluminium matrix composites 

P. CICHOSZ*, P. KAROLCZAK 
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Wybrzeże Wyspiańskiego 27, 50-370 Wrocław, Poland 

Principal features of aluminium matrix composites are put forward. Emphasis is put on temperatures 
of melting and coefficients of heat conduction of matrix and reinforcement. The paper presents results of 
electrical discharge machining of aluminium matrix composites with particular attention given to thick-
ness of the defected layer after machining. Influence of various machining parameters on the behaviour of 
saffil fibres and matrix material in the affected zone is presented. Scanning micrographs and roughness 
measurements are used to analyse surface finish following machining. The influence of used current 
parameters on the quality of surface layer after electrical discharge machining is discussed. The results for 
composite materials are compared with those for aluminum alloys. 

Key words: aluminium matrix composites; machining; spark erosion 

1. Introduction 

Metal matrix composites (MMC) are increasingly popular as materials of choice for 
fabricating high-strength parts in such areas as aviation, aerospace, automotive industry, 
electrotechnology, sports and recreation [1]. At present, a large variety of composites are 
commercially available. The matrix can be metal, polymer or ceramics, and reinforcement 
can be of similar types in form of fibres, particles or powders. The investigation described 
in this paper was carried out on aluminium composite materials reinforced with ceramic 
Al2O3 fibres of the saffil type manufactured by ICI SAFFIL. Cast AlSi9Mg (AK9) alloy 
constituted the matrix The compositions and properties of the materials under under study 
are given in Tables 1–3. The presented method of fabricating parts with suitably arranged 
fibres worked out at the Institute of Production Engineering and Automation of the Wro-
cław University of Technology [2] consisted in preparing a fluid mixture of saffil fibres 
and silica cohesive agent. The solution was then filtered off, formed into a desired shape, 
dried and fired at a high temperature. The saffil brick was then placed at a given place of 
a mold, poured with a molten metal and squeeze cast. The casting was further subject to 
electrical discharge (ED) machining. 
 __________  
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Machining of composites is difficult [3–5]. Hard reinforcement induces high wear 
in cutting tools. Application of wear-resistant materials such as polycrystalline dia-
mond may be limited by their prohibitive cost. Intricate shapes of workpieces may 
also render traditional material removal operations inapplicable. That is why EDM 
applied to shaping MMC parts is increasingly attracting attention of manufacturers 
and investigators [6–9]. 

Table 1. Chemical composition and properties of Al2O3 saffil fibres 

Chemical  
composition [%] Properties  

Al2O3 SiO2 
Fibre 

diameter [μm] 
Ρ 

[kg⋅m–3] 
Rm  

[MPa] 
E 

[GPa] 
Θ 

[deg] 
λ 

[Ω/μΚ] 
96 4 3 3300 2000 300 2320 29-30 

Table 2. Approximate chemical composition of AlSi9Mg alloy [wt. %] 

Si Cu Mg Mn Fe Ti 
9.5 < 0.05 0.35 < 0.1 < 0.18 0.15 

Table 3. Minimum properties of AlSi9Mg alloy 

YS0.2 
[MPa] 

UTS 
[MPa] 

A50mm 
[%] HB Θ 

[deg]  
λ 

[W/(m⋅K)] 
190 230 2 75 600 150–170 

 
EDM in MMCs poses many challenges due to the presence of two phases with 

completely different properties. A ductile matrix has a low melting point and a high 
thermal conductivity while the brittle reinforcement is characterized by a high melting 
point and low thermal conductivity. High thermal resistance of composites has an 
adverse effect on the efficiency of ED machining processes [6] and is one of those 
aspects that require a lot of investigative effort. The aim of the presented paper is to 
investigate applicability of sinker ED machining to shaping aluminium composites 
reinforced with saffil fibres. 

2. Experimental 

The experiments were conducted on an EDM 16 machine with an M1E electro-
lytic copper electrode and glifer dielectric fluid. The surfaces to be machined were 
ground prior to tests to ensure uniform initial conditions. The following three sets of 
current parameters were used: a) U = 80 V, Iz = 0.8 A, Ir = 3 A, b) U = 80 V, Iz = 1 A, 
Ir = 5 A, c) U = 80V, Iz = 4 A, Ir = 40 A, where Iz is the intensity of ignition, Ir – work-
ing intensity and U – voltage. 

For the sake of comparison, the same conditions were used in EDM of reference 
AlSi9Mg alloy without saffil reinforcement. The ED machined surfaces were exam-
ined with optical and scanning microscopy. Surface roughness was evaluated using 
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a Taylor Hobson Form Talysurf 120L profilographometer. Mesohardness was meas-
ured using a LECO tester. 

3. Sinker ED machining of pure Al alloy 

Figure 1 shows a micrograph of the defect-affected layer in pure Al alloy pro-
duced by the sinker ED machining operation adopted in this study. Clearly visible are 
the heat-affected zone and a crater left by spark discharge. Microstructure of the alloy 
has been recast and fragmented. Finer microstructure resulted in higher values of 
mesohardness. In the areas of strong thermal influence it reached 130–147 HV and 
was by 65% higher than that of the bulk material. Depth of the said layer was strongly 
dependent upon machining parameters and varied from 20 to 120 μm. Surface rough-
ness as determined by Ra was found to be approximately equal to 6 μm. 

Fig. 1. Optical micrograph across the defect 
-affected layer of AlSi9Mg workpiece following the 

sinker EDM operation. Sinker EDM parameters:  
U = 80 V, Iz = 1 A, I r = 5A, machining area size: 

120 mm2, h ≈ 60 μm, Ra = 6.17 μm  

4. Sinker ED machining of the composite 

ED machining of the composite was done using three sets of current parameters listed 
in Sect.  2. The first set (a) with low currents is shown in action in Fig. 2.  

Fig. 2. Optical micrograph across the defect-
affected layer of composite workpiece following 
the sinker EDM operation. Sinker EDM parame-

ters: U = 80 V, Iz = 0.8 A, I r = 3A, machining 
area size: 120 mm2, h ≈ 30 μm  
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Fig. 3. Surface roughness profiles for a composite specimen following the sinker EDM operation: 

a) Ra = 3.55 μm, b) Ra = 5.1 μm, c) Ra = 17 μm 

Depth of the heat-affected zone was equal to about 30 μm. Only mild metallurgi-
cal changes could be observed within that zone. The matrix was slightly recast and 
made finer. Ceramic fibres were generally left undamaged. Those directly affected by 
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spark discharges were degraded. Some fibres were found to stick out a few μm from 
the surface. Hardness of the zone (148–157 HV) was higher than that of the bulk ma-
terial. Surface roughness was found to be Ra = 3.5–4 μm (Fig. 3). 

  
Fig. 4. Scanning micrograph of the ED machined 
composite surface; U = 80 V, Iz = 0.8A, Ir = 3 A 

Fig. 5. Scanning micrograph of the ED machined 
composite surface; U = 80 V, Iz = 0.8A, Ir = 3 A 

  
Fig. 6. Scanning micrograph of the ED machined 
composite surface; U = 80 V, Iz = 0.8 A, Ir = 3 A 

Fig. 7. Scanning micrograph of the ED machined 
composite surface; U = 80 V, Iz = 0.8 A, Ir = 3 A 

Figure 4 shows the scanning micrograph of the composite surface machined with 
the parameters (a). Clearly visible are craters produced by spark discharges. Both the 
matrix and reinforcement are heavily recast. Few fibres were found undamaged (de-
noted by 1). At a place denoted by 2 there was a fibre-now molten up completely. Its pres-
ence was established by spectrometer examination of the surface targeted at oxygen. 

Figure 5 shows another area of the surface machined with the parameters (a). A 
centrally placed object resembles a fibre. Chemical analysis determined that there is 
no oxygen at this place so it must be a peculiarity of solidification. 

Figure 6 shows a rare case where saffil fibres did remain on the machined surface. 
There are three fibres visible with analytically confirmed high oxygen content. Numerous 
craters with smooth contours are the evidence that the area was melted to a high depth and 
the resulting long time of cooling helped the craters to be smoothed out. 
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A high-magnification scanning micrograph in Fig. 7 shows a single crater with an 
unmelted fragment of a thick (~5 μm) fibre. It was probably this large fibre volume 
that saved the fibre from being melted. By using higher current parameters (set (b)) 
a higher intensity of thermal action was achieved. The heat-affected zone has now 
a depth of about 70 μm (Fig. 8). Undamaged fibres no longer protrude from the sur-
face. The overall surface finish has deteriorated and Ra has now risen to 5–6 μm 
(Fig. 3). 

  
Fig. 8. Optical micrograph across 

 the defect-affected layer of composite workpiece 
following the sinker EDM operation; sinker EDM 

parameters: U = 80 V, Iz = 1 A, I r = 5 A,  
machining area size: 120 mm2, h ≈ 70 μm 

Fig. 9. Optical micrograph of the ED machined 
composite surface; Sinker EDM parameters:  

U = 80 V, Iz = 4A, I r = 40 A, machining area size: 
120 mm2, h ≈ 120 μm 

  

Fig. 10. Scanning micrograph of surface layer  
of the ED machined composite:  

U = 80 V, Iz = 4 A, Ir = 40 A 

Fig. 11. Scanning micrograph of surface layer  
of the ED machined composite;  

U = 80 V, Iz = 4 A, Ir = 40 A 

The third current parameters set (c) caused the biggest changes in the composite 
top layer. The depth of melting was now h = 120 μm. Numerous deep craters were 
noticed (Fig. 9). A new feature were blisters located just beneath the surface. They 
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frequently contained saffil fibres. The top composite layer crystallized in the direction 
perpendicular to the surface. Surface roughness was the worst of the three cases  
(Ra = 17 μm, Fig. 3). Optical examination of the recast layer produced by the set (c) 
current parameters revealed no undamaged fibres. Spectrometer probe examination 
detected areas with increased oxygen content attesting to the fibres being dissolved in 
the matrix and forming new Al–O compounds. 

Fig. 12. Scanning micrograph of surface  
layer of the ED machined composite; U = 80V,  

Iz = 4 A, Ir = 40 A  

Mesohardness of the recast layer was low: 113–130 HV. In some places the hard-
ness reached 280–320 HV (area 1 in Fig. 10). These fibres were initially assumed to 
be molten fibres but the assumption turned out false as no higher oxygen content was 
detected. Those anomalies in hardness remain to be further investigated. Special atten-
tion was paid to fibres located just beneath the recast layer produced by set (c) 
(Fig. 11). The fibres are fragmented and broken, they must have been damaged by 
high energy of the pulses. The extent of damage decreases with increasing depth 
(Fig. 12). 

4. Final remarks 

The investigation showed that ED machining process parameters affect the condi-
tion of surface layer in machined aluminium MMCs. Low current parameters resulted 
in a thin layer with a recast structure of increased hardness. Reinforcing fibres were 
generally left undamaged, some of them protruding from the surface. Some fibres 
were melted down and then resolidified as featureless blobs. 

Higher process parameters resulted in severe detrimental changes to the surface 
layer structure. Higher material removal rates produced a very rough finish with poor 
surface integrity (numerous craters and sub-surface blisters). 

There is a need for working out optimized patterns of current density and fre-
quency of sparks that would eliminate or reduce the extent of finishing operations 
necessary for removing the recast layer. 
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Dielectric and structural characteristics  
of Sm doped Ba4La9.33Ti18O54 ceramics 
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The microwave dielectric properties and structural variation of Sm doped Ba4La9.33Ti18O54 have been 
investigated. Ba4(La1–ySmy)9.33Ti18O54, y = 0.0–0.7 ceramics were prepared by conventional solid state 
route. The electric permittivity and loss tangent were measured using a network analyzer in the frequency 
range of 0.3–3.0 GHz at room temperature. The loss tangent decreases significantly upon increasing Sm 
contents, along with a slight reduction in electric permittivity. A relatively good combination of dielectric 
properties was obtained for y = 0.5 (ε′ = 83.3 and tanδ = 0.021 at 3.0 GHz). X-ray diffraction and scan-
ning electron microscopy were applied to investigate the microstructure and correlate it with microwave 
dielectric properties. 

Key words: ceramics; X-ray diffraction; scanning electron microscopy; electric permittivity; loss tangent 

1. Introduction 

The latest development in mobile communication increased the need for good 
quality microwave dielectric ceramics to be used as resonators, band pass filters and 
duplexers. The ceramics required for these devices should have a high electric permittivity 
(ε′) and a low dielectric loss (or loss tangent) or high quality factor (Q = 1/ tanδ). The ce-
ramics based on a BaO–R2O3–TiO2 (R = rare earth; Sm, Nd, Pr, La) ternary system 
has been extensively investigated [1–3]. In this system, Ba6–3xR8+2xTi18O54 solid solu-
tions showing high electric permittivity were discovered on the tie line joining 
BaTiO3 and R2TiO5 composition [4]. The Ba6–3xR8+2xTi18O54 solid solution shows 
a tungsten bronze-type structure with orthorhombic symmetry. The fundamental struc-
tural formula of this compound was reported [5] as [R8+2xBa2–3xVx]A1[Ba4]A2 
[V4]CTi18O54, where V is vacancy, A1-site is rhombic forming 2×2 perovskite block, 
while A2-site and C-site are pentagonal and trigonal ones, respectively. Three differ-
ent cations with different diameters occupy different sites – the middle sized R ions 
 __________  
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mainly occupy A1-sites; the largest Ba ions occupy A2-sites and A1 sites and the smallest 
Ti ions alone occupy octahedral B sites. At x = 2/3, the R and Ba cations separately occupy 
A1 and A2 sites which leads to the highest Q value or the lowest loss tangent [5, 6]. Under 
special conditions of R = La and x = 2/3, the composition Ba4La9.33Ti18O54 exhibits the 
highest electric permittivity with the highest dielectric loss [5, 7]. 

The purpose of this paper is to reduce the loss without much change in electric 
permittivity. The Sm substitution in place of Nd has been shown [8–10] effective in 
reducing the loss of barium neodymium titanate (similar material). It attracted the 
attention and provided the motivation to study the effect of Sm doping on microwave 
dielectric properties of Ba4La9.33Ti18O54. 

2. Experimental 

Samples of Ba4(La1–ySmy)9.33Ti18O54 with y = 0.0, 0.1, 0.3, 0.5 and 0.7 were syn-
thesized by conventional solid state method from individual reagent grade oxide pow-
ders – BaO (99.5%), La2O3 (99.9%), Sm2O3 (99.9%) and TiO2 (99.5%). Stoichiomet-
ric proportions of the raw materials were mixed in agate mortar for 12 h in methanol, 
dried and calcined at 1100 °C for 2 h. The calcined powders were ground again for 
12 h and an organic binder, 3 wt. % PVA (poly (vinyl alcohol)), was added. These 
were then passed through a mesh and pressed to pellets of various shapes under the 
load of 98 kN. These pellets were then sintered at 1300 °C for 2h in air in a linearly 
programmable furnace. The sintered pellets were polished with fine emery paper to 
make the surfaces flat, smooth and parallel for measurements. 

These samples were then characterized for various properties. X-ray powder dif-
fraction (XRD) patterns were recorded with powders of sintered samples using Ni 
filtered CuKα radiation in the 20–80° 2θ range (model PWQ 1729, Philips). From 
these patterns, lattice parameters were calculated by the least square method. The in-
ternal strain/fluctuation of d-spacing η was obtained from the following equation [5] 
as the grain size of the ceramics is sufficiently large: 

 
2 tan
βη
θ

=  (1) 

where β is the full-width at half-maximum (FWHM) and is calculated using a com-
puter program. 

The bulk densities were measured by the liquid displacement method (Archimedes 
method) [11]. The micro-structural observation was carried out by scanning electron 
microscopy (model JSM 6100, JEOL Japan). The electric permittivity and loss tangent 
were measured by coaxial open ended probe method [12] using network analyzer 
(model 8714ET, Agilent Technologies) in the frequency range 0.3–3.0 GHz at room 
temperature. 
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3. Results and discussion 

Figure 1 shows the XRD patterns of Ba4(La1–ySmy)9.33Ti18O54 ceramics with vari-
ous Sm contents. The patterns are identified with tungsten bronze-type compounds 
and match with the one reported for Ba4La8Ti17O50 (JCPDS file no 42-0419). All the 
peaks are indexed and there is no evidence of any secondary phase present for y < 0.5. 
However for y = 0.7, all peaks are assigned to tungsten bronze-type BaSm2Ti4O12 
structure (JCPDS file no 44-62). A small amount of a secondary phase, identified as 
Ba4La8Ti17O50, is also detected. All the solid solutions have the perovskite structure 
with an orthorhombic symmetry. 

 

Fig. 1. X ray diffraction patterns for Ba4(La(1–y)Smy)9.33Ti18 O54 
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The lattice parameters for different Sm contents are given in Table 1. The varia-
tion of unit cell volume with increasing Sm contents is shown in Fig. 2. 

Table 1. Variation of lattice parameters for different Sm contents 

Composition y a [Å] b [Å] c [Å] 
0.0 12.33 22.41 3.87 
0.1 12.32 22.38 3.85 
0.3 12.31 22.35 3.85 
0.5 12.26 22.18 3.81 
0.7 12.19 22.12 3.78 

 

Fig. 2. Cell volumes for various Sm contents 

  

 

Fig. 3. SEM micrographs of  
Ba4(La(1–y)Smy)Ti18O54 for various Sm contents 

a) y = 0, b) y = 0.3, c) y = 0.7 

a) b) 

c) 
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The lattice parameters gradually decrease as the amount of Sm substitution for La 
increases with maximum change for c-axis and minimum for a-axis. However, with 
respect to changes per Å, the maximum change is 2.32% for c-axis, the minimum is 
1.13% for a-axis and the change for b-axis is 1.29%. The change in lattice parameters 
could be attributed to the change in ionic radius between La and Sm ions. Shannon 
[13] reported the effective ionic radii for 12 co-ordinations as 1.36 Å and 1.24 Å for 
La and Sm ions, respectively. The difference of ionic radii directly affects the lattice 
parameters because a repetition of the rhombic and pentagonal sites stacked along c-
axis brings out the length of lattice parameters. 

The SEM micrographs of fractured surface of the sintered samples are shown in 
Fig. 3. The ceramics have a close microstructure with low porosity and closely packed 
hexagonal grain. It shows that the average grain size decreases slightly with increase 
in Sm contents. 

 

Fig. 4. Bulk densities (in g/cm3) for various Sm contents 

The bulk densities of Ba4(La1–ySmy)9.33Ti18O54 ceramics as a function of increasing 
Sm contents are shown in Fig. 4. The ceramics have a high value of bulk density 
(> 5.0 g/cm3) with a maximum of 5.45 g/ cm3 for y = 0.7. 

The electric permittivities and loss tangents of all the ceramics are shown in Figs.  
5 and 6, respectively, in functions of frequency in 0.3–3.0 GHz region at room tem-
perature. The electric permittivity decreases from 93.04 to 81.02 and loss tangent also 
decreases from 0.1659 to 0.012 at 3.0 GHz with increase in Sm contents. The dielec-
tric properties of the solid solutions are highly influenced by the crystal structure. Ta-
ble 1 shows that the lattice parameters decrease with increase in Sm substitution for 
La. This decrease in lattice parameters may lead to shrinkage of B-sites occupied by Ti 
ions, and then the displacement of the Ti ions from the centre of the octahedra becomes 
smaller and therefore the electric permittivity and dielectric loss decrease [14]. 

Moreover, the variation of electric permittivity is also dependent on the polariza-
bility of R ion and it decreases with the decrease in its polarizability [5]. The decrease 
in the electric permittivity with increase in Sm substitution for La could also be due to 
the low polarizability of Sm (4.74 Ǻ3) as compared to La (6.03 Ǻ3) [15]. 
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Fig. 5. Variation of electric permittivity with frequency for different Sm contents 

 

Fig. 6. Variation of loss tangent with frequency for different Sm contents 

 
Fig. 7. Dependence of internal strain on Sm contents 

Ohsato [5] had shown that the crystal structure with large size difference between 
Ba and R ions has the excellent quality factor as it has low internal strain. The varia-
tion of internal strain in fuction of different Sm contents is shown in Fig 7. With in-



Sm doped Ba4La9.33Ti18O54 ceramics 561

crease in Sm substitution for La, the internal strain decreases and hence the loss tan-
gent also decreases. 

4. Conclusions 

Microwave dielectric ceramics Ba4(La(1–y)Smy)9.33Ti18O54 with y = 0.0–0.7 were syn-
thesized using conventional mixed oxide route. These were then characterized for their 
dielectric and structural properties. The electric permittivities were 93.03–81.02 and loss 
tangents were 0.1659–0.012 as y = 0.0–0.7 at 3.0 GHz. It has been found that substitu-
tion of Sm results in reducing the tangent loss with a slight decrease in electric permit-
tivity. The excellent microwave dielectric properties were obtained for y = 0.5 with 
electric permittivity 83.3 and loss tangent 0.021 at room temperature. 
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The creep-fatigue interaction has been studied and innovative mathematical models are proposed to 
predict the operating life of aircraft components, specifically gas turbine blades subject to creep-fatigue at 
high temperatures. The historical evolution of the creep-fatigue lifetime prediction is given in order to 
place the present study in the context. A literature review of the life estimation under creep-fatigue envi-
ronment is presented. 
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1. Introduction 

There is a general tendency towards more severe operating conditions, i.e. higher 
mechanical loadings and temperatures, in order to increase the efficiency of gas and 
steam turbines, internal combustion engines, heat exchangers, conventional and nu-
clear electric power generation equipment and other engineering components and de-
vices. This trend has resulted in starting, growth and interaction of complex damaging 
processes within the materials of these devices. They can lead to the failure of a com-
ponent and, consequently, of a whole structure, and thus limit their lifetime. Therefore, 
a safe assessment of lifetime is very important for the prevention of such failures 
which may have disastrous consequences; too conservative predictions, however, un-
necessarily increase the cost of production and maintenance of such systems. 

The blades operate in a damaging environment of high temperatures, centrifugal 
and gas pressure forces and thermal cycling. These conditions combine at every point 
in the blade to create an interaction between creep and thermo-mechanical fatigue 
damage. Because of stress redistribution due to the creep process, it is necessary to 
include a viscoelastic material model in the finite element analysis. Otherwise, over-
conservative creep life predictions are estimated if only the initial elastic stresses are 
considered. In the current investigation, several aspects of lifetime prediction are of 

 __________  
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interest. They include the damage due to creep-fatigue interactions, modelling using 
FEM, and experimental validation. Many researchers have dealt with this issue over 
the years. The simulation studies on the life-limiting modes of failure, as well as esti-
mating the expected lifetime of the blade, using the proposed models have been car-
ried out. Although the scale model approach has been used for quite some time, the 
thermal scaling (scaled temperature in model and test, with consideration of its restric-
tions) has been used in this study for the first time. 

Many investigators have examined creep-fatigue crack initiation [1–3] and propa-
gation modes [1, 4–11] in general. Some of them focused on studying the effect of 
specific parameters such as hold time [12, 13] or creep stress effect [14], environment 
[5, 15], a new evidence of orientation [16, 17], geometry [18], and material parameters 
[19–21]. Some of them studied metallurgical problems [22] or discussed design rules 
[23]. In design field, some of them developed a system for assessment [24], used nu-
merical method [25] or damage concept [26] for life prediction, or suggested their own 
constitutive model [27, 28]. Since it is easier, many of them used thermo-mechanical 
loading [29–32] for the tests. It was shown in the above studies that the origin of fail-
ure under low-cycle fatigue is mainly related to the geometrical discontinuities on the 
specimen surface and creep-fatigue-environment interactions may enhance the cracking 
problem. This fact shows the importance of the current study. In low cycle fatigue 
(LCF) tests, it has been reported that as the hold time is increased, the fatigue life de-
creases at a fixed test temperature, and the reason for life reduction is reported to be due 
to the creep effect of stress relaxation which makes an additional plastic strain enlarging 
the hysteresis loop during hold time. It is reported that creep mechanisms of stress re-
laxation being the main reasons for fatigue life reduction under creep-fatigue interac-
tions, after a long enough hold time, are the same as that of the monotonic creep [33]. 

A significant reduction in fatigue life is observed with hold time in compression or 
in both tension and compression. The influence of tensile hold on fatigue life is more 
complicated. The mean stress develops during both tensile and compressive hold tests. 
The scanning electron microscopy (SEM) analysis of fracture surfaces shows that 
crack initiation and first stage of growth is transgranular but crack growth in a second 
stage is intergranular [34]. In fact, it has been noted that high-temperature tensile yield 
strength is an important parameter in studying high-temperature low cycle fatigue 
properties, crack growth in creep and the effect of cyclic loading on growth in creep-
fatigue [10]. To date, there has been no “unified” approach with which the problem of 
fatigue crack growth at high temperature can be solved in a general manner. 

The results show that mixed time and cycle dependent crack growth seems to be 
the dominant fatigue crack growth mode in the two powder metallurgy (PM) nickel 
alloys studied, whilst limited creep may be present at the crack tip, particularly under 
static and long dwell loading conditions [35]. Coffine [36] produced the first signifi-
cant evidence to suggest that the oxidation is primarily responsible for high tempera-
ture low cycle fatigue damage. A variety of studies have been carried out on different 
alloys, especially directionally solidified superalloy Mar [37, 38], Inconel [39], Co-
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base [40, 41], Cr-base [4, 42], Ti-base [43–45], and Al [46]. In the 300 series austen-
itic stainless steels, such as 304, 316 and 316L used in high temperature applications, 
many studies have been devoted to understand the creep-fatigue interaction behaviour 
by employing the hold-time tests [32–55]. It has been observed in these investigations 
that at relatively high temperatures, continuous cycling endurance is corrupted when 
a hold-period is included in the cycle. In general, the imposition of holds at tension 
peak strain tended to be more harmful than those imposed at compression peak strain. 
Further, there has been conflicting reports on the influence of the tension-hold dura-
tion on fatigue life. Hales [56] reported a continuous reduction in life with increase in 
the length of tension hold-time, while others [13, 57, 58] noted a saturation effect in 
the life reduction. The creep-fatigue effect in stainless steels is mainly recognized to 
be due to the inherent weakness of the grain boundaries which lend themselves to the 
formation of creep induced grain boundary voids that can enlarge into intergranular 
cavities and cracks [44]. It is acknowledged that the difference between small and long 
cracks is independent of environment [59]. Several damage rules have been suggested 
for estimating the cumulative damage under creep-fatigue conditions. The most com-
mon approach is based on linear superposition of fatigue and creep damage. 

There are divergent opinions regarding which damage approach provides the best 
basis for life prediction. It is quite clear that a number of variables, such as test tem-
perature, strain range, frequency, time and type of hold, waveform, ductility of the 
material, and damage characteristics, affect the fatigue life. The conclusions drawn in 
any investigation may therefore apply only to the envelope of material and test condi-
tions used in that study. The validity of any damage approach has to be examined with 
reference to the material and service conditions relevant to a specific application. 

2. Linear damage summation 

The most common approach is based on linear superposition of fatigue and creep 
damage. Indeed, the mainstay of the present design procedures is the linear life-
fraction rule, which forms the basis of the ASME Boiler and Pressure Vessel Code, 
Section III, Code Case N-47 [63]. This approach combines the damage summations of 
Robinson for creep [64] and of Miner for fatigue [65] as follows [66]: 

 
f r

N t D
N t

+ =∑ ∑  (1) 

where N/Nf is the cyclic portion of the life fraction, in which N is the number of cycles 
at a given strain range and Nf is the pure fatigue life at that strain range. The time-
dependent creep-life fraction is t/tr where t is the time at a given stress and tempera-
ture, and tr, is the time to rupture at that stress and temperature. D is the cumulative 
damage index. Failure is presumed to occur when D = l. If Equation (1) were obeyed, 
a straight line of the type shown in Fig. 1 between the fatigue- and creep-life fractions 
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Fig. 1. Creep rupture/low cycle fatigue damage  
interaction curve for 1Cr–Mo-V rotor steel at 450 °C 

would be expected. The life-fraction rule has no mechanistic basis. Its applicability is, 
therefore, material-dependent. Contrary to experience, it also assumes that tensile and 
compressive hold periods are equally damaging. The strain softening behaviour, which 
has been seen in many steels, and the effect of prior plasticity on subsequent creep are 
not taken into account. Use of virgin material ruptures life to compute creep-life frac-
tions are, therefore, inaccurate. In spite of these limitations, the damage-summation 
method is very popular because it is easy to use and requires only standard S-N curves 
and stress-rupture curves. 

3. Models of creep-fatigue interaction 

As the blades operate at metal temperatures in excess of 0.4Tmelt in kelvins, creep 
rupture is clearly a possible failure mode. Also, as the engine cycles through start-up 
and shut-down with each flight, the transient thermal and body loading stresses cause 
fatigue damage which can lead to ultimate failure. Thus it is possible to predict the 
relative amounts of creep and fatigue damage at each point in the blade at each mo-
ment of the cycle, which in turn depends upon knowing the stress and temperature 
conditions at each instant and at spatial point. At start-up, the thermal load was applied 
to the blade, resulting in a transient thermal stress response. These stresses often 
reached a maximum value σmax before achieving a steady-state condition. It is there-
fore necessary to record this maximum stress value at each point over the blade and 
use it in the fatigue life calculation. 

3.1. Model 1 

The fluctuating stress can be considered as a varying stress in fatigue-creep model. 
Since the fluctuating stress is a combination of alternating and mean stresses, it can be 
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assumed that the part representing the static load can cause creep at elevated tempera-
tures, whereas the alternating part is responsible for fatigue damage. To find the life-
time, the total damage is found by the following model. 

3.1.1. Fatigue damage prediction 

The Coffine–Manson formula can be applied in elasto-plastic material models. In 
the case of viscoelasticity, the modified Coffine–Manson formula will be used which 
includes energy dissipation ∆W as a failure criterion. The number of cycles to failure, 
Nf, can be calculated from the strain range ∆ε using the method of universal slopes. 
This method has the advantage of using material data obtainable from simple tensile 
tests. The equation combines the Coffine–Manson law given by 

 ( )2
2

cp
f fN

ε
ε

Δ
′=   (2) 

where Δεp is the plastic strain range, fε ′  is the fatigue ductility coefficient being some 
fraction (from 0.35 to 1) of the true fracture strain measured in the tension test 

100ln
100f RA

ε ⎛ ⎞′ = ⎜ ⎟−⎝ ⎠
 

RA is the area reduction [%] at a break, c is the fatigue ductility exponent ranging from 
about –0.5 to –0.7, Nf is the number of reversals (each cycle equals 2 reversals) and 
the Basquin law given by 

   ( )2
2

bfe
fN

E
σε ′Δ =   (3) 

where Δεe is the elastic strain range, fσ ′  is the fatigue strength coefficient approxi-
mated by the true fracture stress, equal appromaxitely to sut + 50 (in units of ksi*), b is 
the fatigue strength exponent ranging from about –0.06 to –0.14, E is Young’s 
modulus of elasticity. The final formula is given by: 

  ( ) ( )tot 2 2
2

b cf
f f fN N

E
σε ε
′Δ ′= +   (4) 

The total strain range, Δεtot, can be found by the finite element analysis at each in-
tegration point in the model, and the coefficients and the exponents can be found by 
fatigue tests on the material. For instance, the values for Steel 4340 are 

 __________  
*1 ksi = 1.52×104 Pa. 
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 0.58, 0.57, 0.09, 0.0062f
f c b

E
σ

ε
′

′ = = = − =  (5) 

Using these values, the value of Nf (Eq. (4)), and consequently the fatigue damage 
parameter, Df, may be calculated 

  f
f m f

n tD
N t N

= =   (6) 

where: n is the number of cycles completed, t is the total analysis time, tm is the flight 
duration (mission time), 

3.1.2. Creep damage prediction 

After the initial transient at start-up, the blade metal temperatures and stresses ap-
proach steady-state conditions. However, as these temperatures are typically higher 
than 40% of Tmelt [K], creep occurs resulting in stress redistribution. It is therefore 
important to model the creep process throughout the life of the component. To find the 
creep damage, it is needed to find the rupture time. For this purpose, the Larson–
Miller [67] relation can be used. From the Norton law one can write: 

 1
1 exp

R

BA
t T
εε ⎛ ⎞= = −⎜ ⎟

⎝ ⎠
 (7) 

From that the rupture time, tR, is determined as 

 2
2 expR

Bt A
T

⎛ ⎞= ⎜ ⎟
⎝ ⎠

  (8) 

Taking logarithms on both sides 

 ( )2
2ln lnR

Bt A f T
T

σ= + = ,    (9) 

Assuming that lnA2 is a true constant and that B2 varies with the stress, the equa-
tion can be rearranged to arrive at 

 ( ) ( )2 2 1ln ln lnR RB T t A T C t= − = +  (10) 

From the pure creep tests for each material, C can be found. For instance, for steel 
4340, it equals to 16.65. The suggested value from the tests is C1 = 20. Consequently, 
from Eq. (10): 
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Denoting Y = lntR, and X = lnσ, we have 

 ( )2 3
0 1 2 3

1
17.2 460

y b b X b X b X
T

= + + +
− +

 (12) 

where: tR is the rupture time in h, T is temperature in °C, σ is von Mises effective 
stress inunits of ksi, and b0, b1, b2, b3 are material constants. 

Once tR is found, the creep damage parameter, Dc, is calculated according to the 
Robinson rule: 

 
1

( )
N

c i
i R

tD
t=

Δ=∑  (13) 

where ∆t is the spend time in h, tR – rupture time in h, i – number of load case. 
The total damage parameter is: 

 tot
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N tD D D
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⎝ ⎠

∑  (14) 

The total damage parameter Dtot ≥ 1 results in failure. 

3.2. Model 2 

Assuming that the creep behaviour is controlled by the mean stress (σm) and that 
the fatigue behaviour is controlled by the stress amplitude (σa), the two processes 
combine linearly to cause failure. This approach is similar to the development of the 
Goodman diagram except that instead of an intercept of ultimate stress (σu ) on the σm 
axis, the intercept used is the creep-limited static stress (σcr) as shown in Fig. 2. 

The creep-limited static stress corresponds either to the design limit on creep 
strain at the design life or to creep rupture at the design life, depending on which is the 
governing failure mode. Applying linear failure prediction rule, failure is predicted to 
occur under combined isothermal creep and fatigue if 

  1a m

f crS
σ σ

σ
+ ≥   (15) 

where: σa – alternating stress, σm – mean stress, σcr – creep strength (creep stress for 
corresponding time to rupture), Sf – fatigue strength. 

An elliptic relationship is also shown in Fig. 2. Failure is predicted to occur under 
combined isothermal creep and fatigue if 

 
2 2
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σ σ
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 (16) 
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Fig. 2. Failure prediction diagram for combined creep 

and fatigue at constant temperature 

 

Fig. 3. Failure prediction diagram for creep and fatigue at constant temperature 

From Equation (15), σa, σm and σcr are known, and Sf can be found. From Fig. 3, 
we note that: 
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3.3. Model 3 

3.3.1. Fatigue damage 

It is known that in case of pure fatigue, the damage can be defined as 

  
i

i
f

f

ND
N

=∑   (18) 

where: N – number of cycles at stress σi, if
N – number of cycles to failure at stress σi. 
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If the process occurs at a constant stress, σ, and constant T 

 f
f

ND
N

=  (19) 

where N is the number of cycles at stress a and temperature T, Nf is the number of 
cycles to failure at stress σ and temperature. 

3.3.2. Creep damage 

The creep damage under static load can be defined as 

 i
c

R

t
D

t
=∑   (20) 

where: ti is the time spent at stress a and temperature T, tR – rupture time at stress a, 
and temperature T and in with hold time for each stress σ; and temperature Ti 
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i
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c

R

t
D

t
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 (21) 

where iht )(  is the hold time at each temperature Ti. If the process occurs at constant 
stress, σ, and isothermal condition, T, 

   h
c

R

Nt
D

t
=   (22) 

where N is the number of cycles with hold time at stress a and temperature T, th is the 
hold time at stress σ and temperature T, tR is the rupture time at stress σ and tempera-
ture T. 

3.3.3. Creep-fatigue damage 

In creep-fatigue interaction, the total damage is the summation of fatigue damage 
and creep damage 

 h
t f c

f R

NtND D D
N t

= + = +   (23) 

When Dt =1, the failure occurs and hence 

 1R hR
R

f R

N tND
N t

= + =   (24) 

where DR is the damage at rupture. Consequently, 
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 (25) 

In Equation (25), NSF is a safety factor which ranges from 0.1 to 1, ht is known, tR 
can be found from Larson-Miller relationship, Equation (12) or from pure creep tests, 
and Nf can be found from pure fatigue tests or from Eq. (5). Then the number of cycles 
to failure at creep-fatigue interaction, NR, can be calculated. Knowing the number of 
cycles spent in combination of creep and fatigue, the present life status can be found: 

  1r
R

NL
N

= −   (26) 

where Lr is the remaining life. The remaining number of cycles can be easily calcu-
lated as 

 Nr = NR – N (27) 

where Nr is the remaining number of cycles. 

4. Mechanical testing 

One of the most important facts in test is the load waveform. The waveforms shown 
schematically in Fig. 4 have been applied in the present study. The low-cycle fatigue tests 
were carried out under closed-loop true temperature control. The tests were performed 
between 40.04 MPa and 60.10 MPa for fatigue, and creep-fatigue but for the latter 5 s 
dwell time was applied and the tests were done at 800 °C. For all tests, the specimens with 
228.6 mm gauge length and 12.7 mm diameter was used. For the creep test, the average 
constant stress of 50.07 MPa at 800 °C was applied. 

 

Fig. 4. Load waveform in mechanical testing 

The specimen was heated at a temperature gradient along the gauge length not 
greater than ±2°. Test temperatures varying in the range from 800 °C to 1100 °C were 
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applied. Ninteen specimens were tested for pure fatigue, pure creep and creep-fatigue 
interaction, respectively, at various temperatures. 

4.1. Test schedule for model 2 

Equation (15) has been used to predict failure. Creep-limited static stress, σcr, in 
Eq. (15) corresponds either to the design limit on creep strain at the design life or to 
creep rupture at the design life, depending on which failure mode governs. For this 
purpose, the tabulated data of material creep test can be used. The following steps are 
taken: 

1. The test temperature, T, is selected. 
2. From the creep test data of the material based on design life, and the selected 

temperature at step 1 as the working temperature, the corresponding creep-limited 
static stress, σcr is selected. For instance the acr at 704.44 °C and for 100 000 h life, is 
equal to 289.58 MPa. 

3. The mean stress, σm, and the alternating stress, σa, as components of cyclic load 
are selected. 

4. Cyclic load is applied until break and the number of cycles to failure is counted. 
5. Sf from Eq. (25) is calculated and the number of cycles to failure is found from 

Eq. (17). 

4.2. Test schedule for model 3 

From Equation (25), the following steps are taken: 
1. Selecting the temperature, T, between 760 °C and 982.22 °C and the stress, σ, 

between 206.84 MPa and 275.79 MPa for the test. 
2. Selecting the cycle frequency, f, for the fatigue test. 
3. Running fatigue test and finding the number of cycles to failure, Nf. 
4. Running the static isothermal creep test and finding the rupture time, tR. 
5. Selecting the hold time, th, for the cyclic creep test. 
6. Running the cyclic creep test at the same frequency of the fatigue one, and find-

ing the number of cycles to failure, NR. 
7. Calculating NR from Eq. (24). 
8. Repeating steps 1–7 for other samples. In the case of using of Eqs. (4) and (24) 

for fatigue and creep life, respectively, steps 3 and 4 can be ignored. 

5. Test analysis 

High-temperature strength data are often needed for conditions for which there is 
no experimental information. This is particularly true of long-time creep and stress-
rupture data, where it is quite possible to find that the creep strength to give 1% de-
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formation in 100 000 h (11.4 years) is required, although the alloy has been in exis-
tence for only 2 years. 

Obviously, in such situations extrapolation of the data to long times is required. 
Reliable extrapolation of creep, creep-fatigue, and stress-rupture curves to longer 
times can be made only when it is certain that no structural changes occur in the re-
gion of extrapolation which would produce a change in the slope of the curve. Since 
structural changes generally occur in shorter times at higher temperatures, one way of 
checking on this point is to examine the log-stress-log-rupture life plot at a tempera-
ture several hundred degrees above the required temperature. For example, if in 
1000 h no change in slope occurs in the curve at about 100 °C above the required tem-
perature, extrapolation of the lower temperature curve as a straight line to 10 000 h is 
probably safe and extrapolation even to 100 000 h may be possible. 

Certain useful techniques have been developed for approximating long-term be-
haviour based on a series of short-term tests. For instance, the data from creep tests 
may be cross plotted in a variety of different ways. The basic variables involved are 
stress, strain, time, temperature, and perhaps strain rate. Any two of these basic vari-
ables may be selected as plotting coordinates, with the remaining variables to be 
treated as parametric constants for a given curve. 

One of the commonly used methods for extrapolating short-time creep and creep 
-fatigue data to long-term applications is the thermal acceleration method. As is 
a common way in linear viscoelasticity, creep testing guidelines usually dictate that test 
periods of less than 1% of the expected life are not deemed to give significant results. 
Tests extending to at least 10% of the expected life are preferred where feasible. 

 
Fig. 5. Thermal acceleration method for creep testing 

The thermal acceleration method involves laboratory testing at temperatures much 
higher than the actual service temperature expected. As shown in Fig. 5, the data are 
plotted as stress versus time for a family of constant temperatures where the creep 
strain produced is constant for the whole plot. It may be noted that stress rupture data 
may also be plotted in this way. As an aid in extrapolation of stress-rupture data sev-
eral time–temperature parameters have been proposed for trading off temperature for 
time. The basic idea of these parameters is that they permit the prediction of long-time 
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rupture behaviour from the results of shorter time tests at higher temperatures at the 
same stress. 

In our tests, we did both upscale and downscale temperature tests. In order to jus-
tify the scale model theory specifically in thermal downscaling, the scaled down tem-
perature has been used for the model in comparison with the prototype. On the other 
hand, in order to run the creep and creep-fatigue test in a time shorter than the reality, 
tests at the upscale temperature have been carried out. More or less the same upscale 
force has been applied for the fatigue test to take shorter time than the real case. In the 
case of applying the real load, it may take ca. 6 months. 

 

Fig. 6. Geometry of fatigue, creep,  
and creep-fatigue specimen, steel 4340 (dimensions in mm) 

Material for creep-fatigue tests was Steel 4340. The material and its chemical, 
physical, and mechanical properties are described in Tables 1–3, respectively. Figure 6 
shows the geometry of a specimen used for the creep-fatigue tests. 

Table 1. Chemical composition of steel 4340 (in wt. %) 

C Mn P S Si Cu Ni Cr Mo Al V N Cd Sn 

0.4 0.75 0.008 0.029 0.26 0.03 1.72 0.87 0.23 0.021 0.001 0.0055 0.002 0.001 

Table 2. Physical properties of steel 4340 

A [%] Tmelt [°C] ρ [kg/m3] α [μm/(m·°C)] ΔL [%] ν 

36–43 1426.67 7.85×103 13.7 13.2 0.29

Table 3. Mechanical properties of steel 4340 

Sy [MPa] E [GPa] Sut [MPa] BHN

710 195–205 825–1110 248 
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The apparatus used in this study was Gleeble-3500 (Fig. 7), a controlled electro-
hydraulic thermal-fatigue testing machine with high-precision conduction heating and 
air-cooling functions [68]. 

 

Fig. 7. Gleeble-3500 for various creep, fatigue and creep-fatigue tests  
(with the courtesy of National Research Council (NRC) at Boucherville, Quebec) 

For axial displacement measurement, Fastar-SP100 sensor from Data Instruments 
was used which is based on inductance variation. Temperature was measured with 
a 0.2 mm in diameter thermo-couples welded at the middle and both ends of the 
specimen. The temperature difference within the gauge length was not greater than  
±2 °C to the set temperature throughout the duration of a test. In the creep-fatigue 
tests, force was computer-controlled by the same triangular waveform cycling. The 
same temperature was used for creep, and creep-fatigue tests, using the output of the 
thermocouple. 

The waveforms shown in Fig. 4 were applied in the tests, and were done using the 
testing facilities at the National Research Council (NRC), Boucherville, Quebec    
Sf = 807.18 MPa, which is greater than 0.9Sut = 742.5 MPa. It can be concluded that  
Nf < 103. 

5.1. Test results 

5.1.1. Model 1 

For creep, four tests were carried out on a sample of steel 4340 90 mm long, 
12.7 mm in diameter which was cleaned and annealed at 248 BHN. For creep test the 
waveform shown in Fig. 8 has been applied. Indeed we could just apply the tempera-
ture and the force of 6.31 KN which is equivalent to stress of 50.09 MPa (Fig. 9). The 
creep strains at various temperatures at a constant load (6.31 KN) are shown in Figs. 
10–13. 
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Fig. 8. Stress waveform for creep tests 

 

Fig. 9. Force waveform for creep tests 

 
Fig. 10. Creep strain vs. time at 800 °C in creep test 



M. H. SABOUR, R. B. BHAT 578

 
Fig. 11. Creep strain vs. time at 850 °C in creep test 

 
Fig. 12. Creep strain vs. time at 853 °C in creep test 

 
Fig. 13. Creep strain vs. time at 875 °C in creep test 
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Fig. 14. Stress waveform for fatigue test 

 
Fig. 15. Force waveform for fatigue test 

 

Fig. 16. Strain vs. time in fatigue test 
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For fatigue, a cyclic load (Fig. 14) was applied on a sample of steel 4340 of 12.7 
mm in diameter, 90 mm long until break down. The minimum stress was 40.04 MPa  
and the maximum stress was 60.10 MPa. Practically we could apply force between 
5.07 kN to 7.61 kN (Fig. 15). The total spend time was 2019.5 s and each cycle was 
10 s but it took 66 s of preliminary time to start the cyclic load. Then taking the net 
time for the cyclic load, the number of reversals is obtained. Figure 16 shows the 
strain vs. time in the fatigue test.  

Table 4. Creep test results for steel 4340 

Test 
No. T [°C] tR [s]

1 800 3645
2 850 1205
3 853 1125
4 875 715 

Table 5. Creep, fatigue and total damages 
from model 1 and the test 

Model Creep 
damage Dc 

Fatigue 
damage DF 

Total 
damage

DT 

Model 1 
(test data) 0.01372 0.02476 0.0384786

Model 1 
(calculation data) 0.0135448 0.02619596 0.0275504

Test   0.03986 
 
The test data has been used to find the total damage at creep-fatigue interaction. 

As an example, the damages at 50 s obtained from tests and from the models are 
shown in Table 5. For the test, cyclic load was applied on a sample of 12.7 mm in 
diameter 90 mm long steel 4340 until break down. The minimum stress was 40.04 
MPa (5.81ξ) and the maximum stress was 60.10 MPa and the hold time was 5 s. The 
force and temperature were applied and the stress and strain were measured. Practi-
cally break down happened after 1254.5 s. 

5.1.2. Model 2 

Based on the Miners rule for fatigue failure, for the case that was tested we have: 
σa = 10.03 MPa, σm= 50.07 MPa, σcr for 800 °C and 1 h lifetime is 50.7 MPa, Sut= 825 
MPa, then 0.9Sut = 742.5 MPa. Substituting these values in the Miners equation, we 
have 
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 Total spent  time 1254.5 83.6
period of 1 cycle 15fN = = =   (28) 

5.2.3. Model 3 

From Equation (25) we have: 

  1
1R SF

h

f R

N N t
N t

⎡ ⎤
⎢ ⎥
⎢ ⎥= =
⎢ ⎥+⎢ ⎥
⎣ ⎦

 (29) 

For the case that was tested we have: Nf = 195.35, NSF = 0.54, th = 5 s, tR = 3645 s. 
Using Equation (25) ,the number of cycles to break for the steel 4340 was obtained as 

  NR= 83.1951 cycles  (30) 

The present life status for instance after 50 s which is equivalent to 3.33 cycles, is 

3.331 1 0.9599
83.1951R

R

NL
N

= − = − =  

Test result gives 

 1254.5 83.6 cycles
15RN = =    (31) 

The present life status for instance after 50 s which is equivalent to 3.33 cycles, is 

 3.331 1 0.9601
83.6R

R

NL
N

= − = − =    (32) 

6. Discussion and conclusions 

Three constitutive models have been suggested. In the first model, the main idea is 
that the total damage can be used for break point of the components, and the damages 
due to creep and fatigue can be accumulated linearly. In this model, the creep model 
uses the Norton power law, Larson–Miller and Robinson rule approach, while the 
fatigue model combines the Miner rule and the universal slope method. The damages 
are calculated separately and the total damage is found by linear summation in order to 
find the lifetime. 

In model 2, the fluctuating stress is considered as a varying stress in the fatigue 
-creep model. Since the fluctuating stress is a combination of alternating and mean 
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stress, it can be assumed that the mean part represents the static load which can cause 
creep at elevated temperatures, whereas the alternating part is responsible for fatigue 
damage. This model is an extension to the Goodman theory, except that instead of an 
intercept of ultimate stress (σU) on the σm axis, the intercept used is the creep-limited 
static stress (σcr). 

In model 3, the approach for this model is that the creep-fatigue interaction can be 
considered as cyclic fatigue but with the hold time at maximum, minimum, or extreme 
stresses. This model has two strong points: 1) the required data can be used from pure 
creep and pure fatigue tests; 2) it has a safety factor (or a weakness factor) that is 
based on the material information and industrial experiences, between 0 and 1. 

Out of three constitutive models, the first one is the most accurate and reasonable 
one, although the third one is the easiest one. The main weak point of the second one 
is that it gives just a range of the lifetime or lifecycle for the low frequency loads, and 
it cannot be accurate in that region. The weak point of the 3rd one is finding the safety 
factor accurately. It should be noted that more tests are needed to find the constants in 
universal slope equation. In the present study, the constants are taken from ASM 
handbook. For unknown materials, many more tests are needed to find those con-
stants. In the present case, the result of the lifetime prediction in creep-fatigue interac-
tion tests and the first constitutive model has quite reasonable and acceptable match. 
Three suitable models for predicting the lifetime were developed and studied. The 
finite element technique was used to study the component dynamic behaviour. Natural 
frequencies and mode shapes were obtained. The response and stress due to harmonic 
and centrifugal loading were also obtained. The analytical results were compared with 
those obtained from experiments. 
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Orthorhombic to tetragonal phase transition 
and superconductivity in Ba2Cu3O4Cl2 
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The orthorhombic to tetragonal phase transition in Ba2Cu3O4Cl2 has been investigated. This transi-
tion was observed by X-ray powder diffractometry carried out in samples heat treated between 700 and 
750 °C. Results of X-ray diffractograms simulation confirm the phase transition. dc-Magnetization meas-
urements performed in SQUID showed the existence of a signal due to diamagnetism. The results suggest 
the existence of localized superconductivity and explain the different magnetic properties reported in the 
literature for the Ba2Cu3O4Cl2 compound. 

Key words: oxychloride; structural transition; diamagnetism 

1. Introduction 

Copper oxyhalide compounds have received much attention in recent years be-
cause of their similar structures to high critical temperature (high-TC) superconducting 
oxides. The discovery of superconductivity in Sr2CuO2F2+δ [1] stimulated further ef-
fort in the area and many new copper oxyhalide systems have been fabricated [2]. 
Among them, Ba2Cu3O4Cl2 (Ba2342) is one of the most interesting materials. Ba2342 
seems to be an insulator with a tetragonal structure (space group: I4/mmm) and lattice 
constants a = 5.517 Å and c = 13.808 Å. This compound crystallizes in a layered 
structure composed of Cu3O4, Ba and Cl layers [3]. The Cu3O4 layers contain two 
types of Cu sites: Cu1 and Cu11 sites. The Cu1 have an octahedral coordination with 
four square-planar oxygen ions in the basal plane, two chlorine ions at the apices, 
whereas the Cu11 ions are surrounded only by four square planar oxygen ions. On the 
other hand, it is known that the Cu1 spin is antiferromagnetically ordered and Cu11 is 
paramagnetically ordered at room temperature [4, 5]. The competition between these 
magnetic effects is considered to result in the multi-steps magnetic transitions in this 
compound. Furthermore, two magnetic transitions were observed in Ba2342; one at 
 __________  
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T ~ 330 K (denoted by TH) and another at T ~ 30 K (TL) [6, 7]. Between TH and TL, the 
compound displays weak ferromagnetism. Noro et al. [8] studied the effect of the sub-
stitution of Cu for Ni and reported the disappearance of a weak ferromagnetic moment 
which decreased drastically by introducing a small amount of Ni as a dopant. 

In contrast to the exposed above, diamagnetism and metal-like behaviour have 
been observed for the Ba2342 compound at low temperatures which suggest the exis-
tence of superconductivity in this compound as reported previously by some authors 
[9, 10]. In addition, some other copper oxyhalide compounds are superconductors. 
Another important aspect is that most of the high-Tc superconductors have crystalline 
structure containing Cu–O layers with CuO stoichiometry. In particular, YBa2Cu3O7–δ 
shows a phase transition from tetragonal to orthorhombic structure, which occurs near 
700 °C in an oxygen atmosphere [11]. The critical transition temperature depends on 
the oxygen partial pressure and occurs when the stoichiometry is near YBa2Cu3O6.5. 
The highest superconducting transition temperature (TC ~ 90 K) is only observed for 
the orthorhombic structure [11]. In addition, some other copper oxyhalide compounds 
are superconductors [1, 12, 13]. Also, high-pressure synthesis (at GPa) has been re-
sponsible for inducing superconductivity in (Ca, K)2CuO2Cl2 (TC = 24 K) [14] and  
(Ca, Na)2CaCu2O4Cl2 (TC = 49 K) [15]. 

In this paper, results of X-ray powder diffractometry are reported which suggest 
the existence of an orthorhombic to tetragonal transition in the Ba2Cu3O4Cl2 com-
pound. Magnetic measurements show a diamagnetic signal, and are in agreement with 
previous results: this suggests the existence of localized superconductivity in this 
compound [9, 10]. 

2. Experimental 

Polycrystalline samples of Ba2Cu3O4Cl2 were prepared by the solid state diffusion 
method using BaCO3, CuO and BaCl2·2H2O powders of high purity. The powders 
were mixed, ground, calcined at 700 °C for 24 h, pressed into pellets, sintered at 
750 °C for 48 h followed by cooling to room temperature. In addition, the samples 
were heat treated at 700 °C. The samples were characterized by X-ray powder diffrac-
tometry (Rich. Seifert-ISO Debyeflex 1001) which was carefully indexed using the 
reference [16]. The X-ray diffraction intensity data of 2θ were collected from 10 to 
50°. A step-scan mode was adopted with a scanning step of 0.02° (in 2θ) and duration 
of 2 s. The samples were also characterized by scanning electron microscopy (Jeol 
-JXA840) with energy dispersive spectrometry (EDS) in order to study the granular 
structures and grain compositions of the samples. 

Using the Powder Cell software [16] to calculate lattice parameters and to simu-
late X-ray powder diffractograms (XRD), we were able to study the experimental  
X-ray diffractograms and the influence of the heat treatment on the crystalline struc-
ture of the Ba2Cu3O4Cl2 compound. 
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Magnetization measurements were performed using a quantum design supercon-
ducting quantum interference device (SQUID) magnetometer. 

3. Results and discussion 

Figure 1 shows the XRD for the Ba2Cu3O4Cl2 sample heat treated at 750 °C (a) 
and 700 °C (b). Both diffractograms display single phases, but a careful analysis of 
them shows the existence of distinct peaks for the sample heat treated at 750 °C, see 
for example 103 reflections in the insets. This result is an evidence for a phase transi-
tion from orthorhombic to tetragonal structure in the Ba2Cu3O4Cl2 compound. In order 
to confirm this phase transition we performed simulation for the tetragonal and ortho-
rhombic X-ray diffractograms. We adopted the crystallographic parameters shown in 
tables 1 and 2 using the following space groups:  I4/mmm and Immm for the tetragonal 
and orthorhombic, respectively. The orthorhombic symmetry (Immm) was chosen 
because it is a subgroup of  I4/mmm and the atomic positions were based on the Inter-
national Tables for Crystallography [16]. The lattice parameters were tested until the 
best agreement between experimental and simulated X-ray powder diffractograms was 
obtained. 

 

Fig. 1. Experimental diffractograms for the sample Ba2Cu3O4Cl2 heat treated 
at 750 °C (a) and 700 °C (b). Insets show 103 reflections 
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Table 1. Atomic positions for Ba2Cu3O4Cl2 with tetragonal (I4/mmm) 
and orthorhombic (Immm) symmetries [16] 

Atom  I4/mmm I/mmm x y z 
Ba 4e 4i 0.000 0.000 0.365 

Cu1 4c 2d 0.000 0.500 0.000 
Cu2 2a 2a 0.000 0.000 0.000 
O 4d 4j 0.000 0.500 0.250 
Cl 8h 4e 0.250 0.000 0.000 

Table 2. Lattice parameters for Ba2Cu3O4Cl2 sample 

Heat treatment 
temperature [°C] 

Lattice parameters [Å] 
Structure 

a b c 
750 5.5129 5.5129 13.8216 tetragonal 
700 5.4902 5.5249 13.7925 orthorhombic 

 

Fig. 2. Simulated X-ray powder diffractograms for the Ba2Cu3O4Cl2 with tetragonal (a) 
and orthorhombic (b) symmetries. Insets highlight the 103 simulated reflections 

In Figure 2, we can observe that the result for the simulation of the tetragonal 
structure is in good agreement with the experimental X-ray powder diffractograms 
shown in Fig. 1. For the orthorhombic structure, we can see the appearance of double 
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peaks (see for example the inset of this figure and also 200 reflections) which is simi-
lar to the sample heat treated at 700 °C (Fig. 1b). The similarities between experimen-
tal and simulated diffractograms suggest that this oxychloride system has a phase tran-
sition from orthorhombic (Immm) to tetragonal (I4/mmm) structure. We have noted 
that the X-ray powder diffractograms have some similarities with those of 
YBa2Cu3O7–δ ceramic superconductor which also shows a phase transition as a func-
tion of oxygen content [11]. Thus, the phase transition observed in this work could 
explain the appearance of the diamagnetic signal and different magnetic properties 
reported for the Ba2Cu3O4Cl2 compound [9, 10]. 

 

Fig. 3. Magnetic moment as a function of temperature  
for a Ba2Cu3O4Cl2 sample heat treated for 72 h at 700 °C 

Figure 3 illustrates the temperature dependence of the magnetic moment for 
a sample of Ba2Cu3O4Cl2 heat treated at 700 °C (with orthorhombic symmetry). The 
presence of diamagnetism can be unambiguously observed, and it is in agreement with 
results reported previously [9, 10]. Thus, our results are another indication of the exis-
tence of superconductivity in the Ba2Cu3O4Cl2 compound. We suggest that the ortho-
rhombic phase can be responsible for the diamagnetic behaviour, but the superconduc-
tor volume in this system is small and it is probably related to the coexistence between 
orthorhombic and tetragonal phases. We speculate that the high pressure synthesis 
would be able to stabilize the orthorhombic phase and promote the appearance of su-
perconductivity in Ba2Cu3O4Cl2. 

4. Conclusion 

This work reports heat treatment effects on the Ba2Cu3O4Cl2 samples. We have 
observed the formation of double peaks in the X-ray diffractograms of Ba2Cu3O4Cl2 
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samples heat treated at lower temperatures, which were interpreted as a consequence 
of a structural transition in this compound. Simulations of X-ray powder diffracto-
grams confirm this idea and suggest that the phase transition is related to a change 
from orthorhombic to tetragonal structure. dc-Magnetization measurements performed 
in SQUID showed the existence of diamagnetism in the signal. The structural transi-
tion and the diamagnetism suggest the existence of superconductivity and can explain 
the different magnetic behaviors reported in the literature about the Ba2Cu3O4Cl2 com-
pound. 
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New magnetic Ni-Al hydrotalcite-like materials 
 Synthesis and characterization 
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of Controllable Chemical Reactions, Harbin Engineering University, Harbin 150001, PR China 

Novel magnetic Ni-Al hydrotalcite with Ni/Al molar ratio of 3 was synthesized by the hydrothermal 
method and co-precipitation. The obtained material was characterized in detail by thermogravimetric 
analysis – differential scanning calorimetry, X-ray diffraction (XRD), transmission electron microscopy 
(TEM), and vibrating sample magnetometry (VSM). XRD analysis indicated that a more well-crystallized 
hydrotalcite-like phase and higher thermal stability were present in the hydrothermally treated product 
than in that obtained by the conventional co-precipitation method. Well-defined flat particles were ob-
served by TEM, and the (200) lattice plane (d = 0.21 nm) could be clearly seen in the HRTEM image. 
Furthermore, VSM results showed that the obtained material exhibited paramagnetism. 

Key words: hydrotalcite; magnetism; hydrothermal method; co-precipitation 

1. Introduction 

Hydrotalcites (HTLcs) are commercially available and cheap solid bases; hydro-
talcites and calcined hydrotalcites (normally referred to as mixed oxides) are highly 
active, selective catalysts and play an important role in many base-catalyzed reactions, 
such as Claisen–Schmidt condensations [1] and Knoevenagel condensations [2]. How-
ever, the problems of separation, recovery and pollution limit their industrial applica-
tions. The separation methods for these solid mixed oxides need extra equipment and 
treatments, which consume a great deal of energy and money. Therefore, it is essential 
to synthesize a novel solid base catalyst to extend the utility of catalysts and develop 
green routes. The drive to develop environmentally benign processes has led to a con-
siderable increase in research activities both in academic and industrial sectors for the 
development of solid base catalysts. Based on the above consideration, Carja et al. [3] 
reported new magnetic layered structures which can be used as precursors for new 

 __________  
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hybrid nanostructures such as aspirin-hydrotalcite-like anionic clays. Srikanth et al. [4] 
reported the synthesis of super-paramagnetic Fe3O4 nanoparticles recently. The pre-
sented Fe3O4 possesses uniform crystallite size (about 11 nm) and high-dispersion. 

Co-precipitation is the most common method to synthesize HTLcs which is based 
on the reaction of a solution containing MII and MIII metal cations in adequate propor-
tions with an alkaline solution. However, the crystallinity of the obtained samples is 
strongly affected by the synthetic parameters such as the pH value, temperature, con-
centration of used solutions and others [5–7]. Hydrothermal synthesis is a well-known 
and established method to prepare transition metal oxides and other well-crystallized 
samples [8–10]. It is well-known that the catalytic performance of hydrotalcite is dra-
matically increased through the incorporation Ni into the hydrotalcite material. The 
formation of surface-enriched Ni in the hydrotalcite seems to be the main reason for 
its high catalytic performance [11]. 

In our present work, two methods have been used to obtain the magnetic Ni-Al 
hydrotalcites: one method is based on the direct co-precipitation synthesis by using 
Fe3O4 as magnetic core, the other one is based on the hydrothermal treatment by the 
introduction of Fe3O4 endowed Ni-Al HTLcs with magnetism which makes it possible 
to achieve the ease of recovery and recycling of HTLcs through an external rotating 
magnetic field. New results are reported for the first time, to the best of our knowl-
edge. This novel magnetic Ni-Al HTLcs is expected to be used as a green catalyst, and 
thus solve the disadvantages as mentioned above. 

2. Experimental 

Synthesis. Magnetic nanoparticles were prepared by dissolving 0.01 mol of FeSO4 
and 0.01 mol of Fe2(SO4)3 in water, under stirring at 45 ºC, and 20 wt. % of NH3·H2O 
were added dropwise together at a constant pH value of 10–11. The obtained material 
(Fe3O4) was recovered, washed several times with de-ionized water until the pH was 
neutral. The obtained Fe3O4 was preserved as a suspension. 

An aqueous solution containing 17.45 g of Ni(NO3)2·6H2O and 7.5 g of 
Al(NO3)3·9H2O was added dropwise to Fe3O4 solution with Ni/Fe molar ratio equal to 
50 under vigorous stirring. During the synthesis, the temperature was maintained at 
60 °C and pH at about 11 by simultaneous addition of NaOH and Na2CO3 solution. 
The resulting mixture was transferred to an autoclave pressure vessel and hydrother-
mally treated at 200 °C for 10 h. When the autoclave temperature reached the room 
temperature, the product was removed, filtered, washed with distilled water to get 
netural pH, and dried at 80 °C for 24 h. The resulting sample was calcined at various 
temperatures between 200 °C and 900 °C for 5 h. 

Magnetic Ni-Al HTLcs was also prepared by the direct co-precipitation method, in 
order to compare with the obtained hydrothermally treated sample. An aqueous solu-
tion containing Ni(NO3)2·6H2O and Al(NO3)3·9H2O was added dropwise to the above 
synthesized Fe3O4 solution with Co/Fe molar ratio equal to 50 under vigorous stirring. 
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During the whole synthesis, the temperature was maintained at 65 °C and the pH at 
about 10 by the simultaneous addition of NaOH and Na2CO3 solution. When enough 
reaction time had elapsed, the product was removed, filtered, washed with distilled 
water to get neutral pH, and dried at 80 °C for 24 h. 

Characterization. Thermogravimetric analysis – differential scanning calorimetry 
(TG-DSC) of the as-synthesized sample was performed on a NEZSCH STA 409PC 
thermoanalyzer. The analysis was carried out in Ar atmosphere in the temperature 
range 40–600 °C with the heating rate of 10 °C/min. Powder X-ray diffraction (XRD) 
patterns were recorded on a Rigaku D/max-IIIB diffractometer using CuKα radiation 
(λ = 0.15406 nm). Transmission electron microscopy (TEM) and high-resolution 
transmission electron microscopy (HRTEM) experiments were performed using 
a Philips CM 200 FEG electron microscope with an acceleration voltage of 200 kV. 
The samples were dispersed in ethanol. Carbon-coated copper grids were used as the 
sample holders. Magnetic hysteresis loops were measured using a vibrating sample 
magnetometer (VSM, JDAW-2000). For magnetization measurements, the powder 
was pressed strongly and fixed in a small cylindrical plastic boxes. 

3. Results and discussion 

3.1. TG-DSC studies 

The TG-DSC curves of the magnetic Ni-Al HTLcs treated by hydrothermal 
method and co-precipitation method are shown in Fig. 1. Both the TG-DSC profiles of 
magnetic Ni-Al HTLcs exhibited two apparent endothermic events, and two distinc- 
 

 

Fig. 1. TG-DSC curves of magnetic Ni-Al HTLcs synthesized by hydrothermal  
treatment (solid lines) and conventional co-precipitation (dashed lines) 
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tive steps of weight loss. The DSC profile of hydrothermally treated samples (solid 
lines) exhibited two apparent endothermic peaks at 234 and 357.1 °C, with a minor, 
broad endothermic peak at about 324 °C. This also can be proved by the TG curve, 
where two clear weight losses can be observed. At the first stage, the weight loss can 
be assigned to the loss of physically absorbed (surface) and interlayer water [12–14], 
in the diagram of TG curve, 8.44 % loss was observed. Based on this value, the water 
content was estimated to be 2.34 per chemical formula. The second one can be as-
signed to the loss of hydroxyl ions and removal of carbonate ions. Notably, the  
TG-DSC profiles for magnetic Ni-Al HTLcs synthesized by direct co-precipitation 
(broken lines) showed two apparent endothermic peaks at 204.1 °C and 346 °C, which 
was slightly lower than hydrothermal treatment showed. This indicated that the sample 
possessed high thermal stability which can be further demonstrated by the following 
XRD and TEM observations. 

3.2. Powder X-ray diffraction XRD 

The XRD patterns of magnetic Ni-Al HTLcs synthesized by hydrothermal method 
(A) and co-precipitation method (B) are shown in Fig. 2. In both samples, there ap-
peared diffraction peaks corresponding to the layered double hydroxides structure. In 
concrete, the sharp symmetric reflections of the basal (003), (006) and (009) planes; 
broad, less intense and asymmetric reflections for the nonbasal (012), (015) and (018) 
planes were observed. 

 
Fig. 2. XRD patterns of magnetic Ni-Al HTLcs synthesized  

by hydrothermal treatment (A) and conventional co-precipitation (B) 

At the same time, (009) and (012) reflections partially overlapped in the 2θ range 
of 33–37°. All of these features were characteristic of a typical hydrotalcite-like 
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phase [15]. No typical diffraction peak of iron oxides was observed for Fe-LDH sam-
ple, which showed that the magnetism (Fe3O4) was highly dispersed in the hydrotalcite 
structure. It should be noted that the hydrothermal treatment resulted in an increasing 
intensity of diffraction peaks. Furthermore, after the hydrothermal treatment, the typi-
cal XRD diffraction peaks shift to lower angles, which implied the increase of the 
interlayer spacing and growth of crystallites. The growth of crystallites can be ex-
plained: the amorphous part of the co-precipitated sample dissolves during hydrotal-
cite synthesis under hydrothermal conditions, which results in the increase of hydro-
talcite content. 

 
Fig. 3. XRD patterns of hydrothermally treated magnetic 

 Ni-Al HTLcs calcined at various temperatures 

In order to investigate the effect of calcination temperature on the structure of hy-
drothermally treated magnetic Ni-Al HTLcs, the samples calcined at various tempera-
tures were characterized by XRD. As shown in Fig. 3, the presented XRD pattern of 
magnetic Ni-Al HTLcs calcined at 200 °C was similar to that of the dried sample ob-
tained by hydrothermal treatment, which indicates the obtained calcined sample still 
possesses a layered double structure. However, the XRD diffraction peaks, especially 
for (003), of the calcined sample shifted to higher angles when the temperature was 
increased to 300 °C. The decomposition of the hydroxide layers and the removal of 
interlayer anions (carbonate) resulted in the decrease of the interlayer spacing, and 
thus the shift of XRD diffraction peaks which was consistent with the TG-DSC re-
sults. It should be noted that, at this temperature, the characteristic (200) peaks of NiO 
were evident. Further increase of the calcination temperature led to the complete de-
composition of HTLcs and the formation of single oxide NiO (cubic structure, JCPDS 
4-835). The (110), (200), and (200) diffraction peaks can be clearly seen in Fig. 3. 
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With the increase of calcination temperature, these diffraction peaks became more 
narrow and intense, which can be attributed to the growth of crystallites and improve-
ment of crystallization. For the conventional Ni-Al HTLcs, NiAl2O4 was formed as a 
crystalline phase at 800 °C. However, for our obtained sample, even if the temperature 
was increased to 900 °C, the calcined sample can also possess the single NiO crystal-
line phase after thermal decomposition. This can be ascribed to the hydrothermal 
treatment and the introduction of Fe3O4 during the synthetic process. The Al3+ ions can 
either be incorporated in an amorphous nickel aluminate phase, or in a separate amor-
phous alumina phase [16]. Single NiO crystalline phase maintained at high tempera-
ture is particularly important for applications in catalysis and electrochemistry fields. 
Moreover, it exhibited spinel phase (NiaFebAlcOd) when the calcination temperature 
increased to 900 °C. Mixed oxides involving spinel as a basic catalyst can be used in 
multiform catalytic reactions. 

3.3. Transmission electron microscopy (TEM) 

The morphology of a hydrothermally treated magnetic Ni-Al HTLcs sample with-
out calcination was investigated by TEM. The TEM images are shown in Fig. 4. The 
flat particle morphology was observed to be regular, and of hexagonal shape through-
out. The grain boundaries were well defined and the platelet size was about 200 nm. A 
dissolution and re-crystallization of the smallest crystallites and amorphous parts dur-
ing hydrothermal treatment should be responsible for the large particle size. 

 
Fig. 4. TEM image of magnetic Ni-Al HTLcs without calcination 
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The increase in both crystallinity and crystallite size upon hydrothermal treatment 
was further confirmed by the XRD observations. No diffraction fringes were observed, 
although the sample was crystalline, as evidenced by the XRD pattern. However, it 
should be remembered that in the experimental conditions, necessary for TEM analy-
sis, the samples were kept under high vacuum. Therefore, it seemed reasonable to 
assume that a deep dehydration and a partial loss of the layered structure occurred. The 
inset of Fig. 4 shows the profile of the sample. It can be clearly seen that the thin plates 
composed of layered structures and the thickness of the platelet was about 17 nm. 

 
Fig. 5. TEM image and the corresponding Fourier diffractogram (inset)  

of magnetic Ni-Al HTLcs calcined at 300 °C 

Figure 5 shows typical TEM images at various magnifications of hydrothermally 
treated magnetic Ni-Al HTLcs calcined at 300 °C. The micrograph at lower magnifi-
cation (the inset of Fig. 5) clearly shows the structure of HTLcs that had been partly 
destroyed by calcination. The lattice fringes can be easily observed from the HRTEM 
image. The lattice fringe corresponding to (200) (d = 0.21 nm) crystallographic planes 
of NiO was presented in Fig. 5, which was consistent with the Fourier diffractograms 
shown in the inset of Fig. 5. The TEM observations were in good agreement with 
XRD results. 

3.4. Vibrating sample magnetometry (VSM) 

Figure 6 shows the hysteresis curves of hydrothermally treated magnetic Ni-Al 
HTLcs without calcination. The Ni/Fe molar ratio was 50. The magnetic properties, 
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such as saturation magnetization (Ms), remanent magnetization (Mr) and coercivity 
(Hc), are given in Table 1. The hysteresis curve of the hydrothermally treated magnetic 
Ni-Al HTLcs exhibited a paramagnetic behaviour (Ms = 2.09 emu/g and Hc = 0 Oe). It 
demonstrated that the obtained sample exhibited paramagnetism which can be attrib-
uted to the Fe3O4 particle with very small particle size [4]. However, the specific satu-
ration magnetization decreased to 1.88 emu/g when the (FeOx/Fe-HTLcs) 
 

 
Fig. 6. Magnetic hyteresis curve of magnetic Ni-Al HTLcs without calcination 

sample was calcined at 400 °C, which can be due to the change of magnetic valence. 
XRD pattern of the sample calcined at 400 °C showed metal oxide (NiO) formation, 
as shown in Fig. 3. Non-magnetic substances, such as NiO, may impede the magneti-
zation orientation of the product and result in the decrease of the magnetism. From 
Table 1, it can be observed that the coercivity (Hc) of the sample calcined at 400 °C 
was 339 Oe. The increase in the Hc value was attributed to adhesion and growth of the 
crystal grains, which resulted in a change from paramagnetism to ferrous magnetism 
in the Ni-Al HTLcs. 

Table 1. The magnetic capability of magnetic Ni-Al HTLcs  
(Ni/Fe molar ratio equal to 50) 

 
Calcination temperature [°C] 

0 400 
Ms (emu/g) 2.09 1.88 
Mr (emu/g) 0.37 0.37 
Mr/Ms 0.178 0.198 
jHc [Oe] 0 339 



New magnetic Ni-Al hydrotalcite-like materials 599

4. Conclusions 

We introduced a simple synthesis route to prepare the magnetic Ni-Al HTLcs on 
the basis of the hydrothermal treatment method. The hydrothermally treated magnetic 
Ni-Al HTLcs presented higher thermal stabitlity in comparison with the sample in the 
absence of hydrothermal treatment. Furthermore, the obtained materials exhibited 
paramagnetism. This novel material has potential applications as a green catalyst or as 
a catalyst-support. We expect this novel synthetic method can be extended to the syn-
thesis of other magnetic HTLcs. 
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The study of mechanical alloying in the Cu–Fe system, as a model system for those with positive 
heats of mixing, has been investigated. The effects of impact force which pertains to ball-to-powder ratio, 
rotation speed and milling time, on the strain and grain size of final powders have been studied. The aim 
of this research was to find the optimum condition for mechanical alloying of Cu–Fe system by the auto-
matic design and analysis of Taguchi experiments. X-ray diffraction (XRD) was used to analyze the 
effect of incoming energy on the diffusion rate. 

Key words: mechanical alloying; nanocrystalline; immiscible systems; diffusion; Taguchi design 

1. Introduction 

Over the last three decades, powder processing by ball milling has attracted wide 
practical interest as it offers a simple but powerful way to synthesize non-equilibrium 
phases and microstructures from nanograin materials to extended solid solutions, 
amorphous phases [1–3], chemically disordered compounds [4–7], and nanocompo-
sites [8, 9]. Mechanical alloying (MA) can be comparable with those methods accom-
panied by cold working (dislocation density about 1011 cm–2). In MA, powders are 
entrapped between ball–ball and ball–wall and the impact force of the collision trans-
fers to them. Therefore, powders undergo a severe plastic deformation, which causes 
a strain rate of 10 s–1 and, therefore, significantly enhances dislocation density. If two 
different kinds of powder particles are joined together and then flattened because of 
the impact force, they become like a lamellar composite (thickness ca. 0.1–0.5 μ), and 
 __________  
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the diffusion distance decreases. Another significant parameter which promotes diffu-
sion during MA is the presence of new surfaces. Fracturing powders results in appear-
ance of new surfaces which are clean, i.e. without oxide layers, and prepare good sites 
for atomic motion and diffusion. Mechanically alloyed powders also exhibit extension 
of equilibrium solid solubility limits, which is important in miscible systems [10, 11]. 
It becomes more significant in systems such as Cr–Cu [12], Ag–Cu, Cu–Fe [13], Cu–
W [14, 15] and Al–Pb [16] which are immiscible at room temperature by using other 
methods and are partially or even fully soluble by using MA. 

The Cu–Fe system does not form any intermetallic compounds and has negligible 
mutual solid solubility in equilibrium at temperatures below 700 °C because of the 
large positive enthalpy of mixing [17]. During MA, the energy of balls transfers to the 
entrapped powders and causes severe plastic deformation, thus enhancing density of 
dislocations and promotes the formation of excess vacancies [18]. On the other hand, 
pipe diffusion needs low temperature and high strain rate or stress which are provided 
by MA [19, 20]. These conditions together increase atomic diffusion and consequently 
lead to the formation of solid solutions of Cu(Fe). Although there exist lots of research 
work on the formation [21–23] and characterization [24–27] of the Cu–Fe immiscible 
system, there is no analytical viewpoint on the effect of milling parameters and mixed 
fraction of its mechanical alloying. Note that according to Jiang et. al. [25], mechani-
cal alloying leads to the formation of single-phase solid solutions of up to 60 at. % Fe 
in Cu, and 20 at. % Cu in Fe but according to our research, based on XRD peak posi-
tion and width changes, no detectable dissolution of Cu in Fe is observed. This re-
search work addresses the optimum parameters to diffuse Fe in Cu, and also the ef-
fects of impact force on the strain and grain size of final powders in Cu–Fe systems 
have been studied. The Taguchi method is a scientifically rigorous mechanism for 
evaluating and implementing improvements in processes, materials, equipment, and 
facilities. These improvements are aimed at improving the desired characteristics and 
simultaneously reducing the number of defects by studying the key variables control-
ling the process and optimizing the procedures or design to yield the best results. In 
other word, Taguchi helps to design samples to find these optima and reduces the 
number of required samples and consequent tests. 

2. Experimental 

Mechanical alloying was performed in a high-energy ball milling Fritsch P-5 
planetary mill using stainless steel containers and balls (15 mm in diameter). The 
50% Cu–50% Fe alloy powders were produced by milling 3.2 g of copper powder 
(99.7% pure, <100 μm) and 2.8 g of iron powder (> 99% pure), both purchased from 
Merck. Stearic acid (1 wt. %) was added to the initial powders in order to prevent 
agglomeration. After milling, the powders were removed from the container. The 
milled samples were analyzed by X-ray diffraction (XRD) in a Siemens (D-500) dif-
fractometer using CuKα radiation (λ = 0.1540510 nm).We used an automatic design 
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and the analysis of Taguchi experiments to find the optimum parameter values. Three 
most significant factors including ball-to-powder ratio (BPR), time and speed were 
chosen. We assumed that arranging two levels for each of these factors can help to 
realize the values of most significant parameters. Therefore, the BPR values 10 and 20 
have been chosen. For time and speed, levels of 10–20 h and 200–400 rpm realized to 
be the finest amounts. Based on 2-level control factors Taguchi offers L-4 design 
which is listed in Table 1. CF0 represents a mixture of unmilled elemental powders. 

Table 1. Conditions and parameters of the experiment 

Sample BPR Time 
[h] 

Speed 
[rpm] 

CF1 10 10 200 
CF2 10 20 400 
CF3 20 10 400 
CF4 20 20 200 

3. Results and discussion 

XRD spectra of the milled samples are shown in Fig. 1. The diffraction Bragg 
peaks are broadened, shifted and reduced in intensity. Several factors such as decrease 
in crystalline size, internal strain and broadening, due to the X-ray machine itself, can 
be related to the peak broadening. We omit the third factor and investigate on the first 
two. Each sample has its own conditions (different BPR, speed and milling time) 
which cause the changes in peaks. Note that each of the selected parameters affects 
changes in peaks by its own power which can be analyzed employing Taguchi proce-
dure. This power is a combination of impact factor (which pertains to BPR and speed) 
and milling time. On the other hand, it is clear that diffusion of Fe atoms in Cu lattice 
results in broadening of peaks. Diffusion of Fe atoms in Cu lattice leads to increase in 
the lattice constant. It means that the lattice parameter of Cu increases which leads to 
the reduction in degree of peaks. Although Fe and Cu have similar atomic radii, and 
mechanical alloying can promote the formation of both Fe(Cu) and Cu(Fe), based on 
XRD results (changes in width and position of (110) peak) and even considering 
atomic radius and melting temperature prove that atomic diffusion of Fe into Cu ma-
trix and consequently formation of Cu(Fe) is more likely than Cu atoms to diffuse into 
Fe matrix.  

Table 2 lists peak position, broadening values, relative crystallite sizes and lattice 
parameters of Cu. The crystallite size evolution for milled powders was determined by 
the Williamson–Hall method. The method is based on the broadening of the diffrac-
tion lines due to the strain and crystallite size. The Williamson–Hall equation is ex-
pressed as [28]: 
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 2 2
0

0.89( )cos siniB B S
d
λθ θ− = +   (1) 

where Bi is the full width at a half-maximum (FWHM) of the peaks of mechanically 
alloyed powders, B0 the width at a half-maximum of peaks of unmilled powders,  
θ – the Bragg angle, λ the wavelength of X-ray, S the internal microstrain and d – crys-
tallite size.  

 
Fig. 1. XRD spectra of milled samples at various milling conditions 

Table 2. Peak positions, width of (111) peak,  
microstrain and crystallite size of samples 

Sample 2θ (111)
[deg] FWHM Microstrain S Crystallite size

d [nm] 
Lattice parameter

[nm] 
CF0 43.64 0.27 – - 0.3588 
CF1 43.50 0.32 –0.0017 42 0.3594 
CF2 43.46 0.29 –0.0011 65 0.3592 
CF3 43.50 0.36 –0.0024 30 0.3597 
CF4 43.44 0.41 –0.0031 23 0.3599 

 
A comparison of these values with each other shows that the shift of (111) peak is 

more significant in CF4, which means that its operating condition is the most signifi-
cant. From Taguchi design and its analysis, it is clear that the important factors are 
BPR, speed and time, respectively. 

According to Eq. (1), the crystallite size of samples can be calculated from the in-
tercept of the straight line, whereas the values of microstrain can be obtained from the 
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slope of this line. Figure 2 illustrates the effect of milling condition on the microstrain 
and the crystallite size of samples. As shown in Fig. 2, the value of 2 2

0( )cosiB B θ−  
decreases linearly with sinθ. It is obvious that negative slope of these lines correlates 
to the compressive induced stress caused by ball collisions. The impact energy of balls 
has a direct relationship with their collision speed and their numbers (which create the 
 

 

Fig. 2. Williamson-Hall plot: effect of milling parameters on microstrain and crystallite size 

PBR factor). These factors, i.e. impact energy and milling time can explain the ar-
rangement of the straight lines. The greater the impact energy, the higher is the in-
duced strain. Another noticeable parameter is lattice parameter of Cu matrix. As listed 
in Table 2, and considering dissolution of Fe atoms in Cu lattice, substituting Fe atoms 
into Cu lattice result in increasing of the distance of Cu planes. Difference between Cu 
and Fe atomic radii causes this change. So as a result of Fe dissolution into Cu lattice, 
in addition to the effect of induced microstrain, lattice parameters change (Table 2). 
Taguchi design can estimate the optimum condition to achieve the least crystalline 
size which was the last sample. One can estimate that using BPR of 20, time of 20 h 
and speed of 200 rpm are the optimum parameters just like sample CF4. Although it 
might seem that increasing the speed could enhance the impact energy, it should be 
kept in mind that an increase above the criyical value leads to adhesion of balls to the 
wall of vials. Incidentally, at speeds higher than the critical value, there is no effective 
impact and collision, therefore energy of balls is not transferred to the powders. This 
fact can be seen in sample CF2. This sample was treated at a speed of 400 rpm, which 
is estimated to be over the critical value. As is explained about the impact energy, this 
sample has the least effective incoming energy. Another point which can be inferred 
about milling condition is that although mechanical alloying is a time-dependent proc-
ess, optimizing other factors could help to improve the milling process and conse-
quently decrease milling time dramatically. For example, although sample CF2 is 
milled for about 20 h due to deviation of other milling parameters from their optimum 
values, it has the least induced strain. 
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Each sample was milled at different milling times to investigate on the effect of 
these conditions on Fe fraction which diffused into Cu lattice. Kinetic of Fe dissolu-
tion into Cu lattice can be followed by the evolution of the (110) X-ray peak intensity 
of the unmixed Fe as a function of milling time. The obtained curves of the mixed 
fraction of Fe which are considered as the fraction transformed (Fig. 3) can be well 
described by the Johnson–Mehl–Avrami kinetics formalism in which the fraction 
transformed exhibits a time dependence of the following form [29, 30]: 

 ( )( )1 exp nX kt= − −  (2) 

where n is the order of reaction or the Avrami parameter, X is the volume fraction 
transformed, t is the milling time and K is the rate constant. 

 
Fig. 3. Mixed fraction of Fe in function of lnt 

 
Fig. 4. Johnson–Mehl–Avrami plot in function of milling time 

The kinetic parameters, n and k, can be deduced from the double logarithmic plot 
lnln(1/(1–X)) vs. lnt. These curves represent the amount of mixed fraction for the least 
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intensive and most intensive condition across milling time. As expected, milling with 
the most effective condition results in diffusion of more Fe atoms into Cu lattice for 
the same milling time. For instance, while less than 10% of Fe can diffuse into Cu 
lattice during the first 5 h of milling for CF2, up to 30% of Fe atoms diffuse into Cu 
lattice for CF4. Another point, the rate of solubility is higher for CF4 in comparison 
with other samples, which can be seen in Fig. 4. The obtained Avrami parameters  
n2 = 0.60 and n4 =0.64 are quite small (n < 1) and differ significantly from those usu-
ally obtained for the nucleation and growth during the crystallization process. 

These values are comparable to those obtained for transformation controlled by 
the diffusion at the interface and by the dislocation segregation. This might be corre-
lated to the existence of a high density of dislocations and various types of defects 
induced by severe plastic deformations during milling [31, 32]. 

4. Conclusion 

Ball-milled Cu–50 % Fe powdered mixture has been studied by X-ray diffraction. 
Using Taguchi design L-4 introduces 4 different samples which can estimate signifi-
cant values of three most significant factors: BPR, time and speed among 2 levels. It 
predicts that using PBR of 20 and time of 20 hrs together with a speed of 200 rpm can 
reduce the crystalline size to the minimum achievable value, and increase microstrain 
to the highest available. One of the samples which was produced at these data shows a 
crystalline size of 23 nm and microstrain of 0.0031. Calculating the Avrami parameter 
proved how it is possible to enhance atomic diffusion by finding the best combination 
of milling conditions. 
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Optical characterization of nanoporous GaN 
through electroless wet chemical etching 
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High quality unintentionally doped n-type GaN layers were grown on Si(111) substrate, using AlN 
as the buffer layer, by radio frequency (RF) nitrogen molecular beam epitaxy. The present work reports 
on the photoluminescence (PL) studies of porous GaN prepared by ultraviolet assisted electrochemical 
etching in a solution of 2:1:1 HF:CH3OH:H2O2 under illumination of an UV lamp with 500 W power for 
10, 25 and 35 min. The optical properties of porous GaN samples were compared to the corresponding as-
grown GaN. PL studies suggested that the porosity was capable of improving the lattice mismatch induced 
strain. Porosity induced PL intensity enhancement was found in nanoporous samples. The resulting nanoporous 
GaN displays blue-shifted PL spectra compared to the as-grown GaN. Appearance of the blue-shifted emission 
is correlated with the development of highly anisotropic structures in the morphology.  

Key words: photoluminescence; porous GaN; electrochemical etching; Si; RF-MBE 

1. Introduction 

Porous semiconductors, especially porous silicon (PSi), exhibit properties absent 
in their crystalline counterparts [1]. Nonplanar structures developed by anodic etching 
can have specific surface areas as large as ca. 100 m2·g–1 [2], and quantum confine-
ment coupled with the decreased efficiency of non-radiative recombination produce 
luminescence above the bulk band gap [3]. The high surface area, band gap shift, and 
efficient luminescence suggest uses of porous semiconductors in chemical and bio-
chemical sensing [4, 5]. While PSi has attracted much attention, its thermal, chemical, 
and mechanical instability hinders its large scale application [6]. Interest in porous 
semiconductors as-growth templates arises from the pores acting as sinks for mis-
match dislocations, accommodating elastic strain in heterostructures [7]. Since the 
discovery of light emitting porous silicon by Canham in 1990 [1], significant progress 
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has been made on the studies of the structural, optical as well as mechanical and elec-
trical properties of porous silicon. 

In the last decade, porous semiconductors have been widely studied, primarily due 
to the potential for intentional engineering of properties not readily obtained in the 
corresponding crystalline precursors, as well as the potential applications in optoelec-
tronics, chemical and biochemical sensing. When porosity is formed, these materials 
exhibit various special optical features, for instance, a shift of band gap, luminescence 
intensity enhancement, as well as photoresponse improvement. Among porous semi-
conductors, porous silicon receives enormous attention and has been investigated most 
intensively; however the instability of physical properties has prevented it from large 
scale application. This leads to the development of other porous semiconductors, for 
instance, the conventional III–V compounds such as GaAs, GaP and InP; and the wide 
bandgap materials, such as GaN and SiC. 

The research in porous GaN is strongly driven by its superior physical properties 
such as the mechanical, excellent thermal, and chemical stability, as well as the poten-
tial shift of the bandgap [8]. Moreover, it has been reported that porous GaN can be 
used as an intermediate layer for the reduction of substrate induced strain [9, 10]. 
Since bulk GaN in wafer size is not available, GaN thin film usually is grown on poor 
lattices and thermally mismatched foreign substrates, which will result in high residual 
stress and eventually lead to high density of structural defects. Research has also sug-
gested that nanopatterned porous structures may serve as a template for nanoscale 
lateral epitaxial overgrowth [11]. In comparison, the study of porous GaN is still in the 
early stage, many fundamental properties are still not well understood.  

Electroless etching is also called electrochemical oxidation without external bias. 
Metal-assisted electroless-chemical etching is an etching technique, developed re-
cently, which is proven to be efficient in generating porous semiconductors (especially 
GaN). In this process, a discontinuous layer of Pt is deposited on the semiconductor 
surface before immersing into a solution containing CH3OH, HF, and an oxidant, 
H2O2. Etching proceeds as the H2O2 is catalytically reduced at the surface of the Pt, 
thereby injecting mobile holes into the valence band. Similar to anodic etching, the 
holes will induce dangling bonds, and the dangling bonds will be attacked by nucleo-
philic species, resulting in material dissolution [12]. 

In this work, nanoporous GaN structures were formed from crystalline GaN on con-
ducting Si substrate using metal-assisted UV electroless etching in HF/CH3OH/H2O2. The 
optical properties of porous GaN samples were characterized by photoluminescence 
(PL) spectroscopy. 

2. Experimental 

The unintentionally doped n-type GaN film, grown on silicon (111) substrate, was 
used in this study. The film growth has been performed in a Veeco model Gen II MBE 
system, using standard effusion sources for evaporation of Al (6N5) and Ga (7N), and 
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nitrogen with 7N purity was channeled by RF source to generate reactive nitrogen 
species. The plasma was operated at typical nitrogen pressure of 1.5×10–5 Torr under 
the discharge power of 300 W. Prior to loading into the MBE chamber, the Si(111) 
wafers (resistivity < 0.02 Ω·cm, n-type) were cleaned by using a standard Radio Cor-
poration of America (RCA) method. RCA cleaning, also known as standard cleaning 
(SC), has been widely used in the semiconductor industry for more than twenty years.  

In the preparation chamber, the substrates were outgassed for 10 min at 400 °C 
prior to growth. In the growth chamber, Si substrate was heated at 750 °C, and a few 
monolayers of Ga were deposited on the substrate for the purpose of removing SiO2 
by formation of GaO2. A RHEED reconstruction with prominent Kikuchi lines was 
then observed, that turned into clean Si(111) surfaces at 750 °C. To grow an AlN 
buffer layer, the substrate was heated up to 850°C. Both the Al and N shutters were 
opened simultaneously for 30 min. Subsequently, a GaN epilayer was grown on top of 
the buffer layer for 15 min, with substrate temperature set at 800 °C. The unintention-
ally doped n-type GaN film, grown on Si(111) substrate, was used in this study. The 
thickness of GaN film was about 0.6 μm, with a carrier concentration of 4×1019 cm–3, 
as determined by the Hall effect measurement.  

The wafer was then cleaved into few pieces. Prior to the metallization, the native 
oxide of the sample was removed in the 1:20 NH4OH:H2O solution, followed by 1:50 
HF:H2O. Subsequently, boiling aqua regia (3:1 HCl:HNO3) was used to etch and clean 
the sample. Porous GaN in this work was generated by Pt assisted electroless etching. 
Two narrow stripes of Pt with thickness of about 250 nm were deposited on the GaN 
sample by using a sputtering system. The samples were then etched in a solution of 
2:1:1 HF:CH3OH:H2O2 under illumination of a 500 W UV lamp for 10, 25 and 35 
min. After chemical treatment, the samples were removed from the solution and rinsed 
with distilled water; this was followed by the removal of the residual Pt by ultrasonic 
cleaning. 

The optical properties of as-grown and porous GaN samples were characterized by 
photoluminescence (PL). PL measurements were performed at room temperature by 
using a Jobin Yvon HR800UV system, which is an integrated confocal micro-
photoluminescence spectrometer. A He-Cd laser (325 nm) was used as an excitation 
source. For measurement, the incident laser power was 20 mW. To focus the laser on 
the sample surface, microscope objective lenses UV 40x was employed. The emitted 
light was dispersed by a double grating monochromator with 0.8 m focal length and 
equipped with a 1800 grove/mm holographic plane grating. Signals were detected by 
a Peltier cooled CCD array detector. Before the micro-PL measurement, a high quality 
single crystal silicon sample (with the zone-center-mode at 520.70 cm–1) was used to 
calibrate the system. The full width at half-maximum (FWHM) of the Si Lorentzian 
peak width was ca. 3 cm–1. The essential parameters (peak position and FWHM) of the 
PL peak were determined by using curve fitting software with Gaussian and Lor-
entzian models. 
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3. Results and discussion 

The morphology of the as grown and porous GaN films was characterized by 
plan-view scanning electron micrographs (SEM). As seen in Fig. 1, the circular porous 
area is very uniform, with pore diameter in the 80–110 nm range. The etching duration 
has significant effect on the size and shape of the pores. For a 10 min sample, the pore 
sizes were observed to be around 70 to 80 nm. For a 25 min sample, the pore sizes 
were observed to be around 80 to 100 nm. For a 35 min sample, the pore sizes were 
observed to be around 100 to 110 nm. The size of the material between pores was 
found to be around 30–40 nm. 

  

  

Fig. 1. SEM images of the samples: a) as-grown, b) etched for 10 min, 
c) etched for 25 min, d) etched for 35 min 

Figure 2 illustrates the room temperature photoluminescence (PL) spectra of nanopor-
ous GaN samples etched under different durations. The peak position, FWHM, peak shift 

a) b) 

c) d) 
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and the intensity of near band edge PL are given in Table 1. The spectra of the 
nanoporous GaN samples were observed to be blue-shifted relative to the spectra of 
 

 
Fig. 2. The near band edge PL spectra of samples etched under various durations 

the as-grown sample. Appearance of the blue-shifted PL emission is correlated with 
the development of highly anisotropic structures in the morphology. On the other 
hand, Yam et al. [13] claimed that porous GaN samples were observed to be PL red-
shifted relative to the as-grown sample. Their finding was generally different from our 
result. Similar blue-shifted PL was also observed and reported by Adelmann et al. [14]. 

Table 1. The peak positions, FWHM, peak shift and the relative intensity 
of near band edge PL of different samples 

Sample Peak position 
[nm] 

FWHM 
[nm] 

Peak shift 
[nm] 

Relative 
intensity 

As-grown 362.01 6.8 - 1.00 
10 min 357.63 8.5 1.4 1.20 
25 min 356.50 8.8 2.0 1.64 
35 min 358.13 9.9 3.1 1.80 

 
Among the samples, there is little difference in the peak shift, and this indicates 

that the change of pore size has little influence on the degree of PL blue-shift. On the 
other hand, the PL intensity of the nanoporous samples is found to be increased. The 
amplification of the porosity-induced PL intensity could be explained by the reduction 
of surface pit density and extraction of strong PL by light scattering from the sidewalls 
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of the GaN crystallites [15], however, it could be also ascribed to the optical micro-
cavity effect, which is inherent to porous GaN areas characterized by strong light scat-
tering. It has been known that optical mode density could be altered by interference 
due to the optical environment [16], and this concept has long been applied in the fab-
rication of resonant cavity light emitting diodes in which the optical properties have 
been greatly enhanced [17]. 

The increase of the width of PL line of the porous samples, which is reflected in 
their FWHM, could be attributed to a relatively wide statistical size distribution of the 
pores. This shows that the luminescence spectrum of the nanoporous GaN is broader 
for the sample prepared under longer chemical etching time. The broad luminescence 
band of the porous GaN with the feature of the homogeneous line shape is explained 
by the recombination of localized excitons with strong phonon coupling. 

4. Conclusion 

We have used PL to characterize porous GaN samples fabricated by UV assisted 
electrochemical etching. PL measurements revealed that the near band edge peaks of 
all porous samples were blue-shifted, which was ascribed to the relaxation of the ten-
sile stress in the porous samples. On the other hand, the PL intensities of the nanopor-
ous samples are found to be increased. The amplification of the porosity-induced PL 
intensity could be explained by the reduction of surface pit density and reduction of 
strong PL by light scattering from the sidewalls of the GaN crystallites. The studies 
showed that porosity could influence the optical properties of the GaN. 
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Wear characteristics of 0.13 wt. % plain carbon steel, heat treated under various conditions, were 
monitored on a standard pin-on-disk wear testing machine under the normal loads of 2.5, 4.5 and 5.5 kg 
and at a constant sliding velocity of 1 m/s. Weight loss of the specimen was measured at various time 
intervals to obtain wear rate. The variation in volume loss with sliding distance indicated the presence of 
run-in wear followed by steady state wear. The wear mechanism was found to be primarily oxidative in 
nature, which was confirmed by the analysis of worn surfaces and wear debris generated during sliding. 
Wear resistance was found to be dependent on the microstructure and morphology of the phases. The 
wear coefficients calculated for various heat-treated specimens revealed that the ferrite-coarse pearlite, 
ferrite-fine pearlite, ferrite-tempered martensite and ferrite martensite structures show the wear resistance 
in decreasing order. 

Key words: steel; sliding wear; wear coefficient 

1. Introduction 

Plain carbon steels consisting of about four-fifths of the total tonnage of steel pro-
duction, are economical compared to alloy steels. These are extensively used as struc-
tural components for many engineering applications. Among many failure modes as-
sociated with steel components, wear presents a unique challenge to the designer and 
the developer of mechanical components. Wear characteristics of steel components 
and their real life performance under various working environments have been the 
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subject of numerous investigations [1–19]. Because so many variables are involved, 
such as load, sliding speed, test geometry, composition, hardness, environment etc., 
controversies over the understanding of wear mechanism still exist, as these parame-
ters are interdependent variables. In addition to these variables, the type of microstruc-
ture also influences the wear resistance of steel. Although several investigations have 
demonstrated an improvement in wear resistance of steel through surface hardening 
treatments and surface alloying [20],  very few studies have been done to correlate the 
wear properties of steel with its microstructure [2, 5–8, 10–17]. Wayne and Rice [2] 
have revealed the dependence of wear on microstructure and have concluded that the 
dual phase (DP) steel, consisting of hard martensite islands embedded in a relatively 
soft and ductile ferrite matrix, offers higher wear resistance than that observed in steel 
with spheroidal carbides. The wear resistance of DP steel was found to depend on the 
volume fraction of martensite. Similar observations have also been reported by Tyagi 
et al. [12]. Sawa and Rigney [5] have shown that the wear behaviour of DP steel also 
depends strongly on morphology (i.e., shape, size and distribution) of its martensite 
phase. Tyagi et al. [11] have found that ferrite–martensite structure exhibits higher 
wear resistance compared to ferrite–fine pearlite structure. In our earlier study [10] on 
wear behaviour of near eutectoid steel containing 0.86 wt. % carbon, it was observed 
that coarse pearlite structure possesses better wear resistance compared to fine pearlite 
and tempered martensite structure. 

In the present investigation, an attempt is made to study the influence of micro-
structure in hypoeutectoid steel containing 0.13 wt. % of carbon on its wear character-
istics under dry sliding condition at different loads and at a fixed sliding speed at room 
temperature, using a standard pin-on-disk wear testing machine. The idea of selecting 
this composition was to observe the variation in wear characteristics with variation in 
carbon contents and to compare the results with those of our earlier study for nearly 
eutectoid steel [10]. 

2. Experimental 

Commercial grade steel containing C (0.13 wt. %), Mn (0.62 wt. %), Si (0.08 wt. %), 
P (0.048 wt. %) and S (0.035 wt. %) was used in the present investigation. The steel 
samples were subject to various heat treatment processes to attain variety of micro-
structures. The wear characteristics of heat-treated samples were investigated. The 
details of experimental procedures are described below. 

Heat treatment of samples. In order to compare the results of our earlier study [10] 
samples of similar size, 30 mm long and 6.25 mm in diameter were cut from a steel 
bar. Four sets comprising three pins in each set were taken for carrying out heat treat-
ment. All sets of samples were heated in a tubular furnace to 840 °C in the (α + γ) 
region for a period of 40 min. These samples were covered with cast iron chips to 
avoid oxidation. After heating, three sets of samples were taken out of the furnace. 
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The first set was allowed to cool in air to develop ferrite-fine pearlite structure and the 
remaining two sets were directly quenched in water to develop dual phase microstruc-
ture containing martensite in a matrix of ferrite. Out of these two sets of water 
quenched samples, one set was further subject to high temperature tempering treat-
ment at 640 °C for two hours followed by water quenching resulting in ferrite-
tempered martensite structure. The fourth set was allowed to cool inside the furnace 
up to room temperature to attain ferrite-coarse pearlite structure. In the present study, 
the deviation from conventional normalising and annealing treatment by cooling from 
the intercritical annealing temperature range (i.e., α + γ region) was done to keep simi-
lar ferrite areas in the steel subject to various heat treatments. The bulk hardness of the 
heat-treated samples was measured at a load of 20 kg on calibrated Vickers hardness-
testing machine using a diamond pyramid indenter, and is reported in Table 1. 

Table 1. Hardness of 0.13 wt. % carbon steel  
heat treated under various conditions 

Sample VHN
Annealed  99 
Normalized 108 
Intercritically annealed and quenched 161 
Intercritically annealed, quenched and tempered 134 

Metallographic studies. The heat-treated samples were prepared for metal-
lographic studies by grinding them on belt grinder driven by an electric motor. These 
samples were further polished up to 4/0 grade (~38 μm) of emery paper followed by 
cloth polishing using submicron size alumina paste. After polishing, the samples were 
etched with 2% nital and analysed under optical and scanning electron microscope. 
Volume fractions of phases present in samples were estimated by the point counting 
method [21]. Microhardness of phases present in the heat-treated samples was meas-
ured using 0.005 kg load on the Vickers scale, and is reported in Table 2. 

Table 2. Microhardness (measured at 0.005 kg load)  
and volume fraction of phases in heat-treated samples 

Sample Phase  
present 

Microhardness
[VHN] 

Volume fraction 
of the phase 

Annealed ferrite 174 0.84 
pearlite (coarse) 280 0.16 

Normalized ferrite 184 0.79 
pearlite (fine) 420 0.21 

Intercritically annealed 
and quenched 

ferrite 280 0.69 
martensite 552 0.31 

Intercritically annealed,  
quenched and tempered  

ferrite 195 0.80 
tempered martensite  276 0.20 
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Wear test. Wear tests were conducted using polished pin samples with flat sur-
faces in the contact region but rounded in the corner and cleaned with acetone to re-
move dust or grease from the surfaces. Dry sliding wear tests were carried out against 
the counterface of a hardened and polished disk made of EN-32 steel having HRC  
from 62 to 65 at a relative humidity of 50–70% at room temperature of 35 °C.  
 

 
Fig. 1. Test geometry of Pin-on-disc wear testing machine 

A sturdy pin-on-disk machine supplied by DUCOM, Bangalore (India), as shown 
schematically in Fig. 1, was used to carry out the wear tests. Pin weight losses were 
measured at various time intervals, using an electronic balance having an accuracy of 
10–7 kg. Weight losses were converted to volume losses by dividing the weight by the 
density of steel. Initially, the weight loss of the pin was measured after every 2 min of 
sliding, for up to 16 min, and thereafter, at the intervals of 15 min for a total sliding 
period of 3 h. The tests were conducted at the loads of 2.5, 4.5 and 5.5 kg, and at 
a constant sliding velocity of 1 m/s. Each test at a given load and sliding velocity was 
repeated three times, with identical new samples on a fresh disk surface, and the aver-
age data for volume loss after each time interval were used for the analysis of wear 
rate. The wear debris obtained after the initial 16 min of sliding as well as after each 
test run were examined under SEM. The worn surfaces of the samples were also ex-
amined under SEM to know the wear mode of the worn surfaces. 

3. Results and discussion 

3.1. Microstructural characteristics of pin specimens 

The microstructures of the heat-treated samples were examined under optical and 
scanning electron microscope. Figures 2a1 and 2a2 show the microstructure of the  
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Fig. 2. Micrographs (1 – optical, 2 – SEM) of steel samples: a) annealed (AD), b) normalized (ND)  

c) intercritically annealed and quenched (IQ), d) intercritically annealed, quenched and tempered (IT) 

annealed sample, revealing the presence of ferrite (bright areas) and of pearlite (dark 
areas). However, the structure of pearlite could be clearly seen in Fig. 2a2 at higher 

lath martensite 

a1) a2) 

b2) 

c1) c2) 

d1) d2) 

b1)
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magnification. The ferrite grain size is observed to vary from 10 to 20 μm. The vol-
ume fractions of ferrite and pearlite as observed from point counting method are 0.84 
and 0.16, respectively. Figures 2b1 and 2b2 show the normalized ferrite-fine pearlite mi-
crostructures examined under optical microscope and SEM at various magnifications. The 
sample has bright areas of ferrite and dark areas of pearlite as observed at low magnifica-
tion, but the pearlite could be resolved at a higher magnification in most of the areas. The 
volume fraction of pearlite is 0.21, as compared to 0.16 in the annealed sample. The ferrite 
grain size is observed in the 6–12 μm range, and is finer than that observed in the annealed 
sample. The ferrite–martensite microstructures of the sample intercritically annealed at 
840 °C and quenched in water is shown in Figs. 2c1 and 2c2. Bright areas of ferrite and 
dark areas of martensite are evident in Fig. 2c1 but at higher magnification a coarser lath 
type of martensite could be observed inside the dark areas, Fig. 2c2. The microhardnesses 
of the dark and bright areas are found to be 552 VHN and 280 VHN, respectively (Ta-
ble 2) which correspond to the hardness of martensite and ferrite in DP steel of similar 
composition [2]. The volume fractions of ferrite and martensite phases are 0.69 and 0.31, 
respectively. However, in some of the reports on steel containing higher carbon percent-
age, the hardness of martensite phase reported is on the higher side [11, 12]. This indicates 
that a complete transition of pearlite-austenite into martensite has not occurred, which is 
also evident in microstructures. Figures 2d1 and 2d2 show ferrite-tempered martensite 
microstructures of intercritically annealed and quenched samples followed by tempering at 
640 °C for 2 h. It could be noticed that the volume fraction of dark etching martensite area 
has reduced to about 0.20 compared to that observed in the quenched sample, as is shown 
in Fig. 2c1. The microstructure observed under SEM, as shown in Fig. 2d2, clearly reveals 
tempered carbides in certain areas, but still there are some areas where one could observe 
lath martensite. 

3.2. Wear characteristics 

The dependences of cumulative wear volume on the sliding distance under various 
normal loads and at a fixed sliding velocity of 1 m/s are shown in Figs. 3a–d for an-
nealed (AD), normalized (ND), intercritically annealed and quenched (IQ), and inter-
critically annealed, quenched and tempered (IT) steels, respectively. 

The cumulative wear volume loss with the sliding distance under different normal 
loads of 2.5, 4.5 and 5.5 kg has demonstrated a sub-linear variation, with coefficients 
of correlation exceeding 0.975 at all normal loads for all the steel samples. However, 
the data can be analyzed on a linear scale using two separate stages of wear behaviour 
characterized by two different linear segments. The change in slope has been observed 
after first 4 to 7 experimental points (first stage run-in) with last point common be-
tween both the linear segments. Both the lines have been determined by the linear least 
squares fit. The slope of the line gives the wear rate. The procedure followed helps to 
establish the run-in period rate (first stage) separately from the long-term steady-state 
rate (second stage). 
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For AD steel, the first linear segment (run-in) is found to be steeper compared to 
the second linear segment (steady state). A similar variation has been observed for 
ND, IQ and IT steels, as shown in Figs. 3b–d, respectively. The two stage linear wear 
trend has also been reported by other investigators [2, 10–12, 22–26] in different 
steels. 

 
Fig. 3. Dependence of volume loss on the sliding distance for: a) AD, b) ND,  

c) IQ, d) IT steel specimen at various loads and a constant sliding velocity of 1 m/s 

The wear rates of the samples at various loads have been determined from the 
slopes of the linear segments of Figs. 3a–d. Wear rates for both the linear segments are 
observed to increase almost linearly with load for all the heat-treated steel specimens, 
as shown in Figs. 4a, b. The observed linear variation of wear rate with load is indica-
tive of Archard’s wear law [10]. At a given load, the second linear segment shows 
a relatively lower wear rate compared to the first linear segment, for all the steel sam-
ples, as is evident from comparing Fig. 4a with 4b. Except for the load of 2.5 kg, the 
wear rate increases in the following order: AD, IT, ND and IQ for both the linear seg-
ments as shown in Figs. 4a, b. At a normal load of 2.5 kg, the wear rate corresponding 
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to first linear segment is relatively higher for ND steel compared to other steel speci-
mens, which have almost equal values of wear rate, as shown in Fig. 4a. The wear rate 
corresponding to the second linear segment at a normal load of 2.5 kg is significantly 
lower in AD steel compared to those observed in other steel specimens (Fig. 4b). The 
steady state wear rate at a relatively lower load of 2.5 kg is almost similar in ND and 
IT steels but slightly higher than in IQ steel (Fig. 4b). Therefore, in terms of wear rates 
of both the segments ferrite–coarse pearlite structure is superior to ferrite–fine pearlite 
at all the loads. The ferrite-tempered martensite structure results in lower wear rates 
compared to the ferrite–martensite structure at higher loads of 4.5 and 5.5 kg. But, at 
a lower load of 2.5 kg, the ferrite-martensite structure has slightly lower wear rate in 
the second segment compared to the ferrite–tempered martensite structure, whereas in 
the first segments both the specimens have almost equal wear rates. At higher loads of 
4.5 and 5.5 kg, the ferrite–tempered martensite appears to have an even better struc-
ture than ferrite–fine pearlite, in terms of wear rates of both the segments. 

 

Fig. 4. Dependence of wear rate on load for heat-treated samples  
corresponding to: a) first linear segment, b) second linear segment 

The wear coefficients have been obtained at different loads for AD, ND, IQ, and 
IT steels and are reported in Table 3. The wear coefficients are calculated using Ar-
chard’s wear law 

3
kWSV

H
=  

where V is the volume loss in wear, W – the applied load, S – the sliding distance,  
H – the bulk hardness and k – the wear coefficient of the material [10]. The wear coef-
ficients are estimated by dividing the wear rate (V/S) by the contact area (W/H), esti-
mated from the applied load and indentation hardness, and multiplying the result by 
the geometrical factor of three. The first linear segment is observed to have a higher 
wear coefficient as compared to the second linear segment, for all the steel samples at 
different loads. Similar observations have also been made by some of the earlier inves-
tigators [10–12] on different steels. 
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Table 3. Wear coefficients corresponding to 1st (run-in) and 2nd (steady-state) segments 

Sample Linear 
segment 

Wear coefficient (k×10–4) at loads of Average 
(k×10–4) 2.5 kg 4.5 kg 5.5 kg 

Annealed (AD) 1st 1.176 0.898 0.853 0.976 
2nd 0.451 0.409 0.421 0.427 

Normalized (ND) 1st 1.545 1.174 1.149 1.289 
2nd 0.752 0.590 0.571 0.638 

Intercritically annealed 
 and quenched (IQ) 

1st 1.891 1.890 2.020 1.934 
2nd 1.035 0.900 0.878 0.938 

Intercritically annealed,  
quenched and tempered (IT) 

1st 1.560 1.344 1.316 1.407 
2nd 0.942 0.705 0.654 0.767 

3.3. Nature of wear surface and debris 

Figures 5 and 6 show the SEM micrographs of the worn surfaces of the AD and IT 
steels, respectively, at different loads. The samples tested at low load of 2.5 kg are 
observed to be smooth, except for a few deep grooves as shown in Figs. 5(a) and 6(a), 
whereas at higher load of 5.5 kg worn surfaces are observed to have cracking, spalling, 
and thicker oxide cover, as shown in Figs. 5b and 6b. Therefore, it appears that 
 

  
Fig. 5. SEM of worn surface of AD steel specimen tested at: a) 2.5 kg, b) 5.5 kg load 

  

Fig. 6. SEM of worn surface of IT steel specimen tested at: a) 2.5 kg, b) 5.5 kg load 

a) b) 

a) b) 
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more oxide is generated at higher loads due to higher frictional heating, which leads to 
an increase in the temperature of the sliding surface. Glasscott et al. [23] in their study 
have also observed that oxide debris are generated during the process of wear which 
buildup progressively in the wear track as the contact pressure increases. During slid-
ing, more and more oxide is produced, the metal–metal contact is reduced, thus lower-
ing the wear rate, and leading to transition from severe to mild wear [9]. SEM micro-
graphs of the worn surfaces also reveal the presence of scoring marks and areas of 
rough grooves in the direction of sliding. There are also a few craters seen in some 
areas where metallic particles have come into debris due to micro-welding or delami-
nation, as shown in Fig. 5b. The adhesion effect is also visible at some places in Figs. 
5b and 6b. In some samples, a flake-type morphological feature of the debris sticking 
to the surfaces is observed. These types of features have also been reported by other 
investigators [11, 27, 28]. The key features of all the tracks observed is that debris 
were observed to adhere at the worn surfaces in each specimen. 

The wear debris collected for short sliding distances corresponding to the first lin-
ear segment have been compared under SEM with those obtained at long sliding dis-
tances corresponding to the second linear segment. A detailed analysis of all the debris 
collected for each sample corresponding to first and second linear segments have been 
performed. The common feature of the analysis performed for all the steel samples at 
each load corresponding to first linear segment indicates that oxidative wear is the 
dominating factor, as is evident from Fig. 7. The morphological features of the debris 
indicate that it is oxide in nature which is being formed in different stages, depending 
upon the availability of oxygen content. The reason for formation of oxide is that the 
surface gets exposed to atmosphere slowly as the load applied is relatively low. 

 

Fig. 7. SEM of wear debris corresponding  
to first linear segment for IQ steel specimen 

tested at 4.5 kg 

As the load increases (corresponding to second linear segment), the volume frac-
tion of the debris also increases. A detailed analysis of these wear debris have been 
done. Since the nature of debris corresponds to metallic and oxidative wear, thus only 
few micrographs have been presented for discussion (Figs. 8a–c). The samples tested 
at higher load in annealed conditions exhibit the features corresponding to metallic as 
well as oxidative wear (Fig. 8a). The flake type of morphology corresponds to metallic 
wear, whereas the round, rugged and coagulated features correspond to oxides. The 
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morphological features of the debris indicate that metal is removed from surface 
which gets oxidized during ploughing in the course of sliding. The ploughing marks 
are clearly visible on the surfaces of metallic debris (Fig. 8a). 

  

Fig. 8. SEM of wear debris corresponding second 
linear segment for steel specimens tested at 4.5 

kg: a) AD steel, b) ND steel, c) IQ steel  

 Since annealed sample is very soft in nature, the metallic debris did not get oxi-
dized so easily because of higher thermal conductivity of the phases present in it. The 
debris corresponding to normalized condition also indicates similar features (Fig. 8b). 
The loss of material due to the wear indicates that metallic debris get oxidized during 
sliding, as is evident from the micrograph shown in Fig. 8b. Fine cracks observed on 
the metallic surface of the debris further support our view that metal firstly comes out 
in the form of flakes, then it gets converted to oxides as the sliding distance increases. 
An important feature observed for debris obtained from IQ samples is that metallic 
wear dominates as compared to oxidative wear, as revealed from Fig. 8c. A typical 
morphological feature observed is that during the sliding, the debris get fragmented 
easily, leading to its transition to oxides at higher loads and higher sliding distances. 
The round spherical features of debris observed in Fig. 8c, which are partially oxi-
dized, further supports this hypothesis. Since the loss of material in these steel samples 
is greater in comparison with other steel samples, it is obvious that some phases get 
easily detached from the matrix, as there is a vast difference between the coefficient of 
thermal expansion of ferrite and that of the martensite phase, which provides a condu-
cive atmosphere for its easy detachment. At higher loads and higher sliding distances, 
the temperature of the worn samples increases, which leads to a higher wear rate, be-

oxides 

a) 

metallic 
b) 

c) 
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cause of reasons stated above. The EDX analysis done for all these debris indicates the 
presence of iron as a major constituent, which is shown in Figs. 9a–d. 

 
Fig. 9. EDX spectrum of wear debris for: a) AD steel tested at 3.5 kg load, b) ND steel tested  

at 3.5 kg load, c) IT steel tested at 3.5 kg load, and d) IT steel tested at 5.5 kg load. 

Since the morphological features of first linear segment were oxidative in nature 
and those of second linear segments were primarily metallic in nature, it requires 
a further confirmation through X-ray diffraction (XRD) analysis. For this purpose, the 
debris obtained for different steel samples corresponding to first linear segment and 
second linear segment were separately mixed in a proper way and subject to XRD as 
presented in Figs. 10a, b for the first and second linear segments, respectively. The 
analysis indicates that all possible iron oxides (i.e., Fe2O3, FeO and Fe3O4) are present 
in debris corresponding to both the segments. Peaks of Fe were also observed in X-ray 
diffraction pattern. 

The consistently higher rate of wear in the first linear segment as compared to that 
observed in the second linear segment, as shown in Figs. 4a, b, may be explained 
based on the initial surface roughness of the wearing steel samples. The surfaces of all 
the engineering components always possess some amount of roughness and have as-
perities. When a pair of these kinds of fresh surfaces is brought into contact and starts 
sliding relative to each other, mechanical, chemical, thermal and micro-structural 
changes begin to occur in and around the contact interface [29]. Due to contact at the 
asperities, the surfaces evolve to attain better conformity to each other at the end of the 
run-in stage. The wear in this stage occurs by the removal of high asperities, initial 
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oxide layers and surface contaminants. Consequently, the material loss and the wear 
rate are higher in the run-in stage of the wear. In the run-in stage, the oxidation of the 
surface begins and progresses with frictional heating generated during sliding. The 
transfer layer of oxide may thus begin to form in the run-in stage and evolves to the 
steady state, providing an extent of cover determined by the conditions of load, sliding 
velocity and environmental conditions. The transfer layer protects the underlying 
metal, and thus the wear rate decreases. The second stage of wear indicates a steady 
state with respect to (i) the evolution of mating surfaces to better conformity, (ii) the 
spread of oxide and compacted transfer layer, and (iii) the real area of contact [12]. 
Sawa and Rigney [5] have also noticed a lower wear rate for DP steels in the steady 
state as compared to that in the run-in stage. 

 

Fig. 10. X-ray diffraction of wear debris of steel samples corresponding to: 
a) first linear segment, b) second linear segment 

Based on the wear coefficient of both segments, the ferrite–coarse pearlite micro-
structure has the lowest wear coefficient and it increases in the following order: fer-
rite–fine pearlite, ferrite–tempered martensite and ferrite–martensite. From these re-
sults it appears that relatively coarser cementite plates in coarse pearlite are able to 
hold out better against sliding wear than the fine cementite plates in fine pearlite. The 
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masking of fine cementite plates by flow of ferrite could be a contributing factor to 
increased wear. Fine carbide particles in ferrite-tempere martensite structure are not 
able to hold out as well as fine cementite plates in fine pearlite. Ferrite-martensite 
structure appears to be the worst out of all the structures investigated. In spite of its 
greater hardness, its higher overall adhesion energy may have resulted in its higher 
wear, as it does not have any carbide in the structure. 

The presence of a coarser cementite and cementite plates, as observed in AD and 
ND steels, rather than particles in IT steel, appears to contribute more wear resistance. 
The superiority of pearlitic structure over tempered martensitic structure, as observed 
in this investigation, is well supported by the earlier studies [6–8, 10, 30]. Though, 
some of the reports mention that higher volume fraction of martensite provides better 
wear resistance, they do not consider other structural features existing in the system 
[12, 14]. However, our study further strengthens our previous work carried out on 
steel with high carbon content [10]. Both the studies, namely the earlier work [10] as 
well as the present work, are on similar lines and exhibit better understanding with 
detailed analysis of structural features observed. 

4. Conclusions 

The present study carried out to determine the influence of microstructure and the 
morphology of phases in heat treated 0.13 wt. % carbon steel on the dry sliding behav-
iour against the counter-face of hardened steel has led to the following conclusions: 

The volume loss in wear increases with sliding distance and could be described in 
terms of two linear segments. The wear rate in the first linear segment is higher than 
that in the second linear segment, which has been attributed to the run-in period in the 
first segment and progressive development of oxide cover in the second linear seg-
ment. The wear rate in both the linear segments increases with load, which is indica-
tive of Archard’s wear law. 

The mechanism of wear is primarily oxidative, as revealed the analysis of worn 
surfaces and wear debris. In terms of wear rates of the both segments, ferrite–coarse 
pearlite structure is superior to ferrite–fine pearlite structure at all the loads. The fer-
rite–tempered martensite structure results in lower wear rates in both segments com-
pared to ferrite–martensite structure, except at a lower load of 2.5 kg. 

Based on the wear coefficients in the first and the second linear segments, the ferrite–
coarse pearlite, ferrite–fine pearlite, ferrite–tempered martensite and ferrite–martensite 
structures in 0.13 wt. % carbon steel show the wear resistance in decreasing order. 
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Pure gyrolite was synthesized within 32 h at 200 °C from a stoichiometric composition (the molar 
ratio CaO/SiO2 was equal to 0.66 with water/solid ratio of the suspension equal to 10.0) of the initial CaO 
and SiO2⋅nH2O mixture. Meanwhile, Na-substituted gyrolite was synthesized twice quicker – within 16 h 
at 200 °C. These compounds were characterized by XRD, STA, FT-IR, SEM/EDS and BET analysis. It 
was found that gyrolite is a mesoporous material. Its specific surface area SBET = 143.15 m2/g, the radius 
of dominant plate pores rp = 80–90 Å, the calculated total pore volume ΣVp = 0.661 cm3/g. Gyrolite tex-
ture changes upon introducing Na+ ions into its crystal structure: the specific surface area SBET diminishes 
to 27.24 m2/g, the radius of dominant cylindric pores rp = 60–70 Å, the calculated total pore volume ΣVp 
= 0.118 cm3/g. 

Key words: gyrolite; Na-substituted gyrolite; pore size; BET equation 

1. Introduction 

Calcium silicate hydrates are highly multiplex systems with over 30 stable phases. 
From a theoretical and practical points of view, the synthesis, properties and structure 
of the main calcium silicate hydrates (C–S–H(I), 1.13 nm tobermorite, xonotlite,  
α-C2S hydrate and gyrolite have been analyzed in detail [1–16]. Majority of these 
compounds occur naturally or may be synthesized in the laboratory. 

Recently, the interest in gyrolite has increased because of new possibilities of its 
application: it may be used to educe heavy metal ions and remove them from waste-
waters [17]. Of specific interest is the purported ability of gyrolite to separate super-
coiled plasmid, opencircular plasmid, and genomic DNA [18]. 

 __________  
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The structure, optical properties and chemistry of natural gyrolite were studied by 
Mackay and Taylor [19], Chalmers et al. [20], Gard et al. [21], Lachowski et al. [22], 
and others [23, 24]. However, their opinions differ. A full structural solution for gyro-
lite was proposed by Merlino [25]. Currently it is supposed that his proposed model of 
gyrolite crystal lattice precisely represents a real structure of this compound. Merlino 
showed that this phase structure is built up by the stacking of SiO4 tetrahedral sheets 
(S1, S2, and 2S , where S2 and 2S  are symmetry-related units) and CaO6 octahedral 
sheets (O and O , which are symmetry-related units). The Si–O4 tetrahedra in the 
silicate sheets are linked by sharing three oxygen atoms to give a pseudo-hexagonal 
sheet structure with tetrahedral in six-membered rings. Each unit cell contains three 
distinct silicate sheets two of which (S2 and 2S ) are symmetrically equivalent with the 
six-membered rings having four tetrahedra pointing one way and two the other; the 
third sheet (S1) has alternate tetrahedral six-membered rings pointing in opposite di-
rections. These sheets are linked by layers of Ca–(O, OH) polyhedra to build up 
a “complex layer” perpendicular to the c axis. The stacked complex layers ( 2S , O,
S1OS2) with composition [Ca7Si12O30(OH)4]2– are connected through interlayer sheets 
made by Ca2+ ions and water molecules (Fig. 1). 

However, some properties (like sorption capacity) depend not only on the crystal 
lattice of the porous body but also on the surface microstructure and specific surface 
area, as well as dominant pore size and their differential distribution according to the 
radius in the compound. In the case of gyrolite crystal lattice, those properties usually 
depend on the proportion of crystalline (S1, S2, 2 )S and amorphous (X sheet) parts 
(Fig. 1). However, data presented in references about the texture of low-base com-
pounds (C/S = 0.6–0.8) are not extensive and often controversial. 

 
Fig. 1. Schematic drawing of the crystal structure 

of gyrolite as viewed along the a direction 

The aim of this paper is to determine the gyrolite surface microstructure and spe-
cific surface area, as well as the dominant pore sizes and their differential distribution 
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according to the radius in this compound, crystal size and form, stability at low and 
high temperature and the influence of Na+ ions on these properties. 

2. Materials and methods 

The following reagents were used as starting materials: fine-grained SiO2·nH2O 
(Reachim, Russia, ignition losses 21.43%, specific surface area Sa = 1560 m²/kg by 
Blaine’s); NaOH solutions (Reachim, Russia; c = 1.04 %); CaO (99.6 % Reachim, 
Russia) additionally was burned at 1000 ºC for 0.5 h.  

The synthesis of gyrolite has been carried out in unstirred suspensions in vessels 
of stainless steel. Pure gyrolite was synthesized within 32 h at 200 °C from 
a stoichiometric composition (the molar ratio of CaO/SiO2 was equal to 0.66 with 
water/solid ratio of the suspension equal to 10.0) of the initial CaO and SiO2⋅nH2O 
mixture. Na-substituted gyrolite was synthesized within 16 h at 200 °C. The amount of 
NaOH, corresponding to 5% of Na2O from the mass of dry materials, was added in the 
form of solution and additionally an appropriate quantity of water was added that wa-
ter/solid ratio of the suspension kept equal to 10.0. These conditions of the syntheses 
were chosen according to previously published data [16]. The products of the synthe-
ses were filtered, rinsed with ethyl alcohol to prevent carbonization of materials, dried 
at 50 ± 5 ºC and sieved through a sieve with a mesh width of 50 μm. 

The specific surface area of the raw materials was determined by the Blaine’s 
method with an air permeability apparatus (Model 7201, Toni Technik Baustoffprüf-
systeme GmbH). 

The X-ray powder diffraction data were collected with a DRON–6 X-ray diffrac-
tometer in the Bragg–Brentano geometry using Ni-filtered CuKα radiation and 
a graphite monochromator, operating at 30 kV and emission current of 20 mA. The 
step-scan covered the angular range 2–60° (2θ) in steps of 2θ = 0.02°. The computer 
program X-fit [26] was used for diffraction profile refinement under the pseudoVoid 
function and for the description of the diffractional background under the 3rd degree 
of the Tchebyshev polynom. 

Simultaneous thermal analysis (STA) (differential scanning calorimetry DSC and 
thermogravimetry (TG)) was carried out on a Netzsch instrument STA 409 PC at the 
heating rate of 15 °C/min, in the temperature range from 30 °C up to 1000 °C under an 
air atmosphere. The ceramic sample handlers and crucibles of Pt-Rh were used. 

Scanning electron microscopy (SEM) (Oxford ISIS Leo 440 i) coupled with en-
ergy dispersive X-ray spectrometer (EDS) was performed using an accelerating volt-
age of 20 kV and a working distance of 10 mm for SEM observations and a 200 s ac-
cumulation time for EDS analyses. 

FT-IR spectra have been carried out with a Perkin Elmer FT–IR Spectrum X sys-
tem. Specimens were prepared by mixing 1 mg of the sample with 200 mg of KBr. 
The spectral analysis was performed in the range of 4000–400 cm–1 with the spectral 
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resolution of 1 cm–1. The surface areas, total pore volumes and pore size distributions 
of the products of the syntheses were performed by a BET surface area analyzer 
“Quantasorb” (Quantachrome).  

The specific surface area of gyrolite was calculated by the BET equation using the 
data of the lower part of N2 adsorption isotherm (0.05 < p/p0 < 0.35): 
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where X is the mass of adsorbate, adsorbed on the sample at relative pressure p/p0, 
p – the partial pressure of adsorbate, p0 – the saturated vapour pressure of adsorbate, 
Xm – the mass of adsorbate adsorbed at a coverage of one monolayer, C is a constant 
which is a function of the heat of the adsorbate condensation and heat of adsorption.  

The BET equation yields a straight line when 1/X[(p0/p) − 1] is plotted versus p/p0. 
The slope of (C − 1)/XmC and the intercept of 1/XmC was used to determine Xm and C: 
slope S = (C − 1)/XmC and intercept I = 1/XmC. Solving for Xm yields Xm = 1/(S +I). 
BET plot is usually found to be linear in the range p/p0 = 0.05–0.35. The total surface 
area of the sample St was determined from the equation St = XmNAcs/M, where M is the 
molecular mass of the adsorbate, N – Avogadro’s constant, Acs – the cross-sectional 
area occupied by each nitrogen molecule (16.2×10−20 m2). The specific surface area 
was given by the equation SBET = St/m, where m is the mass of gyrolite sample. The 
total pore volumes and pore size distributions were calculated according to the cor-
rected Kelvin equation and Orr et al. scheme [27, 28] based on the entire N2 desorp-
tion isotherm at 77 K. The Kelvin equation relates the depression of the adsorbate 
vapour pressure to the radius of a capillary filled with adsorbate: 
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where p is the saturated vapour pressure in equilibrium with the adsorbate condensed 
in a capillary or a pore, p0 – the normal adsorbate saturated vapour pressure, γ – the 
surface tension of nitrogen at its boiling point, Vm – the molar volume of liquid nitro-
gen, θ – the wetting angle (usually taken 0° hence cosθ = 1), R – the gas constant,  
T – the absolute temperature, and rK the Kelvin radius of pore. When N2 is used as the 
adsorbate, the Kelvin equation can be rearranged  
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The Kelvin radius rK is not the actual pore radius because some adsorption takes 
place on the wall of the pore prior to the occurrence of condensation in the pore. Dur-
ing desorption, an adsorbed layer remains on the wall when evaporation takes place. 
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Therefore, the true pore radius rp was calculated from the equation rp = rK + t, where t is 
the thickness of the adsorbed layer, calculated according to the Halsey equation [27]: 
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where 3.54 is the thickness of one adsorbed nitrogen layer. If the pores are assumed to 
be cylindrical and if the relative pressure is changed from (p/p0)2 to (p/p0)1, the pores 
between radii r2 and r1 will empty (p2 < p1, r2 < r1). When p2 is lowered to p1, the 
thickness of the adsorbed film on previously emptied pores changes from t2 to t1. The 
volume of liquid (VL) evaporated due to emptying of pores and the decrease in thick-
ness of adsorbed layers in previously empty pores was calculated by the following 
equation:  
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where pr  is the average pore radius in the interval r2 to r1, L – the total length of all 
pores in the range from r2 to r1, A – the area of adsorbed film remaining in the pores 
after the evaporation out of the pores has occurred. The mean volume of pores with pr  

is 2π .p pV r L= Then 

 ( )
2 2

2 1
2 2

p p
p L

p p

r r
V V t t A

r t r t
⎛ ⎞ ⎛ ⎞

= − −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠
∑   

substituting rp = rK + t: 
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The volume of liquid desorbed in any interval of desorption isotherm is related to 
the volume of gas by the equation: ΔVL (cm3) = ΔVgas(1.54 × 10−3). For cylinders, A is 
given by 

4 22
10 [m ]p

p

V
A

r
Δ

= ×  

with Vp in cm3 and rp in Å.  
The analysis of the desorption isotherms was completed when (ΔtΣA) exceeded 

ΔVL because the desorbed gas originates from the adsorbed layer rather than from 
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evaporation of the liquid from inside the pores. ΣA is the cumulative surface area and 
is obtained by summing A in each radius interval. 

The shapes of natural pores are usually non-uniform. Their complicated shapes for 
calculation purposes are usually approximated by selected geometrical models. 
Among many models (slit-like, ink-bottle, conical, globular, etc.) the most frequently 
used is the cylindrical pore model. Moreover, gyrolite has a plate-like crystal structure. 
It is thus conceivable that slit-like (plates) pores will dominate in the gyrolite crystal 
lattice. For the calculations of slit-like pores we used the following equation: 

( ) 2
2 ; 2 ;p p

p K p L
pK

d V
d r t V V t A A

dr
= + = Δ − Δ =∑  

where pd is the distance between two plates (in Å). 

3. Results and discussion 

Our preliminary investigation focused on the synthesis and characterization of 
pure gyrolite (without any additives) and Na-substituted gyrolite. The results of XRD  
 

 
Fig. 2. X-ray diffraction pattern (a), DSC–TG curve (b), FT-IR spectrum (c) and SEM micrograph (d) 

of pure gyrolite. Duration of the hydrothermal synthesis at 200 °C equals 32 h 
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studies confirmed that in the CaO–SiO2·nH2O–H2O system within 32 h at 200 °C pure 
gyrolite was formed, whereas in the samples doped with 5% Na2O within 16 h at 
200 °C only Na-substituted gyrolite was found. An intensive peak with the d spacing 
of 2.2 nm is attributed to gyrolite, i.e. this diffraction reflection is not characteristic of 
other calcium silicate hydrates. Moreover, in the X-ray diffraction pattern, the peaks 
which are also typical of gyrolite have been identified (d spacings – 1.1262; 0.8371; 
0.4197; 0.3732; 0.3511; 0.2803; 0.2141 nm, Fig. 2a). It should be noted that the men-
tioned properties of gyrolite are slightly altered by Na+ ions inserted into crystal lattice 
of the former compound: the main basal reflection d spacing increases to 2.324 nm in 
X-ray diffraction pattern (Fig. 3a). 

  

 

Fig. 3. X-ray diffraction pattern (a),  
DSC–TG curve (b), FT-IR spectrum (c),  

SEM micrograph (d) and EDS curve (e) of  
Na-substituted gyrolite. Duration of hydrothermal 

synthesis at 200 °C equals 16 h  

On the DSC curve, only two thermal effects corresponding to gyrolite are visible. 
A broad endothermic peak appearing in the temperature range of 137–143 °C is re-
lated to the loss of physisorbed and interlayer water from the crystal structure of gyro-
lite. The other exothermic peak is associated with recrystallization of this compound 
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into wollastonite (Fig. 2b). This step is accompanied by a complete destruction of the 
gyrolite structure. In the case of Na-substituted gyrolite, in DSC curve the shape of 
wollastonite formation peak changes and moves to lower temperature (Fig. 3b, exo-
thermic peak at 798 °C). The findings of SEM also confirmed the formation of gyro-
lite in the synthesis products. The SEM photos show that plate Na-substituted gyrolite 
crystals are much larger than those of pure gyrolite (Figs. 2d, 3d). EDS analysis 
proved the presence of sodium (~ 3 %) in the crystal structure of gyrolite (Fig. 3e). All 
of these findings have been confirmed by the FT-IR spectroscopy data, which can be 
used to distinguish gyrolite from other calcium silicate hydrates [29]. A sharp peak near 
3635 cm–1 is visible only in the gyrolite spectrum (Figs. 2c, 3c). Its presence proves 
that clearly distinguished OH positions exist in the structure of gyrolite connected only 
with Ca atoms and not influenced by hydrogen bridge links. A wide band near 
3446 cm–1 means the opposite –molecular water forms hydrogen bridge links in the 
interlayers. The bands in the range of 1634 cm–1 are assigned to δ(H2O) vibrations and 
confirm this presumption. Vibrational modes for gyrolite and Na-substituted gyrolite 
are presented in the Table 1. 

Table 1. Vibrational modes for gyrolite and Na-substituted gyrolite 

Bend assigment 
Band position (wavenumber), cm–1 

Gyrolite Na-substituted gyrolite 
δ (O–Si–O) 

 
δ (Si–O–Si) 
ν(OH–)? 

451 
492 
596 
613 

464 
493 
598 
614 

νs(Si–O–Si) 674 
784 

678 
783 

ν (O–Si–) 975  

νas(Si–O–Si) 
from Q3 

1033 
1128 

 

1007 
1034 
1131 

ν (C–O3
2–) 1422 

1485 
1482 

 
δ H2O(bending) 1639 1643 

ν(OH–) 3455 
3639 

3464 
3634 

 
To evaluate the stability of gyrolite structure at low temperatures and to estimate 

the influence of the adsorbed water vapour (adsorbate) on the structure of its crystal 
lattice, gyrolite samples were saturated with water vapour, i.e. kept in desiccator for 60 
h under various relative pressures (p/p0 = 1; 0.877; 0.753; 0.56; 0.355). Then each 
sample was frozen in liquid nitrogen (–197 °C) for 15 min and then heated to room 
temperature (20 °C). X-ray diffraction patterns obtained after these experiments show 
that there was essentially no change in the structure of gyrolite (Fig. 4). 
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Fig. 4. X-ray diffraction patterns of gyrolite  
subject to water vapour adsorption: 1 – pure 

gyrolite; 2 – saturated (60 h) with water vapour 
under p/p0 = 1; 3 – saturated (60 h) with water 

vapour under p/p0 = 1, frozen in liquid nitrogen  
(–197 °C) during 15 min and heated 
to room temperature; G – gyrolite 

Therefore, it can be stated that a stable monomolecular layer of adsorbed N2 is 
formed on the surface of the gyrolite pores, and the calculations of the specific surface 
are reliable. The line prominence ratios R2 are equal to 0.9866 for gyrolite and 0.9969 
for Na-substituted gyrolite (Table 2).  

Table 2. Parameters of the BET equation of gyrolite and Na-substituted gyrolite 

Adsorbent 
Parameters of BET equation

Xm, g SBET ,
m2/g CBET R2  

S I 
Gyrolite 4117.4 6.54 0.00024 143.15 637 0.987 
Na-substituted gyrolite 8136.8 6.20 0.00012 27.24 1034 0.997 

 
SBET significantly decreases after introducing Na+ ions into the crystal lattice of 

gyrolite. It equals 143.15 m2/g, and diminishes to 27.24 m2/g after 5% of Na2O has 
been added to primary mixtures. These findings once more prove the influence of Na+ 
ions on the synthesis processes of gyrolite when bigger particles are formed and at the 
same time the specific surface area decreases. 

The value of CBET constant proves that the structure of gyrolite crystals consists of 
disorder sheets (gel inserts, i.e., it has no firm frame). It is already known that CBET 
values range from 50 to 200, higher values indicating a possibility of chemisorption of 
N2 at 77 K or an unstable structure of the analysed materials. The highest CBET = 1034 
was obtained when Na+ ions were introduced into the gyrolite structure. The volume 
of gyrolite pores and distribution of their radii were calculated based on the isotherms 
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of N2 adsorption–desorption (Figs. 5, 6). The isotherms are characteristic of mesopore 
materials. Isotherms have a clear bend (point A). Micropore sorbents do not have a 
point A in the 0.05 ≤ p/p0 ≤ 0.30 range. A characteristic feature of the isotherms in 
gyrolite is hysteresis: desorption curves in Fig. 5 are shifted “to the left” with respect 
to the adsorption isotherms. This is characteristic of mesopore solid bodies when di-
ameters of pores vary from 15 to 500 Å. 

 

Fig. 5. BET isotherms of N2 adsorption of gyrolite (a) and Na-substituted gyrolite (b) at 77 K 

 

Fig. 6. Isotherms of N2 adsorption–desorption of gyrolite (a) and Na-substituted gyrolite (b) at 77 K 
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According to the IUPAC classification, isotherms of pure gyrolite correspond to the 
case when pores are formed between parallel crystal plates (H3 type), adsorption and 
desorption coincide in the area of low p/p0 amounting to about 0.30 and the isotherm of 
desorption has a refraction. And, on the contrary, after introducing Na+ ions, the iso-
therm of hysteresis becomes characteristic of pores having a cylindrical or open tubular 
form. In this case, adsorption and desorption coincide in the area of p/p0 ≈ 0.70 and the 
hysteresis is narrow. It can be cautiously assumed that Na+ ions are spread between the 
silicate layers of the crystal lattice of gyrolite. A possible formation of hydrogen bridge 
links in the X-interlayer of Na-substituted gyrolite structure is presented in Fig. 7. 

Fig. 7. Formation of hydrogen bridge links in the 
X-interlayer of Na-substituted gyrolite structure  

The distribution of pore diameters is calculated according to the common model of 
a dominating form of pores. The most suitable model of pore distribution is the one 
whose experimentally defined SBET value is the closest to the value of the calculated 
specific surface ΣA. Therefore, the distribution of pores to the diameters was calcu-
lated according to two models (cylindrical pores and pores between parallel plates). To 
calculate the distribution of pores of the pure gyrolite to the diameters the most suit-
able model is when pores are formed of parallel pores (the measured SBET = 143.15 m2/g, 
the calculated ΣA = 157.71 m2/g). In this case, SBET and ΣA differ by only 9.23%. In the 
case of cylindrical pore model SBET and ΣA differed by over than 52.57%.  

 It is accepted that the model is the right one when this difference does not exceed 
20% (compare SBET = 143.15 m2/g, and ΣA = 272.77 m2/g). The dominating pores of 
the pure gyrolite are of about 8–9 nm in diameter, the total pore volume ΣVp is 0.661 
cm3/g. Meanwhile, the more suitable model of cylindrical pores is for Na-substituted 
gyrolite because the measured SBET = 27.24 m2/g, and the calculated ΣA = 30.25 m2/g. 
In this case, the diameters of the dominating pores are ranging from 6 to 7 nm, and the 
pore volume significantly decreases compared to the pure gyrolite and equals 0.12 
cm3/g. 
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Fig. 8. Total pore volumes of gyrolite (a) and Na-substituted gyrolite (b) 

 

Fig. 9. Differential distributions of volume pore sizes of gyrolite (a) and Na-substituted gyrolite (b) 

The results of the analysis of the specific surface confirmed the data obtained by 
other researchers [30]. Nocun-Wczelik also states that gyrolite is a mesopore com-
pound and its SBET varies depending on the synthesis conditions, additions used, etc. 
Thus, pure gyrolite satisfies the main requirements for adsorbents (i.e., high specific 
surface, smoothness, particles of a proper size, mechanical resistance to high pressure) 
and can be used as an adsorbent and/or chemisorbent. Besides, addition of Na2O to the 
primary mixture allows one to alter the size of the particles, the specific surface area, 
the total pore volume, the differential pore distribution to the radii.  

4. Conclusions 

The properties of gyrolite are slightly altered by introducing Na+ ions into its crys-
tal lattice: the main basal reflection d spacing increases to 2.324 nm in the X-ray dif-
fraction pattern; the wollastonite formation peak in DSC curve shifts to lower tem-
peratures. 

It was found that crystal structure of gyrolite is stable under water vapour pressure at 
low temperature (in liquid nitrogen, –197 °C) is. It was found that gyrolite is a mesoporous 
material. Its specific surface area SBET = 143.15 m2/g, the radius of dominant plate pores rp 
= 80–90 Å, the calculated total pore volume ΣVp = 0.661 cm3/g. The gyrolite texture 
changes when Na+ ions are introduced into the crystal structure: its specific surface area 
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becomes SBET = 27.24 m2/g, the radius of dominant cylindric pores rp = 60–70 Å, the cal-
culated total pore volume ΣVp = 0.118 cm3/g.  
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Studies of conductivity in mixed  
alkali vanadotellurite glasses 
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A set of novel mixed alkali vanadotellurite glasses (V2O5)0.25(Li2O)0.25(K2O)x(TeO2)1–x (0.05 ≥ x ≤ 0.30) 
have been investigated for density and dc conductivity in the temperature range from 380 K to 480 K. The 
density exhibited a minimum, and molar volume showed a maximum at x = 0.20. Conductivity data have been 
analyzed in the light of Mott’s small polaron hopping model and high temperature activation energy values 
have been determined. The conductivity and activation energy also passed through a minimum and maximum, 
respectively, at x = 0.20. This result has been attributed to the mixed alkali effect. The strength of mixed alkali 
effect has been estimated. It is for the first time that vanadotellurite glasses are shown to exhibit mixed alkali 
effect. Various physical and polaron hopping parameters have been determined and discussed. 

Key words: glass; tellurite glass; bulk density; conductivity; mixed alkali effect 

1. Introduction 

The electrical conductivity in glasses doped with transition metal ions (TMI) have 
always been observed to be semiconducting type and that was due to the polaron hop-
ping between multivalent states of TMI [1–3]. Glasses containing Li+, Ag+, Cu+ and 
Na+ ions exhibit significant ionic conductivity at ordinary temperatures. An interesting 
aspect of electrical conduction in ionic glasses is the so called mixed alkali effect 
(MAE). Mixed alkali doped glasses exhibit lower electrical conductivity compared to 
that of single alkali composition, for the same total ionic concentrations [4–7]. A gen-
eral understanding of ion transport in glasses is based on the assumption that cations 
jump from one position to another similar one while the negatively charged centres 
remain fixed in position in the glass matrix [7]. The mixed alkali effect has not been 
completely understood mainly due to the difficulty to determine the conduction path-
ways for the mobile ions [8]. Ion conducting glasses have technological applications 
for electrochemical devices such as solid-oxide fuel cells, solid state batteries or 
 __________  
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chemical sensors [9]. MAE has been observed in different physical properties of sili-
cate, borate, germanate and tellurite glasses [10, 11]. MAE has been observed in terms 
of electrical conductivity and thermal properties in sodium–rubidium–borate glasses 
[11]. In particular, MAE in terms of glass transition temperature and electrical conduc-
tivity has been observed in K2O-Na2O-TeO2 systems [12]. El-Damrawi [13] investi-
gated MAE in Ag and Na doped tellurite and phosphotellurite glasses. Li–Na–Te 
glasses have been explored for thermal properties and MAE has been reported in terms 
of specific heat capacity and glass transition temperature [14]. Li–Rb doped phosphate 
glasses have been investigated for electrical conductivity and pointed out that the 
strength of MAE depends on the sizes of the alkali ions [15]. Various theoretical mod-
els such as Mott’s small polaron hopping (SPH), variable range hopping (VRH) [16–
19] and Greaves VRH models [20, 21] have been used to explain temperature depend-
ence of conductivity in glasses. There are no reports on physical properties of the glass 
systems containing both alkali and transition metal ions. 

In the present paper, we report the results of investigations of bulk density at room 
temperature and dc conductivity in function of temperature in the glass systems; 
(V2O5)0.25(Li2O)0.25(K2O)x(TeO2)1–x, x = 0.05, 0.10, 0.15, 0.20, 0.25 and 0.30, labelled 
as MA1, MA2, MA3, MA4, MA5 and MA6. The objective of the present investigation 
is to study the electrical conductivity in a glass system wherein both TMI and two 
different alkali ions are present and in terms of the possibility of occurrence of MAE 
in these systems. 

Vanadium oxide (V2O5) can also act as glass former. In the present systems, its con-
tent is fixed at mole fractions equal to 0.25. In few samples its content is comparable with 
the main glass former, TiO2 and therefore V2O5 in these systems may play the roles of 
network former or network modifier or both. No special experiment or analysis has been 
conducted to ascertain exactly the role of V2O5. However, it is often quoted that vanadium 
exists in two different valence states that is, V4+ and V5+. The existence of two different 
oxidation states paves the way for polaron conduction in the glasses. 

2. Experimental 

The glass samples were prepared by the melt-quenching technique using the ana-
lytical grade V2O5, Li2CO3, K2CO3 and TeO2 (Sigma-Aldrich). The well ground mix-
ture of chemicals in appropriate weight ratios was taken in porcelain crucible and 
melted in a muffle furnace at a constant temperature in the range 1200–1300 K for 1 h. 
The melts were quickly quenched to room temperature and the random pieces of sam-
ples were collected. In order to relieve the mechanical stresses, the samples were an-
nealed at 525 K. Glassy nature of the samples was confirmed by X-ray diffraction 
studies. 

It is possible that corrosive melts at high temperatures can attack the porcelain 
made crucibles. However, there are numerous reports wherein the glasses were pre-
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pared at the temperature ranges operated here [22, 23], and no chemical analysis of the 
samples was carried out and the set compositions were assumed. Due to unavailability 
of the facilities and expertise no chemical analysis has been performed of the present 
glasses and the set compositions are taken for granted. Moreover, the integrity of our 
porcelain crucibles after quenching the melt was observed to be intact. 

Densities at room temperature were measured by following the Archimedes prin-
ciple using a sensitive single pan balance (Sartorius). Carbon tetrachloride, CCl4 (den-
sity = 1.595 g/cm3) was used as an immersion liquid. The uncertainty on density was 
estimated to be ±0.026 g/cm3. 

Samples (4±0.04) mm thick of cross sectional areas ranging from (30±0.30) mm2 
to (50±0.50) mm2 were cut for dc conductivity measurements and the silver electrodes 
were painted on two major surfaces of the samples. Conductivities in the temperature 
range 300–525 K were measured by the two probe method. The currents and voltages 
were measured using a digital nanoammeter and a multimeter to the accuracy of 
±0.1nA and ±10mV, respectively. The temperature of the sample was measured to the 
accuracy of ±1 K using a chromel-alumel thermocouple and a digital microvoltmeter. 
To verify the reproducibility and minimize errors, the experiment was repeated and 
data collected over several experiments has been averaged. The conductivity was de-
termined from the equation: σ = t/RA, where t is the thickness, R is the resistance and 
A is the cross sectional area of the sample. 

The errors on conductivity, Δσ, were estimated taking into account errors on the 
measured thickness, Δt, areas, ΔA, voltages, ΔV, and currents, ΔI. The estimated errors 
on conductivity were found to lie in the range 4–5%. 

The ionic conductivity is often measured by the ac impedance spectroscopy to 
avoid the polarization effects on the sample–contact interfaces. However, there are 
numerous reports in which the ionic conductivity has been measured using the dc 
method [2, 3, 24–26]. Since ions Li+ and K+ incorporated into the glass network are 
lighter ones and in many instances the ionic conductivity has been detected by the dc 
method, we have adopted the dc technique to measure ionic conductivity of the pre-
sent glasses. To avoid initial polarizations, if any, the current measurements were ac-
tually started after about 30 s of keeping constant voltage across the sample. The resis-
tance measurements were repeated several times to check the reproducibility of the 
data. 

3. Results 

3.1. Density and molar volume 

The density of the present glasses was found to be in the range of 2.24 to 3.22 
g·cm–3 (Table 1).  
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Table 1. Physical properties of Li2O and K2O doped vanadotellurite glasses 

Glass compositions 
in mole fractions ρ ± 0.026 

[g·cm–3] 
Vm  ± 0.450
[cm3·mol–1]

N ± 0.04 
[1021cm–3] 

R ± 0.01
[nm] 

σ×10–6 
[ohm–1·m–1] 

at 450 K V2O5 Li2O K2O TeO2 

0.25 
0.25 
0.25 
0.25 
0.25 
0.25 

0.25 
0.25 
0.25 
0.25 
0.25 
0.25 

0.05 
0.10 
0.15 
0.20 
0.25 
0.30 

0.45 
0.40 
0.35 
0.30 
0.25 
0.20 

3.220 
2.895 
2.462 
2.236 
2.368 
2.748 

40.891 
45.112 
52.612 
57.451 
53.796 
45.968 

5.331 
4.793 
4.076 
3.702 
3.920 
4.549 

0.572 
0.593 
0.626 
0.646 
0.634 
0.604 

6.23±0.09 
4.31±0.06 
2.45±0.10 
1.16±0.09 
2.25±0.12 
8.68±0.06 

 

Fig. 1. Compositional dependence of bulk density and molar volume.  
The solid lines are guides to the eye 

The density decreased with K2O content up to 0.20 mole fraction and increased for 
further doping of K2O (Fig. 1). The molar volume, Vm, was calculated from the density 
data using the relation Vm=M/ρ [27], where M is the molecular weight of the glass 
which is given as 

2 5 2 2 2V O Li O K O TeO0.25 0.25 (0.5 )M M M xM x M= + + + −  

The values of Vm were found to be in the range 40.89–57.45 cm3·mol–1 and in-
creased continuously with increase in K2O up to 0.20 mole fraction and decreased for 
further increase in K2O (Fig. 1). 

The vanadium ion density, N [27] was estimated using the relation 
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V O

V O
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N N

M
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where ρ is the density of the glass, 
2 5V Om is the mole fraction of V2O5, 2 5V OM is mo-

lecular weight of V2O5 and NA is the Avogadro number. The calculated values of N are 
presented in Table 1. The error on N values was estimated using the relation  
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2 5

V O

V O

2 AN m
N

M
ρ

⎛ ⎞
Δ = Δ⎜ ⎟⎜ ⎟

⎝ ⎠
  

and was found to be ±0.01×1021. 

3.2. dc conductivity 

In the studied temperature range, the measured conductivities were found in the 
range from 10–5 to 10–8 ohm–1·m–1 being in agreement with the reported dc conductivi-
ties in alkali ions doped similar and other glass systems [2, 9–15]. The temperature 
dependence of dc conductivity was observed to be of a semiconductor type. The con-
ductivity decreased monotonously with increase in concentration of alkali ions up to 
the 0.20 mol fraction of K2O and then it increased for further increase in total alkali 
concentration. The initial decrease and then increase in conductivity with K2O content 
is believed to be due to mixed alkali effect and this is discussed elaborately in the fol-
lowing section. 

4. Discussion 

4.1. Density and molar volume 

The variation of density and molar volume with alkali concentration in the present 
glasses indicate that the glass network becomes continuously loose packed up to 0.20 
mol fraction of K2O and shows a sign of tight packing of network for further doping of 
the second alkali [28–30]. The monotonous increase in Vm with the addition of second 
alkali up to 0.20 mol fraction of K2O reveals no significant change in the topology of 
glass network in the studied systems [30]. However, the observed increase in Vm with 
further addition of K2O above 0.20 mol fraction may be a sign for change in the struc-
ture and the topology of the glass network. The composition dependence of bulk den-
sity, in the present glasses, suggests the occurrence of mixed alkali effect. 

No structural investigations have been conducted on the present glasses and no 
structural information on mixed alkali vanadotellurite glasses is available in the litera-
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ture, either. However, structural aspect of single and mixed alkali tellurite glasses has 
been reported [12, 31], where it was concluded that in these systems non-bridging 
oxygen ions (NBOs) exist. The NBOs number increases with the increase of second 
alkali and their concentration becomes maximum at the composition corresponding to 
conductivity minimum. This may be the case in the present glass systems also. 

4.2. dc conductivity 

According to Mott’s small polaron hopping model (SPH) [16, 17], the electrical 
conductivity in non-adiabatic regime is expressed as, 

 ( )0 exp / BW k T
T
σσ = −   

where W is the activation energy and σ0 is the pre-exponential factor given as 

 2 2
0 0 (1 ) exp( 2 )/ BNe R C C R kσ ν α= − −   

where, νo=θD kB /h is the optical phonon frequency [32], θD=2TD, is the Debye tem-
perature, N is the concentration of TMI, R is mean spacing between the TMI given as 
R=N–1/3, α is the tunnelling factor and C is the fraction of reduced TMI concentration 
to that of total TMI concentration. The estimated values of N, R, θD and ν0 for the 
present glasses are presented in Table 1. The errors on R were calculated using the 
formula ΔR = (ΔN/3N4/3). 

 
Fig. 2. Temperature dependences of dc conductivity in MA glasses.  

The solid lines are least square linear fits to the data 
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According to Eq. (1), the plots of ln(σT) vs. (1/T) were made for the present 
glasses and they are shown in Fig. 2. The dependences were found to be linear at high 
temperatures and non-linear at low temperatures. The precise values θD/2 were not 
determined due to larger uncertainties in the measured conductivities at lower tem-
peratures. The general behaviour of the curves is observed to be similar to that re-
ported for alkali doped vanadophosphate [2], vanadotellurite and phosphotellurite 
glasses [10–13]. The least square lines were fit to the data corresponding to high tem-
peratures. The best fit of lnσ vs. 1/T gave r2 from 0.9992 to 0.9996 (r is the correlation 
coefficient). From the slopes of the lines, the activation energies, W, were determined 
(Table 2). The W values for the present glasses were found to lie between 1.091 eV 
and 1.638 eV. These values are in close agreement with those reported in literature  
[2, 9–13]. The computational errors on activation energies were estimated as per 
ΔW = (Δslope)kB and they are found to lie within ±0.002 eV. The activation energies 
of the present glasses are in near agreement with mixed alkali borate glasses [4, 5], 
phosphate glasses [2, 33] and tellurite glasses [10–13].  

Table 2. Polaron hopping parameters for MA glasses 

Glass W ± 0.002 
[eV] 

WH  ± 0.01 
[eV] εp  ± 0.002 rp  ± 0.004

[nm] 
J  ± 0.001

[eV] 
N(Ef) 

[1021 eV–1·m–3] γp  ± 0.01 

MA1 
MA2 
MA3 
MA4 
MA5 
MA6 

1.091 
1.289 
1.522 
1.638 
1.487 
1.377 

0.651 
0.770 
0.909 
0.978 
0.888 
0.822 

0.99 
0.81 
0.65 
0.59 
0.66 
0.75 

0.231 
0.239 
0.252 
0.261 
0.256 
0.243 

0.122 
0.121 
0.119 
0.118 
0.119 
0.120 

1.17 
0.89 
0.64 
0.54 
0.63 
0.73 

21.00 
24.81 
29.29 
31.52 
28.61 
26.50 

 
The variation of activation energy W, and conductivity σ at 450 K in function of 

mole fraction of second alkali content K2O are plotted in Fig. 3. From Figure 3 it can 
be observed that the conductivity decreases with the increase of K2O content and 
reaches minimum at 0.2 mole fraction and increases for further increase of K2O con-
tent. On the other hand, the activation energy W increases with the increase of K2O 
content and reaches maximum at 0.2 mole fraction and decreases for further increase 
of K2O content. The conductivity going through minimum and activation energy pass-
ing through maximum at 0.2 mole fraction of the second alkali content is due to mixed 
alkali effect taking place in MA glasses. 

The dynamic structure model (DSM) and matrix mediated coupling (MMC) have 
been mainly used to discuss the observed results. In addition to DSM and MMC, there 
exists a number of structural models or views which have been proposed to explain the 
dynamics of diffusion of alkali ions in glasses [8, 12, 34]. There is no single model 
which can explain MAE in all types of glasses and our presently studied systems are 
special and complicated ones as they contain both TMI and mixed alkali ions. In these 
systems, the second alkali ions were introduced at the cost of TeO2 and therefore no 
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models have been invoked to analyze the observed MAE in the present systems. In the 
TMI and alkali doped glasses, the conductivity is due to both polarons and alkali ions. 
Polaron hopping between TMI sites of different oxidation or valency gives rise to 
electronic conductivity and ionic movement interstitially leads to ionic conductivity. 

 
Fig. 3. Compositional dependence of the high temperature activation energy  

and conductivity at 450 K. The solid lines are guides to eye 

Bazian et al. [35, 36] proposed an explanation for the phenomenon of mixed elec-
tronic-ionic conduction in oxide glasses. In the glasses where both ions and polarons 
coexist there must be some interaction between them. The argument goes as follows: 
mobile electrons or polarons formed by the capture of the moving electrons by TMI of 
low valency (V4+ in the case of vanadium) are attracted by the oppositely charged 
cations (Li+ and K+). This so formed cation–polaron pair tends to move together as a 
neutral entity. Then the migration of these pairs does not involve any net displacement 
of charge so this process does not contribute to the electrical conductivity. These au-
thors compared this phenomenon with that of interaction assumed or explanation of 
the so called mixed alkali effect. So, in the present systems the number of polaron-ion 
pairs may increase upon increasing K2O content and that in turn decreases the total 
conductivity. The conductivity reaches minimum when polaron–ion number reaches a 
possible maximum. There is another explanation due to Jayasinghe et al. [37], where 
the continuous blocking of electronic paths with the addition of ionic content is pro-
posed. 

The strength of MAE, Δlnσdc, has been estimated [6] from 

lin  minln ln lndc dc dcσ σ σΔ = −  
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where lnσdc lin represents logarithm of conductivity on the linear interpolated line be-
tween two end points in lnσ vs. x plot, which correspond to x for the minimum  con-
ductivity (x stands for mole fraction of K2O). The term lnσdc min represents the loga-
rithm of the minimum experimental value of conductivity. The estimated value of 
Δlnσdc for the present glasses is 2.02 and this is in the range of values reported for 
other binary alkali glass systems [6]. 

4.3. Parameters associated with polaron hopping 

Considering a strong electron-phonon interaction, Austin and Mott [17] proposed 
that 

for
2 2

for
4

D D
H

D
D

WW W T

W W T

θ

θ

= + >

≈ <
 

where WH is the polaron hopping energy and WD is the disorder energy arising from 
the energy difference of the neighbours between two hopping sites. 

Polaron hopping energy WH was calculated using the formula [38]: 

 ( )
2

1 1

2 4
p

H p
p

W eW r R
ε

− −= = −   

Where Wp is the polaron binding energy, εp is the effective electric permittivity, which 
can be determined from the relation, εp = e2/4Wrp [16] and the small polaron radius, 
rp= (1/2)(π/6N)1/3 [39]. The estimated values of WH, εp and rp, are listed in Table 2 and 
they are comparable with reported values for other similar glasses [1–3, 38]. The er-
rors on WH and rp were calculated to be ±0.01 eV and ±0.004 nm, respectively. 

In the SPH model, the polaron bandwidth J, which is a measure of electron wave-
function overlap on adjacent sites, is given by [32, 40] 

1/21/4
0

1/21/4
0

2
for adiabatic SPH

π π

2 for non-adiabatic SPH
π π

H

H

hkTWJ

hkTWJ

ν

ν

⎛ ⎞⎛ ⎞> ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

⎛ ⎞⎛ ⎞< ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 

The polaron bandwidths were calculated from the relation J = J0exp(–αR), where 
J0 = WH(min)/4 [39]. The calculated values of J are listed in Table 2. The value of α was 
taken from the literature quoted for TMI doped glasses (α = 20 nm–1) [32]. From Ta-
ble 2, it can be noted that J for all the glasses satisfies the condition for non-adiabatic 
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conduction given in Eq. (6) and Holstein’s condition, i.e., J < WH/3 [41]. The depend-
ences of J, εp and N(EF) on K2O content are similar, that is they decrease up to 0.20 
mole fraction and increase for further increase of K2O content. 

The densities of states, N(EF), near the Fermi level were calculated [38] from: 
3 1/2

3/2

( )F

p

e N EJ
ε

≈   

The estimated values of N(EF) are shown in Table 2 and they are of the order of 
1021 eV–1·m–3. These N(EF) values are in agreement with the reported values for many 
TMI doped glasses [38]. The values of the small polaron coupling constant γp, which 
is a measure of electron-phonon interaction, were calculated using the relation 
γp=2WH/hνo [16,38] and shown in Table 2. The nature of variation of WH, rp and γp 
with K2O content is same as W that is, they increase up to 0.20 mole fraction and de-
crease for further increase in K2O content. The γp behaviour reveals that the electron-
phonon interaction becomes stronger with increase in K2O concentration, which in 
turn decreases the electronic contribution to the total electrical conductivity. For 
higher concentrations of K2O, γp decreases and hence the increase in electrical conduc-
tivity was observed. 

5. Conclusion 

A set of mixed alkali vanadotellurite glasses prepared by melt quench technique 
was subjected to room temperature density and dc conductivity studies. The density 
decreased up to 0.20 mole fraction of K2O and increased for further increase in K2O 
content. This is attributed to the structural changes taking place in the glasses at 0.20 
mole fraction of K2O. 

The electrical conductivity and activation energy passed through minimum and 
maximum, respectively, at 0.20 mole fraction of second alkali (K2O) content. This 
must be due to mixed alkali effect. The estimated strength of mixed alkali effect 
agrees with the results reported for other glasses. In view of the absence of any univer-
sal theory to explain mixed alkali effect, no theoretical model has been invoked to 
describe mixed alkali effect in the present glasses. It is concluded that the observed 
effect is due to interaction of alkali ions among themselves and their interaction with 
the remaining glass network offered by V2O5–TeO2. It is for the first time that vanad-
otellurite glasses are shown to be exhibiting mixed alkali effect. 
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Structural, optical, electrical and magnetic 
properties of sol-gel derived Zn1–x–yCoxAlyO films 

M. SHARMA, R. M. MEHRA* 
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A detailed study has been presented of optical, electrical, structural and magnetic properties of  
Zn1–xCoxO (0 < x ≤ 0.25) films co-doped with 1 at. % of Al. The polycrystalline films have been synthe-
sized on Corning glass 7059 substrates by the sol-gel technique using spin coating. Highly preferential  
c-axis oriented films have been obtained at the annealing temperature of 600 °C. The lattice constant d of 
c-axis wurtzite Zn1–x–yCoxAlyO obeys Vegard’s law for (0 < x ≤ 0.25). The inclusion of Al in ZnO is 
highly beneficial for the magnetism in ZnO because it enhances the free electron density. Optical spectra 
measurements reveal that band gap energy exhibits a blue shift upon increasing Co concentration. A 
positive magnetoresistance for Co doped ZnO and negative magnetoresistance for ZnO without cobalt at 
77 K has been observed. The ferromagnetic behaviour has been confirmed by measurements using super-
conducting quantum interference device. The coercive field and the remanence increase with increase in 
Co content. 

Key words: sol-gel; ZnO:Co; dilute magnetic semiconductor; hysteresis 

1. Introduction 

An exciting possibility to utilize both the charge and spin character of an electron 
to develop spintronic devices such as spin field effect transistors (FETs) and spin light 
emitting transistors (LEDs) [1, 2] has led to extensive search for materials in which 
semiconducting properties can be integrated with magnetic properties. These materials 
are categorized as dilute magnetic semiconductors (DMSs) which are fabricated by 
introducing small fractions of transition metals (TMs) into host (non magnetic) semi-
conductors, e.g., III–V [3] and II–VI compounds [4]. The essential requirement for 
achieving practical spintronic devices is efficient electrical injection of spin-polarized 
carriers [5]. The material should be capable of transporting the carriers with high 
transmission efficiency in the host semiconductor.  

 __________  
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These key aspects of spin injection, spin dependent transport manipulation and de-
tection form the basis for current research and future technology [3]. Low power con-
sumption of these devices has the advantage of resulting in high packing densities for 
memory elements [6]. Thus from industrial application point of view it is important 
for DMS to be an efficient conductor and ferromagnetic at room temperature. In 1998,  
Ohno [7] reported existence of ferromagnetic behaviour in Mn doped GaAs with the 
Curie temperature Tc of 100 K. Unfortunately, the highest Tc reported to date was 
172 K [8]. This caused researchers to search for other material systems.  

Recent studies have identified wide band gap semiconductors including GaN and 
ZnO systems as promising materials for spintronics applications [9]. From the point of 
view of industrial application (opto- and magnetoelectronics) ZnO with exciton bind-
ing energy of 63 meV and 3.3 eV bandgap has many attractive aspects such as low 
cost, abundance, and, in addition, it is environmentally friendly [10]. Moreover, it is 
transparent to visible light and has a higher TM solubility. Dietl et al. [11] made theo-
retical predictions for room temperature ferromagnetism (RTFM) in heavily doped  
p-type ZnO alloy. Since p-type ZnO is difficult to fabricate [10], much work has been 
pursued on n-type ZnO with various TM dopants. Co was chosen as its ionic radius 
matches to that of Zn2+ ion resulting in high solubility [12]. Al is a good co-dopant as it is 
an adequate electron donor and has no d electrons to interfere with magnetic ordering. 
Early experimental work has provided mixed and even contradicting results. In one of the 
studies of doping various TMs into ZnO by Ueda et al. [13] highly conducting n-type Co 
doped ZnO displayed room temperature ferromagnetism. Research studies [14–16] con-
firmed these findings. Other studies found that ferromagnetism is extrinsic in nature and 
arises from nanoclusters and secondary magnetic phases [17–19]. 

We need to study Zn1–x–yCoxAlyO system in detail to understand its structural, electri-
cal and optical properties as they play an important role in promoting ferromagnetism 
(FM) and in determining the origin of ferromagnetism. We have grown thin films of  
Zn1–x–yCoxAlyO on Corning glass substrate by sol-gel process with high pH sol. Sol 
-gel technique has advantages in fabricating DMS sample because the mole fractions can 
be controlled accurately and samples with various compositions can be easily obtained. 

2. Experimental 

The precursor sols were prepared from zinc acetate dihydrate Zn(CH3COO)2·2H2O  
(Merck Extra Pure Chemical Ind. Ltd, India, purity 99.95%)), methanol (AR, Merck 
Chemicals, India) and monoethanolamine [MEA] (Merck, India). Cobalt acetate hexa-
hydrate Co(CH3COO)2.6H2O (AR, Merck Chemical Ind. Ltd, India, purity 99.9%) was 
introduced as a dopant in at. % varying from 5 to 25. Aluminium chloride AlCl3 
(Merck, India) was also introduced into the sol in 1 at. %. pH of the solution was 9 
with MEA/ZnAc weight ratio as 1. The obtained mixture was stirred using magnetic 
stirrer for about 60 min to obtain clear homogeneous solution. Microscopic Corning 
glass (7059) slide substrates were cleaned ultrasonically, first in acetone and then sub-
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sequently in methanol for 10 min each. They were further cleaned with deionised wa-
ter for 20 min and finally dried in nitrogen atmosphere. The clear solutions were used 
after 48 h for spin coating. The spinning speed and time were optimized to 3000 rpm 
and 20 s, respectively, to ensure that each spun layer is thin enough to ensure simulta-
neous evaporation of all solvent, thus preventing cracking of the films. The wet films 
were kept to hydrolyze in air at room temperature for 5 min, and then were dried at 
300 °C for next 10 min. The drying process removes the residual organic solvents and 
organic groups in the deposited gel film and converts the organic precursor film into 
a dense inorganic film. An approximate thickness of 15 nm was obtained for each 
spin. The above process of coating and drying was repeated several times to increase 
the film thickness and to get the desired thickness. Finally the deposited films were 
annealed in air in the temperature range of 400–600 °C for 1 h. A slow cooling rate was 
maintained to avoid the possibility of stress in the films as expected in rapid cooling.  

Crystallite phase and orientation were evaluated by the X-ray diffraction method 
(XRD, Philips PW 1830 Geiger counter diffractometer, PW 3710) using a monochro-
matized X-ray beam with nickel-filtered CuKα radiation (λ = 1.54 Å) operating at 
40 kV and 20 mA. A continuous scan mode was used to collect 2θ data from 20° to 
50°, with a 0.02 sample pitch and 3 deg/min scan rate. The compositions of Co and Al 
doped ZnO films were determined by the elemental dispersion analysis using X-ray 
(EDAX) measurements (SEM, LEO 435VP, UK). Average surface roughness Ra and 
crystallite size were measured by the atomic force microscopy (Burleigh-SPI 3700). 
Images were recorded via a multimode scanning probe microscope (Digital Instru-
ments). We have used a contact mode with the constant force method (the force be-
tween the sample surface and the tip was kept constant by a feedback system while the 
surface beneath the tip was scanned). The thicknesses of the films were determined by 
SANTEC ellipsometry and it was found to lie in the range of 200 nm. Optical charac-
terization was performed in the wavelength range of 250–1000 nm using a Solidspec 
UV-3700 spectrophotometer. The electrical conductivity σ and magnetoresistance 
were measured by the van der Pauw technique. Contacts for transport measurement 
were made by pressed indium. The sign of the Hall coefficient confirmed the n-type 
conduction of the films. The magnetic properties of the sample were characterized 
using commercial superconducting quantum interference device SQUID (Quantum 
Design, USA) magnetometer. 

3. Results and discussion 

3.1. Chemical analysis on Zn0.94Co0.05Al0.01O thin film (EDAX) 

Composition analysis of Zn0.94Co0.05Al0.01O film is shown in Fig. 1. The film an-
nealed at 600 °C for 1 h in air atmosphere showed the presence of zinc, cobalt and 
aluminium. No other impurity was found within the EDAX detection limit. 
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Fig. 1. Energy dispersive X-ray analysis spectrum of Zn0.94Co0.05Al0.01O film annealed at 600 °C 

3.2. Structural analysis 

Figure 2 shows the XRD patterns of Zn0.95Co0.05Al0.01O in function of annealing tem-
perature Ta. It shows an evidence of polycrystalline structure with (100), (002) and (101) 
peaks. Upon increase of Ta from 400 °C to 600 °C, the intensity of (002) reflection peak 
increases. The film grown at 600 °C exhibits a highly c-axis preferential growth. 

 

Fig. 2. X-ray diffraction patterns of Zn0.94Co0.05Al0.01O films grown at various temperatures 
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Fig. 3. X-ray diffraction patterns of Zn1–x–yCoxAlyO  
(x = 0.05–0.25, y = 0.01) films annealed at 600 °C 

 
Fig. 4. Dependence of annealing temperature on crystallite size 

 and full width half maximum (FWHM) 

Figure 3 shows the X-ray diffraction patterns of the Zn1–xCoxO:Al films annealed 
at the optimized temperature (600 °C) with various Co concentrations x (0.05–0.25). 
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The films exhibit a dominant peak at 2θ = 34.43° corresponding to the (002) plane of 
ZnO, and other peaks corresponding to (100) and (101) indicating the polycrystalline 
nature of the films. It is seen from the figure that the relative intensity of the (002) 
peak decreases with increasing Co dopant concentration. No peaks corresponding to 
either (111) peak Co (44.217) or 400 peak Co2O4 (44.74) or (400) peak Co3O4 (44.81) 
appear in the diffraction pattern of the samples, suggesting that Co is incorporated 
well at the Zn lattice site in the hexagonal wurtzite structure of ZnO. (102) peak for 
ZnO (47.539) is observed in some samples. We do not exclude the possibility of for-
mation of clusters small enough not to be detected by XRD. Crystallite size was calcu-
lated from the Scherrer’s equation [20] based on the (002) plane. It is observed in Fig. 4 
that the full width half maximum (FWHM) decreases and crystallite size increases with 
the increase in annealing temperature. The values of crystallite sizes at various Ta are listed 
in Table 1. 

Table 1. Crystallite sizes (t) determined from XRD data and AFM images 
for Zn0.94Co0.05Al0.01O films at various annealing temperatures (Ta) 

Ta [°C] 

t [nm] 

XRD AFM 
450 25.9 20 
500 33.2 35 
550 41.5 49 
600 51.9 59 

 
Fig. 5. Dependence of c-axis lattice constants (d(002) values) 

on Co content in Zn1–xCoxO:Al films 
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The interplanar spacing d in the direction of c axis (002) in function of Co content 
is shown in Fig. 5. It is seen from the figure that the d values increase upon increase of 
the Co content up to 25% in accordance with Vegard’s law. Thus up to 25% Co lies 
within solubility limit of substitution. Cobalt exists in the divalent state, and high 
solubility of Co is attributed to the ionic radius of Co2+ (72 pm) being similar to that of 
Zn2+ (74 pm) in the tetrahedral coordinated structure. Ueda et al. [13] showed a similar 
dependence of d on Co concentration for PLD grown ZnO films co-doped with Co and 
1% of Al. 

 
Fig. 6. Effect of annealing temperature on the lattice constant c  

and diffraction angle 2θ of (002) peak of Zn0.94Co0.05Al0.01O films 

Figure 6 shows the variation of the diffraction angle 2θ of (002) peak and lattice 
constant c with the annealing temperature. A shift in the (002) peak 2θ position to 
a slightly higher value is observed with the increase in the annealing temperature and it 
approaches near to the powder value of 34.44° at 600 °C. It is important to note that the 
value of the c lattice parameter for the as deposited Zn0.95Co0.05O:Al films is large in 
comparison to unstressed bulk value of 5.207 Å [12]. This is consistent with other works 
reporting increase of the c axis lattice constant with increase in Co concentration in 
doped ZnO films [13]. A large value of the lattice constant for the as grown and an-
nealed compared to the unstressed powder value shows that the unit cell is elongated 
along the c axis, and compressive forces act in the plane of the film. This indicates 
a reduction in the tensile stress with annealing, which may be due to the large coefficient 
of linear expansion of films in comparison with the glass substrate with increase in the 
annealing temperature. The higher value of c at 400 °C shows that the unit cell is elon-
gated along the c axis, and compressive forces act in the plane of the films. 
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Fig. 7. AFM images of Zn0.94Co0.05Al0.01O films annealed at: a) 450 °C, b) 500 °C, c) 550 °C, d) 600 °C 

Figure 7 shows the AFM graphs of the surfaces of deposited films for Co dopant 
concentration x = 0.05, annealed at various temperatures. The formation of a fine sur-
face having uniformly distributed grains and gradual increase in grain size is clearly 
observed in films annealed at a higher temperature of 600 °C. The minimum average 
roughness 5 nm, which was obtained for the film grown at 600 °C, originates from the 
craters between the grain boundaries and the contribution of the substrate roughness to 
the first layer of the film. These values of grain size are also listed in Table 1. It is seen 
from the table that the value of grain size correspond well with the values obtained 
from XRD measurements by the Scherrer–Warren formula 

0.94
cos

t λ
β θ

=  

where t is the crystallite size in nm, λ is wavelength in nm, β is the FWHM of the 
(002) peak and θ is the angle of the (002) peak. 
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3.3. Transmittance 

Figure 8 shows optical transmission spectra of Zn1–x–yCoxAlyO films annealed at 
600 °C and recorded in the wavelength region of 300–1000 nm for various Co contents 
 

 
Fig. 8. Optical transmission spectra of sol-gel deposited Zn1–xCoxO:Al films 

recorded at room temperature for various Co contents x and 1 at. % of Al 

 
Fig. 9. Optical absorption spectra of Zn1–xCoxO:Al films 
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x = (0–0.25). The transmission is found to be maximum for the sample without Co and 
decreases with the increase in Co concentration. The fundamental edge for thin films 
is located at 3.26 eV. The decrease in optical transmission is associated with the loss 
of light due to (i) oxygen vacancies and (ii) scattering at grain boundaries. The in-
crease in scattering centres due to increased number of grain boundaries with an in-
crease in Co dopant content may be responsible for the loss of transmission. A de-
crease in grain size and thereby increase in grain boundaries in Zn1–x–yCoxAlyO film 
upon increasing Co concentration has been observed. We attribute absorption bands at 
about 1.9, 2.05, 2.24 eV to the d-d transitions of tetrahedral coordinated Co2+ which 
are assigned to 4A2(F) → 2E(G), 4A2(F) → 4T1(P), 4A2(F) → 2A1(G), transitions in the 
high spin state of Co2+(3d7), respectively [17]. The figure shows clearly that intensities 
of the absorption bands increase with Co content, indicating consistent incorporation 
of Co2+ ions into ZnO lattice in the valence state of 2+ by the sol-gel process. 

The band gap energy Eg was determined by using formula the (αhν)2 = B(E – Eg) 
and plotting the curves (αhν)2 vs. E, where α is the absorption coefficient, E is the 
photon energy and B is a constant. These curves are shown in Fig. 9. 

 
Fig. 10. Dependence of band gap (Eg) of Zn1–xCoxO:Al films on the Co content 

Figure 10 shows dependence of Eg on the Co content. The variation of Eg with Co 
content was found to follow the relationship Eg = (3.286 + 0.54x) eV. It means that the 
extrapolated value 3.286 eV of the band gap for x = 0 corresponds to the undoped ZnO 
films. A characteristic difference in the absorption edge has been observed with Co 
incorporation in ZnO. The sharp absorption edge observed for pure ZnO sample at 
3.18 eV was found to start shifting vigorously with an increase in Co concentration. 
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This blue shift in the optical band gap is also observed in ZnMnO [21], ZnMgO [22]. 
Kim et al. [17] also showed similar blue shift in PLD deposited Zn1–xCoxO films. He 
showed variation of Eg with x up to 30% of Co content. 

3.4. Electrical properties 

The influence of the annealing temperature from 400 °C to 600 °C on the resistiv-
ity ρ, carrier concentration n and Hall mobility μH of Zn1–x–yCoxAlyO films containing 
5 at. % of Co with 0 and 1 at. % of Al is shown in Figs 11 and 12, respectively. It is 
seen from the figures that the carrier concentration has increased as a result of Al dop-
ing. This increase is attributed to the substitutional doping of Al3+ at Zn2+ sites creating 
one extra free electron in the conduction band [23]. The major conduction was con-
firmed to be n-type by the Hall measurements and films exhibited semiconducting 
behaviour. The resistivity is found to decrease with increasing Ta. The decrease in 
resistivity with higher temperature is due to an improvement in crystallinity. 

 
Fig. 11. Resistivity, electron concentration, and Hall mobility 

in function of annealing temperature for Zn1–x–yCoxAlyO (x = 0.05, y = 0) 

The mobility is found to increase upon increasing Ta, which is also due to im-
provement in the crystalline structure. Figure 12 shows that the value of mobility 
ranges from 17 to 43.5 cm2/(V·s) [13]. The carrier concentration is found to increase 
with increase in Ta. The maximum carrier concentration obtained was 1021 cm–3 at  
600 °C for Zn0.94Co0.05Al0.01O. The increase in grain size means a decrease in grain 
boundaries (lesser scattering area) and pores in the annealed films as compared to the 
as deposited films. Thus the number of electron trap states reduces and hence the car-
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rier concentration increases. Xu et al. [12] declared carrier concentration to vary from 
1020 to 1021 cm–3) for ZnO films co-doped with 5% Co and 1% Al by PLD. 

 
Fig. 12. Resistivity, electron concentration, and Hall mobility in function 

of annealing temperature for Zn1–x–yCoxAlyO (x = 0.05, y = 0.01) 

3.5. Magnetic properties 

Figure 13 shows magnetoresistance (MR) at 77 K with magnetic field applied per-
pendicular to the film plane. MR helps to reveal the nature of fundamental exchange 
coupling in the DMS. It can be explained in terms of three different competitive 
mechanisms such as sp-d exchange [24], weak localization [25], spin disorder scatter-
ing [26]. Negative MR is due to scattering of spin polarized charge carriers at isolated 
magnetic impurities. Positive MR can be well understood by the dominance of sp-d 
exchange interaction over the weak localization effect and spin disorder scattering 
with increase in Co content. 

Films without Co give negative MR as the applied field will align the spins and 
thus reduce the scattering. Positive MR is seen in Co doped ZnO films. It was found 
that positive MR increases with increase in Co content. 

The magnetic properties were measured with a SQUID magnetometer at room 
temperature for Zn1–xCoxAl1–x–y O (x = 0, 0.05, 0.10, 0.15) films. The magnetic field is 
applied parallel to the film plane. Diamagnetic and/or paramagnetic signals of the 
glass substrate were detected. Figures 14 and 15 show hysteresis loops for various 
concentrations of Co. The ferromagnetism is clearly shown by the coercivity and re-
manence. The remanence of the films for higher concentrations is higher than for 
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lower concentrations of Co. The coercive field for x = 0.15 was 10 mT and the esti-
mated saturation magnetization was 8×10–9Am2 from the field dependence of magneti- 
 

 

Fig. 13. Magnetoresistance curves for various concentrations of Co at 77 K 

 

Fig. 14. Magnetization curves measured in plane  
for Zn1–xCoxO:Al films (x = 0.0 and 0.05) 
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Fig. 15. Magnetization curves measured in plane 

for Zn1–xCoxO:Al films (x = 0.1 and 0.15) 

zation (M–H) curve. The saturation field was around 284 mT. In absence of Co 
dopant, ZnO film exhibits diamagnetic behaviour and Co doped films exhibits hyster-
sis loops. 

4. Conclusion 

Zn1–xCoxO (0 < x ≤ 0.25) films with 1 at. % of Al doping on Corning glass have 
been prepared by the sol-gel process. XRD and UV-VIS-NIR spectroscopy results 
confirm the substitutional doping of Co in the ZnO wurtzite lattice. High conductivity 
and good transparency were obtained for Zn0.94Co0.05Al0.01O film annealed at 600 °C. 
The observed positive MR is the representative of DMS nature of the Co doped films. 
SQUID measurements have further confirmed the ferromagnetic nature of these films. 
The coercivity and remanence of the films are found to increase with Co concentra-
tion. 
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The microstructures and resistivities of melt-spun Cu75Cr25 and Cu(75–x)Cr25Nix (x = 1 or 3 wt. %) rib-
bons were studied. The size of the Cr-rich phase from liquid phase separation in the Cu75Cr25 micro-
structure can be decreased from the micrometer-scale to about 250 nm by using melt spinning. After 
annealing at 600 °C for 3 h, the resistivity of Cu75Cr25 ribbon can meet the needs of contact. On the 
melt-spun base, alloying by Ni could further decrease the size of the Cr-rich phase from 250 nm to about 
150 nm. However, when the Ni content is higher than or equal to 3%, the resistivity of annealed Cu75–
xCr25Nix (x ≥ 3) ribbons is too high to be used by the medium-voltage vacuum interrupters. For nano-
grained CuCr alloys, its lower arc chopping current is advantageous to the use of contact and the circuitry 
protect, its long arc trace route and high velocity of spot direction motion could mitigate the partial ablate 
of cathode surface and the lifetime of contact could be prolonged. 

Key words: microstructure; CuCr alloys; contact, melt spinning; resistivity 

1. Introduction 

The contact material based on CuCr alloys containing 20–50 wt. % of Cr has been 
widely investigated because it is a dominating contact material used in medium-
voltage vacuum interrupters. To improve its electric properties, refining the Cr-rich 
phase in its microstructure is an important subject [1–4]. 

Melt spinning is nowadays the most common method of rapid solidification. It is 
capable of refining the microstructure, extending the solid solubility limits, forming 
a metastable phase, etc. A number of studies [5–12] have been undertaken to investi-
gate the microstructures of rapidly solidified metals. However, it has not been well 
used in the research of refining the microstructure of CuCr alloys containing ca. 20–50 

 __________  
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wt. % of Cr. In these alloys, the liquid phase separation of undercooled CuCr melts 
will occur in a rapid solidification process. In this paper, the abbreviation CuxCryNiz 
will stand for the composition of an alloy containing x, y and z wt. % of Cu, Cr and Ni, 
respectively. Although the liquid phase separation is disadvantageous to refine the 
Cr-rich phase, its size can be still decreased to about 300 nm in the microstructure of 
Cu70Cr30 alloys by melt-spinning with about 106 K/s cooling rate [13–16]. Besides 
rapid solidification, alloying is another general way to refine the microstructure of 
alloys, so a little work has been done on the influence of Ni addition to the microstruc-
ture of melt-spun Cu75Cr25 alloys. 

2. Experimental 

Pure (> 99.95%) Cu, Cr and Ni were used to prepare CuCrNi alloys by the arc-
melting technique. 10 g of the material was inserted into a quartz tube. When the ma-
terial was heated by high frequency induction to the required temperature, the ribbon 
was prepared by liquid quenching on a single roller melt spinning under the pressure 
of 0.5 atm Ar. The velocity of the cooling roller was 33 m/s, the calculated cooling 
rate of ribbon was about 106 K/s. The dimensions of prepared ribbons were about 
3 mm wide and 25–40 μm thick. Under this condition, the maximal undercooling of 
ribbon was about 400–450 K [7, 11]. 

Some melt-spun ribbons were annealed in a vacuum furnace at 600 °C for 3 h. The 
microstructures of samples were analyzed by a Hitachi H-800 transmission electron 
microscope (TEM). The foil specimen for TEM was prepared by a twin-jet thinning 
device. The resistivity of ribbon was measured by the four point probe method. 

3. Results 

 3.1. The microstructures of melt-spun Cu75Cr25 ribbons 

The microstructure of a melt-spun Cu75Cr25 ribbon is shown in Fig. 1a. A spheri-
cal particle marked by an arrow is the Cr-rich phase from liquid phase separation [13]. 
The diameters of the Cr-rich phases in Fig. 1a are about 250 nm. By increasing the 
cooling rate, the size of the Cr-rich phase from liquid phase separation in the melt-
spun Cu75Cr25 microstructure can be refined from the micron-scale to nanoscale [13]. 
After annealing at 600 °C for 3 h, the Cr-rich phase from liquid phase separation did 
not obviously grow up; the diameters of the Cr-rich phase in Fig. 1b are still about 
250 nm. The result indicates that the Cr-rich phase in the melt-spun Cu75Cr25 micro-
structure have a good invariance. Even if the material is repeatedly heated by arc in 
the work process of contact, the melt-spun Cu75Cr25 microstructure would not trans-
form obviously which is advantageous to keep the electric properties of a contact. On 
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the other hand, by contrasting Fig.1a and Fig.1b, the precipitates come forth in the Cu 
matrix after annealing which mainly causes that the resistivity of Cu75Cr25 ribbons 
decreases from 16.43 μΩ·cm in the melt-spun state to about 4.53 μΩ·cm in the an-
nealed state (The resistivity of contact should be lower than 5μΩ·cm [3, 4]).  

 

Fig. 1. The microstructure of melt-spun Cu75Cr25; ribbons: a) as-quenched,  
b) annealed at 600 °C for 3 h. The arrows point to the Cr-rich phase from liquid phase separation 

3.2. The microstructures of melt-spun Cu74Cr25Ni1 ribbons 

Figure 2a shows the microstructure of a melt-spun Cu74Cr25Ni1 ribbon. The di-
ameter of the Cr-rich phase marked by an arrow is about 200 nm (i.e., is smaller than 
250 nm). On the melt-spun base, alloying by 1 wt. % of Ni could further decrease the 
size of the Cr-rich phase from liquid phase separation. After addition of Ni, the micro-
structure of Cu75Cr25 alloys is not changed; the diameters of the Cr-rich phase in Fig. 
2b are also about 200 nm after annealing at 600 °C for 3 h. Adding 1% of Ni results in 
that the resistivity of annealed Cu74Cr25Ni1 ribbon is increased to 4.96 μΩ·cm. The 
reason for the increase of resistivity may be that the concentration of the solute in Cu 
phase was increased by Ni addition. 

 

Fig. 2. The microstructure of melt-spun Cu74Cr25Ni1 ribbons: a) as-quenched,  
b) annealed at 600 °C for 3 h. The arrows show the Cr-rich phase from liquid phase separation 
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3.3. The microstructures of melt-spun Cu72Cr25Ni3 ribbons 

The microstructure of melt-spun Cu72Cr25Ni3 ribbon is shown in Fig. 3a. The 
Cr-rich phase from liquid phase separation in Fig. 3a is refined to the size smaller than 
150 nm. When the ribbon was annealed at 600 °C for 3 h, the Cr-rich phase in Fig. 3b 
did not grow up much. Upon increase of Ni content in Cu75Cr25 alloys, the alloying 
effect becomes more remarkable. However, the resistivity of annealed Cu72Cr25Ni3 
ribbons is about 13 μΩ·cm, which may be too high to be used by the medium-voltage 
vacuum interrupters. 

 

Fig. 3. The microstructure of melt-spun Cu72Cr25Ni3 ribbons: a) as-quenched,  
b) annealed at 600 °C for 3 h. The arrows show the Cr-rich phase from liquid phase separation 

4. Discussion 

The arc chopping current of a CuCr contact is an important parameter determining 
its applicability in service. The arc between electrodes will gradually crush out and the 
current in a circuit will become smaller and smaller when a breaker is turned off. The 
current in the circuit is called the arc chopping current when the arc crushes out com-
pletely, but the current does not descend to zero. The arc chopping current will arouse 
an overvoltage by the inductance in a circuit. The overvoltage is very disadvantageous 
to the electric system. In general, the higher the vapour pressure of contact materials, 
the lower is the arc chopping current.  

The arc chopping currents of melt-spun Cu75Cr25 and Cu74Cr25Ni1 are 1.8 A 
and 1.6 A, respectively, much lower than that of coarse-grained Cu75Cr25 alloys, 
3.6 A. The interfacial energy in nano-grained CuCr alloys is higher than that in coarse-
grained CuCr ones, thus the vapour pressure of nano-grained CuCr alloys is also 
higher than that of coarse-grained CuCr alloys, which results in that the nano-grained 
CuCr alloys have a lower arc chopping current. 

The arc spot stays in a small area with a diameter not exceeding 1 mm on the sur-
face of a coarse-grained Cu75Cr25 cathode. For nano-grained CuCr alloys, the trace 
of arc spot is in a sub-direction which is different with the random walk pattern of 
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coarse-grained Cu75Cr25 cathode, the arc trace route is about 3 mm long and the ve-
locity of spot direction motion is about 60 m/s [2] which could mitigate partial abla-
tion of the cathode surface and the lifetime of contact may be prolonged. The trace of 
arc spot and its effects on the contact characteristics have been studied in detail by  
Yang [2]. In a word, the decrease of sizes of the Cr-rich phase in the microstructure of 
Cu75Cr25 alloys could improve the electric properties of its contact.  

5. Conclusions 

By using melt spinning, the size of the Cr-rich phase from liquid phase separation 
in the Cu75Cr25 microstructure can be decreased from the micron-scale to about 
250 nm, which reveals that by increasing the cooling rate of the solidification process, 
the microstructure of Cu75Cr25 alloy can be markedly refined. After annealing at 
600 °C for 3 h, the resistivity of Cu75Cr25 ribbon can meet the technical needs for 
a contact. 

On the melt-spun base, alloying by Ni could further decrease the size of the Cr-
rich phase from liquid phase separation, and the higher Ni addition, the smaller be-
comes the size of the Cr-rich phase. However, when the Ni addition is higher than or 
equal to 3 wt. %, the resistivity of annealed Cu72Cr25Ni3 ribbons is too high to be 
used by the medium-voltage vacuum interrupters. 

For nano-grained CuCr alloys, its lower arc chopping current is advantageous for 
the use of contact and the circuitry protect, its long arc trace route and high velocity of 
spot direction motion could mitigate a partial ablation of the cathode surface and the 
lifetime of contact could be prolonged. 
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Energetics and electronic structures have been calculated based on the first-principles plane-wave 
pseudopotential method for Cu alloying Mg2Ni phases and the corresponding hydrides. These calcula-
tions show that the Mg2Ni(II)′′1–xCux (x = 1/3) phase has the highest structural stability and Cu alloying 
Mg2Ni hydride benefits the improvement of the dehydrogenating properties of the system, which is also 
well explained through the density of states (DOS) and the charge distributions of Mg2Ni phases and 
Mg2Ni hydrides with and without Cu alloying. 

Key words: Mg2Ni phase; heat of formation; plane-wave pseudopotential theory; dehydrogenating prop-
erties; electronic structure 

1. Introduction 

Magnesium and its alloys have been considered the most promising hydrogen 
storage materials due to their high hydrogen storage capacity, light weight and low 
cost. However, a slow hydriding and dehydrogenating kinetics and high dissociation 
temperature limit their practical application for hydrogen storage. In recent years, 
Mg2Ni (A2B)-type hydrogen storage alloys have been extensively researched as poten-
tial candidates for Ni/MH cathode materials. To improve the hydriding and dehydro-
genating kinetics of Mg2Ni alloy, partial component substitution has been confirmed 
to be an efficient method. For example, a partial substitution of Al, V, Ti, Zr for Mg at 
A positions [1–3] or Cu, V, Fe, Co, Mn, Cr for Ni at B positions [4–7] in Mg2Ni phase 
will reduce the structural stability of the hydride (Mg2NiH4) and decrease its dissociation 
temperature. Among these substitutions, the corresponding Mg2Ni1–xCuxH4 (x ≤ 0.4) 

 __________  
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hydride with the partial substitution of Cu for Ni at B positions in Mg2Ni phase has 
excellent dehydrogenating properties. 

 Nowadays, considerable experimental and theoretical investigations have been 
performed on studying the dehydrogenating properties of Cu alloying Mg2Ni hydride. 
Dehouche et al. [5] found that the heat of formation (53.2 kJ/mol) of the Mg2Ni hy-
dride with Cu alloying is decreased compared to that of the hydride without Cu alloy-
ing (64.5 kJ/mol), meanwhile, the dissociation temperature of the system is reduced 
significantly. Simicic et al. [6] synthesized Mg2Ni0.75Cu0.25 and Mg2Ni0.6Cu0.4 alloys by 
mechanical milling of Mg2Ni with different contents of Cu, which remarkably im-
proves hydriding and dehydrogenating kinetics of pure Mg2Ni at low temperature 
below 473 K. Yang. et al. [7] fabricated Mg2Ni0.75M0.25 (M = Ti, Cr, Mn, Fe, Co, Ni, 
Cu and Zn) alloys by milling diffusion method. They found that the structural stabil-
ity, dissociation enthalpy and dissociation temperature of the corresponding hydrides 
are all decreased with the increasing unit volume of these alloys, and the effect of Cu 
on Mg2Ni hydride is proved to be the most promising. All above experiments have 
been focused on destabilizing the phase structure of Mg2Ni hydride by Cu alloying to 
decrease the dissociation temperature of this system. Whereas, due to the complexity 
of crystal structure for Mg2Ni hydride (Mg2NiH4) and the uncertainty of Cu occupying 
sites in Mg2Ni phase, it becomes difficult for the dehydrogenating properties of Cu 
alloying Mg2Ni hydride to be further experimentally investigated. Garcia et al. [8] 
calculated the electronic structure of the Mg2Ni hydride (Mg2NiH4) by the ab initio 
method. They determined the occupying sites of H atoms in the structure, and then, 
the bonding types of different atoms were deduced according to the charge distribu-
tions in Mg2NiH4. They suggested that the [NiH4]4– anion exists in the form of cova-
lent bonding interaction between H and Ni, while there are electrovalent bonding in-
teraction between [NiH4]4– anion and Mg2+ cation. Therefore, Mg2NiH4 with the anti-
fluorite structure possesses a relatively stable phase structure. Takahashi et al. [9] cal-
culated the electronic structure of Mg2NiH6 cluster model alloyed by 3d transition 
metal elements M (M = V, Cr, Fe, Co, Cu, Zn) by using DV-Xα method. It was found 
that the bonding interaction between Ni and H is stronger than that between Mg and 
H, and the stability of the hydride directly lies on the bonding interactions between Ni 
and Mg, Ni and H. After the partial substitution of different alloying elements M for 
Ni, it was noted that the reduced structural stability of the Mg2Ni hydride can be as-
cribed to the weakened bonding interaction between M and Mg. In addition, the nega-
tive heat of formation of the system with the substitution of Cu for Ni is the smallest, 
which means that the Cu substitution makes the hydride become the most unstable. 
Recently, Jasen et al. [10] calculated the electronic properties of Mg2NiH4 monoclinic 
phase by using a density functional approach. It was concluded that the hydrogen at-
oms present a bonding much more developed with Ni than with Mg in the hydride 
from the electronic density and overlap populations analyses. Since Mg2NiH4 is also a 
stable compound under normal conditions, it is essential to decrease the stability of the 
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hydride by transition metal (Cu) alloying to produce a suitable material for practical 
hydrogen storage. 

 The most stable phase structure of Cu alloying Mg2Ni has not been detected so far 
and the electronic structures of the hydrides with and without Cu alloying have not 
been well studied from the energy point of view to illuminate the electronic mecha-
nism of improved dehydrogenating properties. Grounded on the previous work, first-
principles plane-wave pseudopotential method based on density functional theory is 
used to systematically investigate the energetics and electronic structures of Cu alloy-
ing Mg2Ni phases and their hydrides in the present work, some new results are ex-
pected to be the theoretical guidance for designing the advanced Ni/MH battery mate-
rials. 

2. Models and method of computation 

The Mg2Ni phase has the A2B type structure as shown in Fig. 1a. The lattice pa-
rameters of its unit cell are a = 0.5219 nm and c = 1.3293 nm with the space group 
P6222 (NO.180) [6]. The atomic coordinates in the unit cell are: +6Mg(I): (0.5, 0, z) z 
= 1/9, +6Mg(II): (x, 2x, 0) x = 1/6, +3Ni(I): (0, 0, 1/6), +3Ni(II): (0, 0.5, 1/6). 

 

Fig. 1. Models used in calculations: a) crystal structure of Mg2Ni, b) cell of Mg2Ni(I)1–xCux,  
c) cell of Mg2Ni(I)′ 1–xCux, d) cell of Mg2Ni(II)1–xCux, e) cell of Mg2Ni(II)′ 1–xCux,  

f) cell of Mg2Ni(II)′′1–xCux, g) cell structure of Mg2NiH4, h) cell of Mg2Ni1–xCuxH4 

 Considering the cell character of Mg2Ni phase and computational cost, the cell 
models of Mg2Ni1–xCux (x = 1/3) have been constituted by substituting two Cu atoms 
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for two Ni atoms. To determine the most stable positions of two Cu atoms in Mg2Ni1–xCux 
(x = 1/3) cell, five possible models have been designed as shown in Figs. 1b–f. If the 
two different sites of Ni(I) atoms are occupied by two Cu atoms, there will be two 
possible cases: Mg2Ni(I)1–xCux and Mg2Ni(I)′1–xCux as shown in Fig.1(b) and (c); If the 
two different sites of Ni(II) atoms are occupied by two Cu atoms, there will be three 
possible cases: Mg2Ni(II)1–xCux, Mg2Ni(II) )′1–xCux and Mg2Ni(II) )′′1–xCux as shown in 
Figs. 1d–f. To evaluate the dehydrogenating properties of Cu alloying Mg2Ni hydride, the 
cell models of Mg2NiH4

 [8] and Mg2Ni1–xCuxH4 (x = 1/4) are constituted as shown in 
Figs. 1g and 1h. The lattice parameters of Mg2NiH4 are a = b = c = 0.6507 nm with the 
space group Fm3m (NO.225). The positions of atoms are +4Ni (0, 0, 0), +8Mg (0.25, 0.25, 
0.25) and +16H (x, 0, z), (0, x, –z), (–x, 0, z), (0, –x, –z), x = 0.2379, z = 0, respectively. 

 Cambridge serial total energy package (CASTEP) [11], the first-principles plane-
wave pseudopotential method based on the density functional theory is used in this 
work. CASTEP uses a plane-wave basis set for the expansion of the single-particle 
Kohn–Sham wave functions, and pseudopotential to describe the computationally 
expensive electron–iron interaction in which the exchange-correlation energy by the 
generalized gradient approximation (GGA) of Perdew is adopted for all elements in 
our models by adopting the Perdew–Burke–Ernzerhof parameters [12]. Ultrasoft pseu-
dopotential [13] represented in a reciprocal space is used. In the present calculations, 
the cutoff energy of atomic wave functions (PWs), Ecut, is set at 310 eV. A finite basis 
set correction and the Pulay scheme of density mixing [14, 15] are applied for the 
evaluation of the energy and stress. The atomic orbits used are: Mg 2p63s2, Ni 3d84s2, 
Cu 3d104s1, and H 1s1. All atomic positions in Cu alloying Mg2Ni models and the inner 
atomic positions in Cu alloying Mg2Ni hydride model have been relaxed according to 
the total energy and force by using the Broyden–Flecher–Goldfarb–Shanno (BFGS) 
scheme [16] and their lattice parameters are well tested as shown in Table 1; the ex-
perimental cell structure and lattice constant for Mg2NiH4 are directly adopted without 
geometry optimization. The calculations of total energies and electronic structures for 
all the models are followed by cell optimization with self-consistent-field (SCF) toler-
ance of 2.0×10–6 eV/atom, RMs force of 0.5 eV/nm, stress of 0.1 GPa, and displace-
ment of 2.0×10–4 nm. 

3. Results and discussion 

3.1. Stable structure of Cu alloying Mg2Ni phase 

Commonly, as an important index, the heat of formation (ΔH) is used for evaluat-
ing the structural stability of alloys with the same constituent elements but different 
types of structures, i.e., the bigger the negative heat of formation, the more stable is 
the corresponding alloy [17]. Hence, ΔH of Mg2Ni and all Mg2Ni1–xCux cells (Figs. 1a–f) 
per atom is calculated by using the following formula [18, 19]: 
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 ( )Mg Ni Cu
tot solid solid solid

1 12 (6 )
18

H E E x E xEΔ = − − − −   (1) 

where Etot refers to the total energy of the cell at the equilibrium lattice constant, 
Mg
solid ,E Ni

solidE  and Cu
solidE  are single atomic energies of hcp-Mg, fcc-Ni, fcc-Cu in solid 

states, respectively, x refers to the numbers of the alloying Cu atoms. In this paper, 
when the single atomic energies are calculated, the same pseudopotential with 
Mg2Ni1–xCux cell models is adopted. We calculate single atomic energies by the fol-
lowing method. First, the energy of a pure metal crystal in the solid state is calculated, 
then the energy is divided by the number which means the amounts of atoms involved 
in the crystal, and the result of the calculation is just the energy of a single atom of 
pure metal. The calculated energies of Mg, Ni and Cu atoms for the considered sys-
tems are –977.87 eV, –1356.19 eV, –1352.67 eV, respectively. The calculated heats of 
formation of Mg2Ni, Mg2Ni(I)1–xCux, Mg2Ni(I)′1–xCux, Mg2Ni(II)1–xCux, Mg2Ni(II)′1–xCux, 
Mg2Ni(II)′′1–xCux are listed in Table 1. 

Table 1. Equilibrium lattice constants, cell volume, total energies and formation heat of crystal models 

Model 
Lattice parameter [nm] Cell 

volume
[nm3] 

Total energy [ eV] ΔH 
[kJ·mol–1] a b c Crystal 

cell 
Primitive 

cell 
Mg2Ni 0.5202 0.5202 1.3254 0.3133 –19876.9837 –3312.8306 –28.97 
Mg2Ni [6] 0.5219 0.5219 1.2930 0.3136 – – –13 [20] 
Mg2Ni(I)1–xCux 0.5160 0.5224 1.3456 0.3176 –19869.4309 –3311.5718 –26.26 
Mg2Ni(I)′1–xCux 0.5220 0.5153 1.3463 0.3173 –19869.4709 –3311.5785 –26.47 
Mg2Ni(II)1–xCux 0.5168 0.5238 1.3416 0.3183 –19869.3637 –3311.5606 –25.90 
Mg2Ni(II)′1–xCux 0.5231 0.5167 1.3431 0.3184 –19869.3643 –3311.5607 –25.90 
Mg2Ni(II)′′1–xCux 0.5183 0.5183 1.3425 0.3185 –19869.4908 –3311.5818 –26.58 
Mg2NiH4 0.6507 0.6507 0.6507 0.2755 –13506.5860 –3376.6465 – 
Mg2Ni1–xCuxH4 0.6507 0.6507 0.6507 0.2755 –13501.5611 –3375.3903 – 

In the present work, the calculated heat of formation of Mg2Ni is –28.97 kJ/mol, 
being a little different from the experimental value (–13 kJ/mol) [20]. If the thermody-
namic effect on crystal structure is considered, the present calculation should be in 
good agreement with the experimental result. Further analysis was done, and it was 
found that the heat of formation of Cu alloying Mg2Ni phase is all negative, which 
means that the structures of these phases can exist and be stable [17]. Since the nega-
tive heat of formation for Mg2Ni(II)′′1–xCux (x = 1/3) system is the biggest among the 
five substitutions when two Cu atoms occupying the two sites at (0, 0.5, 0.16667) and 
(0.5, 0, 0.5) of Ni (II) atoms as shown in Fig. 1f, it can be concluded that this kind of 
structure has the highest structural stability. Due to the limitation of actual experimen-
tal conditions, it is difficult to detect the precise sites occupied by Cu atoms in Cu 
alloying Mg2Ni systems. The results calculated in this paper cannot be compared with 
the experimental data but these new results are expected to be a theoretical guidance 
for designing the advanced Ni/MH battery materials. 
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3.2. Dehydrogenating properties of Cu alloying Mg2Ni hydride phase 

 Dehouche et al. [5] found experimentally that the heat of formation of Cu alloy-
ing Mg2Ni hydride and its phase structural stability are both decreased compared with 
that of pure Mg2Ni hydride system, which benefits improving the dehydrogenating 
properties of this system. Simicic et al. [6] solved the problem of slow kinetics of pure 
Mg2Ni at low temperature by substituting Cu for Ni which remarkably destabilizes the 
phase structure of the Mg2Ni hydride (Mg2NiH4). To further understand the experi-
mental phenomenon, the dehydrogenating reaction heat (Q) of the Mg2Ni hydride 
systems with and without Cu alloying is calculated from the chemical reaction view, 
respectively, in addition, the Cu alloying effect on dehydrogenating properties of the 
Mg2Ni hydride will also be well investigated. 

The equation of hydriding/dehydrogenating reaction of Mg2Ni system with and 
without Cu alloying can be written as: 

 2 1 2 2 1 4Mg Ni Cu +2H Mg Ni Cu Hx x x x− −←⎯→   (2) 

The energy of this system itself will be changed during the hydrid-
ing/dehydrogenating: commonly, the hydriding is exothermic, while the dehydrogenating 
is endothermic. Hence, as far as the Cu alloying Mg2Ni system is concerned, the change of 
the energy before and after hydriding/dehydrogenating reaction can be expressed as: 

 tot 2 1 tot 2 tot 2 1 4(Mg Ni Cu ) 2 (H ) (Mg Ni Cu H )x x x xE E E Q− −+ = +   (3) 

where Etot(Mg2Ni1–xCux), Etot(Mg2Ni1–xCuxH4) refer to the total energy of the Mg2Ni1–xCux 
system before and after hydriding, respectively, Etot(H2) is the energy of a gaseous 
hydrogen molecule, and Q refers to the heat absorbed for dehydrogenating (or released 
for hydriding). From Eq. (3), it can be seen that whether the dehydrogenating reaction 
is easy, mainly depends on the value of Q, i.e., the smaller the value of Q, the less the 
heat to absorb for dehydrogenating is, and then, the easier the dehydrogenating reac-
tion of this hydride system becomes. 

Based on the above analysis, the heat of dehydrogenating reaction of Mg2Ni hy-
drides with and without Cu alloying is calculated by using the following equations: 

 Ni tot 2 4 tot 2 tot 2= [ (Mg NiH ) (Mg Ni) 2E (H )]Q E E− − −   (4) 

 Cu tot 2 1 4 tot 2 1 tot 2= [ (Mg Ni Cu H ) (Mg Ni Cu ) 2E (H )]x x x xQ E E− −− − −   (5) 

where QNi, QCu refer to the heat of dehydrogenating reaction of Mg2Ni hydrides with 
and without Cu alloying, respectively. The calculated values of Etot(Mg2NiH4), 
Etot(Mg2Ni1–xCuxH4), Etot(Mg2Ni) and Etot(Mg2Ni1–xCux) are –3376.65 eV, –3375.39 eV, 
–3312.8306 eV, –3311.5818 eV, respectively. The total energy of H2 (Etot(H2) takes | 
–2.320Ry (≈ –31.5652196848 eV) [21]. Hence, from Eqs. (4) and (5), it can be found 
that the calculated values of QNi and QCu are 33.07kJ/(mol H2) and 13.56 kJ/(mol H2), 
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respectively. The dehydrogenating reaction heat to be absorbed for the Cu alloying 
Mg2Ni hydride system is significantly decreased compared with that before Cu alloy-
ing, which means that the Mg2Ni hydride becomes unstable after Cu alloying, and the 
dehydrogenating properties of this system are improved markedly. Based on this, the 
experimental phenomenon reported by Dehouche [5] and Simicic [6] can also be well 
interpreted based on the present calculated results. 

3.3. Density of states 

An analysis of total and partial density of states (DOS) of Mg2Ni1–xCux cell models 
with five various structures is performed to understand the electronic structure mechanism 
of the most stable phase structure for Cu alloying Mg2Ni systems. It is found that there is 
little difference in the bonding peaks at various energy ranges of valence electrons in these 
structures. As far as the crystals with the same constituent Cu at. % but different types of 
structures are concerned, a conclusion about relative stability is often derived from com-
parison of the values of their density of states at the Fermi level N(EF), i.e., the lower the 
N(EF), the more stable is the corresponding phase structure [22]. To verify the criterion in 
the case of Mg2Ni1–xCux compounds, the calculated values of N(EF) of Mg2Ni1–xCux with 
five different types of structures are presented in Fig. 2.  

 
Fig. 2. Total DOS of Cu alloying Mg2Ni phase around EF.  

The curves have been vertically displaced 

The N(EF) values of five computational models in the order of Fig. 1d, 1e, 1b, 1c 
and 1f are 8.04702 electrons/eV, 7.94366 electrons/eV, 7.67374 electrons/eV, 7.65078 
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electrons/eV, 6.65797 electrons/eV, respectively. It is found that the decreasing order 
of the N(EF) values is in good agreement with the increasing order of the negative heat 
of formation of the computational models as shown in Fig. 3, which means that the 
N(EF) value of the Mg2Ni(II)′′1–xCux (x = 1/3) phase structure is the lowest in Cu alloy-
ing Mg2Ni systems and this structure is the most stable. 

 

Fig. 3. N(EF), total energy and heat of formation in Cu alloying Mg2Ni phase 

 A further analysis of total and partial density of states (DOS) of Mg2Ni hydride 
with and without Cu alloying is also done to understand the Cu alloying effect on de-
hydrogenating properties of Mg2Ni hydride. The total and partial DOSs of Mg2NiH4 
and Mg2Ni1–xCuxH4 (x = 1/4) cell are plotted in Figs. 4a and b. It is found that the main 
bonding peaks of Mg2NiH4 are located at the energy range from the Fermi energy (EF) 
to –11 eV (Fig. 4a). The bonding peak between EF and –2 eV mainly originates from 
the contribution of valence electrons of Mg(s) and Mg(p) as well as a few Ni(d) and 
H(s) orbits. The bonding peak between –4 eV and –2 eV results from the bonding of 
valence electrons of Mg(s), Mg(p), Ni(d) and a few H(s). The bonding peak between  
–7 eV and –4 eV is the interaction of Ni (d) and H(s) as well as a few Mg(s) and Mg 
(p) electrons. The bonding peak between –11 eV and –7 eV is caused by Mg(s), H(s) 
and a few Ni(s). After Cu alloying, the energy range of the main bonding peaks is not 
markedly changed (Fig. 4b), which is still from EF to –11 eV, but there is a new bond-
ing peak appearing at the energy range between –5 eV and –4 eV. The heights of the 
main bonding peaks originating from the contribution of valence electrons of Mg, Ni 
and H orbits are all decreased compared with that before Cu alloying. For example, 
the height of the peak between –4 eV and –2 eV is decreased from 29.16 electronic 
states/eV before Cu alloying to 22.30 electronic states/eV after Cu alloying.  
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Fig. 4. Total and partial DOS of alloying Mg2NiH4 (a) and Mg2Ni1–xCuxH4 (b) 

The height of the peak between –7 eV and –5 eV is decreased from 14.13 elec-
tronic states/eV before Cu alloying to 12.22 electronic states/eV after Cu alloying. The 
height of the peak between –11 eV and –8 eV is decreased from 6.57 electronic 
states/eV before Cu alloying to 2.37 electronic states/eV after Cu alloying. Based on 
the analysis above, it is found that there are fewer bonding electrons in Cu alloying 
Mg2Ni hydride than in pure Mg2NiH4. The fewer the bonding electron numbers, the 
weaker are the charge interactions, and fewer electrons in low energy range far below 
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the Fermi level will lead to reduce the structural stability of the corresponding system 
[23, 24]. Hence, when Ni atoms are partially substituted by Cu atoms in Mg2NiH4, the 
structural stability of the hydride will be reduced and the dehydrogenating reaction 
will become easier, which benefits in improving the dehydrogenating properties of the 
Mg2Ni hydride system. 

3.4. Electron density 

The total valence electron density contour plots of (1 10)  planes of Mg2Ni hy-
drides before and after Cu alloying are presented in Figs. 5a, b, respectively.  

 

Fig. 5. Charge distribution on (1 10 ) planes of Mg2NiH4 (a) and Mg2Ni1–xCuxH4 (b) 

It can be seen that there is a strong bonding between Ni and H in Mg2NiH4 cell, 
while there are weakened bonding interactions between Mg and H, Ni and Mg 
(Fig. 5a). Takahashi [9] and Jasen [10] found that the bonding interaction between Ni 
and H atoms is stronger than that between Mg and H, which is in good agreement with 
our results. After Cu alloying, due to the addition of Cu, the bonding interactions be-
tween Ni and Mg, Ni and H are both slightly reduced (Fig. 5b) which will benefit in 
reducing the structural stability, decreasing the heat of dehydrogenating and markedly 
improving the dehydrogenating properties of Mg2Ni hydride system. 

4. Conclusions 

Based on calculations of negative heat of formation of Cu alloying Mg2Ni phases, 
it can be seen that the Mg2Ni(II)′′1–xCux (x = 1/3) phase structure is the most stable 
among the five substitutions when two Cu atoms occupy two sites at (0, 0.5, 0.16667) 
and (0.5, 0, 0.5) of Ni(II) atoms. 

From the calculated results of the dehydrogenating reaction heat of Cu alloying 
Mg2Ni hydride, it results that the heat of dehydrogenating reaction is remarkably de-
creased compared with that without Cu alloying, which benefits in improving its de-
hydrogenating properties. 
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After comparing the density of states (DOS) and the charge distributions of Mg2Ni 
and Mg2NiH4 with and without Cu alloying, it is found that the main reason for the 
Mg2Ni (II)′′1–xCux (x = 1/3) with the most stable phase structure should be ascribed to 
the lowest N(EF) value at the Fermi level in this system compared with that of other 
substitutions. The improved dehydrogenating properties of Mg2Ni hydride system 
with Cu alloying mainly originates from the weakened bonding between Mg and Ni, 
Ni and H as well as the decreasing of bonding electron numbers in low energy range 
below the Fermi level. 
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Electronic structure and magnetic properties  
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Electronic and magnetic properties of Ce2Pd1–xCoxSi3 and Ce2Pd1–xFexSi3 alloys have been calculated 
by the TB LMTO-ASA method. The spin polarized calculations indicate that the magnetic moment of 
Ce2Pd1–xCoxSi3 decreases upon the increase of the concentration x but for Ce2Pd0.5Fe0.5Si3 the value of the 
magnetic moment has a minimum. 

Key words: electronic structure; LMTO; magnetic moment; intermetallic compounds 

1. Introduction 

The intermetallic Ce2TSi3 compounds have been studied experimentally in the last 
years [1–5]. Ce2TSi3 systems with T = (Co, Fe) crystallizes into hexagonal crystal 
structures described by the space group P6/mmm (No. 191). The positions of atoms 
are listed in Table 1. Magnetic measurements [1] suggested a reduction of the cerium 
moment for systems with high Co content. Ce2PdSi3 was reported to exhibit the Kon-
do effect [2] and classified as a heavy fermion system with a strong anisotropic mag-
netic behaviour [3]. In this work, we present the effect of substitution of Co and Fe in 
Ce2PdSi3 on its electronic and magnetic properties. 

2. Method of calculations 

The electronic and magnetic properties were calculated by ab-initio spin-polarized 
Tight Binding Linear Muffin Tin Orbital (TB LMTO) method in the atomic spheres 
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approximation (ASA) [6]. The exchange correlation potential was assumed according 
to von Barth and Hedin [7]. We apply a scalar-relativistic approximation for the band 
electrons and the fully-relativistic approximation for the frozen core electrons. The 
values of the atomic spheres’ radii were chosen in such a way that the sum of volumes 
of all atomic spheres was the same as the volume of the unit cell. The calculations 
were performed for the experimental lattice parameters [1] listed in Table 2. The num-
ber of k-points in the irreducible Brillouin zone changed from 340 to 370 depending 
on the symmetry of the system. 

Table 1. Nonequivalent atomic positions in Ce2PdSi3 

Atom Wyckoff site x y z 
Ce(1) 1a 0 0 0 
Ce(2) 3f 0.5 0 0 
Pd 2d 0.3333 0.6666 0.5 
Si 6m 0.1702 0.3403 0.5 

Table 2. Lattice parameters and the space groups  
of Ce2CoxPd1–xSi3 and Ce2FexPd1–xSi3 

Material a [Å] c [Å] Space group 
Ce2PdSi3 8.2631 4.2830 P6/mmm 
Ce2CoxPd1–xSi3    

x = 0.25 8.2241 4.2678 P2mm 
x = 0.5 8.1869 4.2494 Pcmm 
x = 0.75 8.1460 4.2297 P2mm 
x = 1 8.1040 4.1970 P6/mmm 

Ce2FexPd1–xSi3    
x = 0.25 8.2414 4.2674 P2mm 
x = 0.5 8.2229 4.2520 P2mm 
x = 0.75 8.1956 4.2431 P6/mmm 
x = 1 8.1240 4.2120 P6/mmm 

 
The calculations were performed for the supercell model (Ce8T4Si12). In the super-

cell model, we had four positions of transition metal and we changed the concentration 
of impurity with the step of 0.25. The electronic and magnetic properties were calcu-
lated for the various distributions of Pd and Co(Fe) atoms in the supercell. From all 
possible arrangements of Pd and Co(Fe) atoms, one with a minimum total energy was 
chosen for further calculations. 

3. Results and discussion 

In Figure 1a, we present the total density of states (DOS) and the partial density of 
states (PDOS) of ferromagnetic Ce2PdSi3. The density of states consists of three re-
gions. The bands situated at the bottom of the energy scale were occupied by 3s states 
 



Electronic structure and magnetic properties of Ce2Pd1–xCoxSi3 and Ce2Pd1–xFexSi 695

 
Fig. 1. Total and partial densities of states of: a) Ce2PdSi3, b) Ce2Pd0.5Co0.5Si3 



G. KOZŁOWSKI, A. JEZIERSKI 696

of Si. The bottom of valence band is dominated by 4d states of Pd which hybridize 
with 3p states of Si. 4f states of Ce are located near the Fermi level and give the main 
contribution to the density at the Fermi level. The total DOS at Fermi energy is esti-
mated as 19.19 (states/eV f.u.) The magnetic moment of Ce2PdSi3 obtained from the 
spin-polarized self-consistent calculations is 2.12μB (Table 3). 

Table 3. Magnetic moment on cerium [μB] in Ce2Pd1–xCoxSi3 and Ce2Pd1–xFexSi3 

Material 
Magnetic moment on cerium [μB] Total magnetic 

moment [μB] Ce Ce1 Ce2 Ce3 
Ce2PdSi3 0.58 – – 0.48 2.12 
Ce2Pd1–xCoxSi3      

x = 0.25 0.58/0.6 0.41/0.42 – 0.14/0.15 1.46 
x = 0.5 0.57 0.33 0.11 0.03 0.91 
x = 0.75 – 0.22/0.3 0.05/0.08 –0.06/–0.09 0.31 
x = 1 – – 0 0 0 

Ce2Pd1–xFexSi3      
x = 0.25 0.6/0.56 –0.62 – 0.11/0.13 0.85 
x = 0.5 0.39 0.39 0.39 0.39 0.15 
x = 0.75 – –0.5/–0.52 –0.54 0.3/0.41 0.71 
x = 1 – – 0 0 0 

 
In Figure1b we plotted the total and partial densities of states of Ce2Pd0.5Co0.5Si3. 

The substitution of Co by Pd leads to a change of the total density of states particularly 
near the Fermi energy. Co 3d states are located below the Fermi energy and we ob-
served a strong hybridization between 4f Ce and 3d Co states. The local disorder and 
hybridization lead to the change of the shape of cerium density of states.  

 

Fig. 2. Dependence of the total magnetic moment (a) and the density of states  
at the Fermi level N(Ef) (b) on the concentration x for Ce2Pd1–xCoxSi3 and Ce2Pd1–xFexSi3 
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The dependences of the total magnetic moment on concentration in Ce2Pd1–xCoxSi3 
and Ce2Pd1–xFexSi3 are presented in Fig. 2a. The total magnetic moment in Ce2Pd1–xCoxSi3 
decreases upon increase of cobalt concentration. In Ce2Pd1–xFexSi3 we observe a simi-
lar dependence up to x = 0.5 but for x = 0.75 the total magnetic moment increases. In 
Table 3, we presented the values of the total magnetic moment on cerium atoms, that 
strongly depended on the local environment. The dependences of the densities of 
states at the Fermi level N(Ef) on concentration x for Ce2Pd1–xCoxSi3 and  
Ce2Pd1–xFexSi3 alloys is presented in Fig. 2b. We observe different dependences of 
N(Ef) on concentration x for both systems. The value of N(Ef) in Ce2Pd1–xCoxSi3 de-
creases in the range 0.25 < x < 1.0, however in Ce2Pd1–xFexSi3 alloys the value of N(Ef) 
decreases up to x = 0.5 and then increases. 

4. Conclusion 

Ab-intio spin-polarized TB LMTO calculations have shown that substitution of 
palladium atom by cobalt or iron atoms changed electronic and magnetic properties of 
Ce2Pd1–xCoxSi3 and Ce2Pd1–xFexSi3 systems. Our calculations indicated that the total 
magnetic moment decreased upon increasing the Co and Fe concentration up to 50%, 
what was in a good agreement with experimental observation. For Ce2Pd1–xFexSi3, the 
density of states at the Fermi level N(Ef) decreases till x = 0.5 and then increases up to 
Ce2FeSi3. 
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A system consisting of two quantum dots connected to separate reservoirs is studied and electron 
transport properties are investigated in the Kondo regime with use of the non-equilibrium Green function 
technique based on the method of equation of motion. As the orbital quantum number is conserved during 
tunnelling processes when each dot is attached to its own leads, the orbital SU(2) Kondo effect is ob-
served. It is shown that the mixing between the leads strongly modifies transport properties leading to 
a considerable suppression of the Kondo resonance. 

Key words: double quantum dot; Kondo effect 

1. Introduction 

Electronic transport through quantum dot (QD) system has been intensely investi-
gated during the last years. Fano-like features [1–3], Kondo resonance [4, 5] as well as 
interference effects [6] have been studied. It is well known that spin fluctuations can 
lead to the Kondo effect at a sufficiently low temperature. However, the Kondo reso-
nance can also arise from the orbital degeneracy when a real spin degree of freedom is 
not taken into account [7–10]. The existence of the orbital or pseudo-spin Kondo reso-
nance was first reported by Wilhelm et al. [7] in a double quantum dots (DQD) system 
with each dot connected to its own left and right electrodes. In this case, two degener-
ate states of DQD play the role of the pseudo-spin. The effect was also observed in 
a system with a parallel geometry in the presence of interdot coupling and anisotropy 
[8]. Quantum fluctuations between the orbital and spin degrees of freedom lead to 
SU(4) Kondo anomaly and the effect has been recently observed in a carbon nanotube 
quantum dot [9] as well as in vertical semiconductor QDs [10].The highly symmetric 
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*Presented at the Conference of the Scientific Network “New Materials for Magnetoelectronics  
–  MAG-EL-MAT 2007”, Będlewo near Poznań, 7–10 May, 2007. 

**Corresponding author, e-mail: DSZ@poczta.fm 



D. SZTENKIEL, R. ŚWIRKOWICZ 700

SU(4) Kondo was also studied theoretically with use of variety of techniques [11–17]. 
For example, in the work by Lim et al., the transition from the SU(4) symmetry to 
a SU(2)-Kondo was investigated in dependence on the mixing between channels 
and/or asymmetry [17]. 

 
Fig. 1. Schematic diagram of the system: a)α = 0, b) α ≠ 0 

In this work, we study a DQD system consisting of two equivalent single-level 
dots, each coupled to left and right leads (Fig. 1). The electronic transport is theoreti-
cally studied by means of the non-equilibrium Green function and the equation of 
motion method. We focus on the orbital (pseudo-spin) Kondo effect. In contrast to the 
spin Kondo effect, two degenerate states of DQD play the role of the pseudo-spin. In this 
case the up and down pseudo-spins are related to an extra electron in the first (up) or sec-
ond (down) dot. Tunnelling processes in which the orbital quantum number (pseudo-spin) 
is conserved can lead to the orbital Kondo effect (Fig. 1a). In the experiment, this conser-
vation of the pseudo-spin quantum number is not obvious and some cross coupling may 
take place. The mixing between channels takes place when it is possible for electron to 
tunnel coherently from one dot via the reservoirs to another one (Fig. 1b). The maximal 
cross coupling is realized if quantum dots are attached to a single common lead. 

2. Model 

We model the system by the two-impurity Anderson Hamiltonian, which can be 
written as 
 L R DQD TH H H H H= + + +   (1) 

Here  

k k k
k

H a aβ β β βε +=∑  

with β = L,R describes the non-interacting left (β = L) and right (β = R) reservoirs. ka β
+

(akβ) creates (annihilates) an electron in the state k with energy εkβ in lead β. The term 
HDQD corresponds to the two-dot region and is written as 

 1 2 2 1 1 1 2 2
1,2

( )DQD i i i
i

H E d d t d d d d Ud d d d+ + + + +

=

= + + +∑   (2) 
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id +  (di) creates (annihilates) an electron in the dot i (i = 1, 2) with energy Ei and t de-
scribes the interdot hopping between dots. The interdot electron interactions are taken 
into account in a form of Hubbard-like term with the correlation parameter U. In this 
paper, we neglect on-site Coulomb repulsions and consider only empty or singly oc-
cupied states in each quantum dot. The last term in Hamiltonian (1): 

 *

, 1,2
,

( )T k i k i k i i k
k i

L R

H T a d T d aβ β β β

β

+ +

=
=

= +∑  

accounts for the tunnelling between the dots and reservoirs. Tkβi are the tunnelling 
matrix elements which are related to the tunnelling rates by  

*
'2π ( )ii k i k i k

k
T Tβ

β β βΓ δ ε ε′ = −∑  

 In this work, iiΓ ′  are assumed to be independent of energy, constant within the elec-
tron band and zero otherwise. The exchange of electrons between the dots through the 
attached electrodes is determined by the parameter α, where / .i i ii

β βα Γ Γ−=  The term i i
βΓ −  

describes the tunnelling processes in which the orbital quantum number is not conserved. 
α = 0 corresponds to the case of no mixing between two separated electrodes, whereas for 
α = 1 quantum dots are coupled to a single common left and right reservoirs. 

The non-equilibrium Green function formalism is introduced to describe transport 
properties of the system. The retarded Gr and advanced Ga Green functions are calcu-
lated with use of the equation of the motion method. In this work, we consider tem-
peratures comparable to the Kondo temperature so high-order GFs are truncated using 
the decoupling procedure proposed by Meir [18]. Such an approximation is reasonable 
in the temperature range where the Kondo effect takes place. Finally, in the limit of 
infinite U (U )→∞ GFs can be written in the following matrix which form corre-
sponds to the Dyson equation  

1ˆ ˆ ˆˆ ˆ( ) [ ( ) ( )] ( )G I g gε ε Σ ε ε−= −  

where ˆ ( )Σ ε  describes the self-energy of interacting system and is given by (for more 
details see Ref [19]) 

 ( ) ( )1 11 1
0

ˆˆ ˆ ˆˆ ˆˆ ˆ( ) ( ( ) )g n g n Tε ε ε ε− −− −Σ = − + Σ + Σ +   (3) 

with ,ii i i tΤ δ′ ′−=  1 ,ii i in d d+
− −= − < >  .i i i in d d+

− −=< >  The term 1( )ii ii ig Eδ ε −
′ ′= −  de-

scribes GF of an uncoupled double quantum dot in the absence of any interaction and 

0Σ̂  is the self-energy of non-interacting system, whereas 

( ) ( ) ( ) ( )
( ) ( ) ( )

( )
2 22 2 *

22 22, , ,

2 2

44

k i k i kk i k i k i
ii k k

k k kk kk k

t T T fT t T T
f f

tt

β β β ββ β β
β β β β

β β ββ ββ β

ε
Σ ε ε ε

ε ε ε εε ε ε ε

−− −
+

= + −
− ⎡ ⎤ − −− − −⎢ ⎥⎣ ⎦

∑ ∑ ∑  (4) 
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∑ ∑

∑
  (5) 

The mean values 2πi i i i
dd d i Gε+ <

′ ′< >= − ∫ are calculated self-consistently. To do this, 

we obtain the lesser GF G<  with use of Keldysh equation ˆ ˆ ˆˆr aG G GΣ< <=  with the self-
energy Σ̂ <  determined from the Ng ansatz [20] with 1

0 0 0
ˆ ˆ ˆ ˆ ˆ ˆ( ) ( )r a r aΣ Σ Σ Σ Σ Σ< < −= − −  

and 0
ˆ ˆ( ),L R

L Ri f fΣ Γ Γ< = +  where f (ε) is the Fermi–Dirac distribution function for the 
lead β. Finally, the current flowing from the lead β can be calculated according to the 
formula derived by Meir[18] 

 { }2 ˆ ˆ ˆˆ ( ) ( ) ( ) ( ) ( )2π
r ae dEI i Tr G f G Gβ β

βΓ ε ε ε ε ε< ⎡ ⎤= + −⎣ ⎦∫   (6) 

3. Results and discussion 

We analyze the symmetric system with  

11 22 11 22
L L R RΓ Γ Γ Γ= = =   

Moreover, in order to normalize the total tunnelling rate, we assume 

 
1ˆ ˆ

11
L R αΓΓ Γ

αα
⎛ ⎞

= = ⎜ ⎟+ ⎝ ⎠
 

where Γ represents the tunnelling coupling and is treated here as the energy unit. Cal-
culations are performed for kT = 0.01Γ, U ,→∞  equal level positions E1 = E2 = E0 
and square electron band of width D = 500Γ. 

First, we consider the system with dots coupled capacitively, so there is no direct 
tunnelling between dots and 0=t  is assumed. Figure 2 shows the density of states 
(DOS) and the transmission in the Kondo regime (E0 = –4Γ ) calculated for several 
values of α. When α = 0, we can see a well defined Kondo peak in DOS pinned at the 
Fermi energy of the leads (the peak is well presented in the inset). With increase of 
mixing between channels, the peak becomes strongly asymmetric and DOS is consid-
erably suppressed for energies higher than EF.  
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Fig. 2. Density of states and transmission for various cross-coupling parameters α and E0 = 4Γ, t = 0 

Next, the influence of mixing between leads on the transmission is investigated. 
We can see that the peak in transmission is the highest when no mixing between chan-
nels is taken into account. The peak intensity decreases with increasing cross-coupling 
(α). In such a situation, transport of electrons between the dots through the reservoirs 
is possible, what breaks the conservation of the pseudo-spin. The peak completely 
disappears when α approaches unity, α ≈ 1 (single common electrode for both quan-
tum dots). Tunnelling electrons lose information about their pseudo-spin orientation 
and the orbital Kondo effect is destroyed. It is important to emphasize that the orbital 
Kondo vanishes only for the totally symmetric coupling of each leads to both dots. 

 
Fig. 3. The linear conductance in function of the dot level  

position E0 for indicated values of α and t = 0 

An influence of mixing on the linear conductance G is presented in Fig. 3 in which 
spectra calculated for various values of α  are plotted. Results presented in Fig. 3 well 
confirm the conclusion that channel mixing effects suppress the orbital Kondo reso-
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nance. With no cross-coupling between leads taken into account (α = 0), the conduc-
tance is maximal in the Kondo regime, as expected. For α ≠ 0, the conductance shows 
a small cusp apart from the main peak. With increase of channel mixing parameter α, 
the position of the cusp remains constant and corresponds to the Kondo regime, while 
the maximum moves towards higher energies. First, we focus on the Kondo regime. 
The mixing violates the conservation of the pseudo-spin and Kondo effect is destroyed 
gradually. Indeed, with increase of α the side peak becomes narrower and its intensity 
decreases considerably. At the same time, the right maximum becomes higher and is 
shifted toward the Fermi energy of electrodes EF = 0. For α ≈ 1 there is only one 
maximum and the shape of the conductance curve resembles very well the one ob-
tained with use of standard Hartree–Fock approximation where no Kondo effect is 
expected. 

 

Fig. 4. Densities of states (DOS) in the Kondo regime (E0 = –4Γ )  
calculated for indicated values of α and tunnelling rate t 

Next, the influence of tunnelling coupling between dots on the Kondo anomaly is 
analyzed. Densities of states are plotted in Fig. 4 for indicated values of tunnelling rate 
t and the parameter α. When interdot coupling is taken into account, the Kondo peak 
becomes split into two components centred at ε = ±2t, what also leads to the suppres-
sion of the effect. It is worth mentioning that the interdot tunnelling t affects the or-
bital Kondo resonance in similar way as a magnetic field does for the spin Kondo. For 
α ≠ 0, no peaks practically appear at ε = 2t and the curves have an asymmetric shape. 
Only for α = 0 results are identical for negative and positive values of the interdot 
coupling (t = 0.2Γ and t = –0.2Γ ). 

The differential conductance (Gdiff = dI/dV) calculated for several values of inter-
dot tunnelling t and α is presented in Fig. 5. For the system with energy levels of both 
dots aligned, the results are fully symmetric with respect to the bias reversal. For t = 0 
there is a pronounced zero-bias maximum which intensity strongly decreases when 
mixing effects become important (compare results presented for α = 0 and α = 0.3). 
When interdot tunnelling effects are included, the peak splits into two components 
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centred at eV = ±2t. This result is in good qualitative agreement with experimental 
data [8]. With increase of cross-coupling α the differential conductance drops, peak 
intensity is lower but their positions remain unchanged. 

 

Fig. 5. Bias dependence of differential conductance for indicated values 
of t, E0 = –4Γ, α = 0 (upper curves) and α = 0.3 (lower curves) 

4. Conclusions 

We have analyzed the electron transport though the system in the Kondo regime in 
a presence of channel mixing effects. The orbital Kondo phenomenon has been studied 
when α changes from 0 with no mixing to 1 with maximum mixing what corresponds 
to both dots coupled to common left and right reservoirs. The zero-bias Kondo anom-
aly in the differential conductance is obtained for t = 0. With increase of α, the Kondo 
effect is gradually destroyed and intensity of the Kondo peak is lowered. A strong 
suppression of the linear conductance G in the Kondo regime due to channel mixing 
effects is also obtained. For maximum mixing, the system corresponds to DQDs in 
parallel configuration with orbital Kondo effect destroyed. Therefore, the linear con-
ductance shows only a peak in a the vicinity of the Fermi level in the leads. A pres-
ence of the tunnelling coupling between dots leads to a splitting of the Kondo anomaly 
and to additional suppression of the effect. 
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Spin-polarized transport through two quantum dots 
Interference and Coulomb correlation effects* 
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Electronic transport through two single-level quantum dots attached in parallel to ferromagnetic 
leads has been analyzed theoretically. The intra-dot Coulomb correlation was taken into account, while 
the inter-dot hopping and Coulomb repulsion have been neglected. The dots, however, may interact via 
the external leads when the off-diagonal elements of the coupling matrix do not vanish. Conductance and 
tunnel magnetoresistance associated with the magnetization rotation from antiparallel to parallel configu-
rations are calculated by the non-equilibrium Green function technique. The relevant Green functions are 
derived from the appropriate equation of motion in the Hartree–Fock approximation. We focus on the 
interference effects due to nonzero off-diagonal elements of the coupling matrix. 

Key words: quantum dot; tunnel magnetoresistance; quantum interference 

1. Introduction 

Owing to a recent progress in nanotechnology, it is now possible to attach quan-
tum dots (QDs) to magnetic/nonmagnetic electrodes (leads) and investigate spin and 
charge transport through the dots. This, in turn, leads to a significant theoretical activi-
ty aimed at understanding details of electronic transport through single QDs as well as 
through the arrays of dots [1–8]. In this paper, we consider electronic transport 
through two QDs which are coupled in parallel to two external ferromagnetic leads. 
The inter-dot hopping and inter-dot Coulomb interaction are neglected, while the in-
tra-dot electron correlations are taken into account. The two quantum dots interact 
with the ferromagnetic leads, and the corresponding interaction matrix includes both 
diagonal and off-diagonal elements. The latter are of particular interest here as they 
give rise to indirect interaction of the dots and lead to some interference effects. 
 __________  
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Transport characteristics of the system in the linear response regime are calculated 
using the Green function formalism [9–14]. Since the systems with Coulomb interac-
tion cannot be treated exactly, we applied the Hartree–Fock decoupling scheme to 
calculate the higher order Green functions from the corresponding equations of mo-
tion. The average values of the occupation numbers (which enter the expressions for 
the Green functions) and the Green functions have been calculated self-consistently. In 
section 2, we briefly describe the model as well as the theoretical method. Numerical 
results and their discussion are presented in section 3, whereas summary and final 
conclusions – in section 4. 

2. Model and method 

We consider two single-level quantum dots attached to ferromagnetic leads with 
collinear (parallel or antiparallel) magnetic moments. The system is described by the-
Hamiltonian of the general form:  

H = Hleads + HDQD + Htunnel 
The first term, Hleads, describes the left (L) and right (R) electrodes in the non-
interacting quasi-particle approximation: 

leads with for ,L RH H H H c c L Rα ασ ασ ασ
σ
ε α+= + = =∑ k k k

k
 (for α = L, R) 

The second term describes the two quantum dots 

DQD i i i i i i
i i

H d d U n nσ σ σ σ σ
σ
ε += +∑ ∑  

where εiσ is the energy of the ith dot bare level, i i in d dσ σ σ
+≡  is the particle number opera-

tor, and Ui denotes the corresponding Coulomb integral. The last term of the Hamiltonian, 
Htunnel, describes electron tunneling from the leads to dots (and vice versa) 

tunnel i i
i

H V c d hcα
σ ασ σ

α σ

+= +∑∑ k k
k

 

where α
σkiV  are the relevant matrix elements. Coupling of the dots to external leads 

can be parameterized in terms of  

( ) 2π ( )ij i jV Vα α α
σ σ σ ασΓ ε δ ε ε∗= −∑ k k k

k
 

We assume that the matrix elements ( )ij
α
σΓ ε  are constant within the energy band, 

( )ij ij
α α
σ σΓ ε Γ=  = const for ,D Dε ∈ 〈− 〉 , and ( ) 0ij

α
σΓ ε =  otherwise (here 2D is the 

electron bandwidth). 
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When the matrix elements α
σkiV  can be assumed real and constant, the coupling 

matrix α
σΓ  can be written in the form, 

 11 11 22

11 22 22

α α α
σ σ σα

σ α α α
σ σ σ

Γ Γ Γ

Γ Γ Γ

⎛ ⎞
⎜ ⎟=
⎜ ⎟
⎝ ⎠

Γ   

The above form of α
σΓ  corresponds to the case of maximum off-diagonal ele-

ments. In a general case, however, the off-diagonal matrix elements can be significant-
ly reduced in comparison to those given in the equation, or even can be totally sup-
pressed due to complete destructive interference. To include these effects, we 
introduce a prefactor 0,1q∈  in the off-diagonal matrix elements. Moreover, the off-
diagonal elements can be complex in a general case. Here, however, we assume them 
real. Thus, in the parallel magnetic configuration one can write: 

 11 0 (1 ),L
LpσΓ Γ= ± 22 0 (1 ),L

LpσΓ αΓ= ± 12 21 0 (1 )L L
Lq pσ σΓ Γ Γ α= = ±

11 0 (1 ),R
RpσΓ γαΓ= ± 12 21 0 (1 ),R R

Rq pσ σΓ Γ γΓ α= = ± 22 0 (1 )R
RpσΓ γΓ= ±   

for σ = ↑ (upper sign) and σ = ↓ (lower sign). Here, pα is the polarization strength of 
the α-th lead, γ0 is a constant, the factor α takes into account a difference in the coupl-
ing strengths of a given electrode to the two dots, whereas γ describes asymmetry in 
the coupling of the dots to the left and right leads. Similar formula can be written for 
antiparallel configuration. 

Electric current J flowing through the system can be determined from the follow-
ing formula [13, 14]: 

 
{ }( ) ( ) ( ) ( ) ( ) ,

2 2
L R L R r a

L R

J J

ie d Tr f f

σ
σ

σ σ σ σ σ σ σ
σ

ε ε ε ε ε ε
π

<

=

⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − + − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦

∑

∑∫ Γ Γ G Γ Γ G G
  

where 
1

( ) exp 1
B

f
k T

α
α

ε με
−

⎡ ⎤⎛ ⎞−
= +⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

  

is the Fermi–Dirac distribution function for the α-th lead, whereas ( )σ ε<G  and 
( ) ( )r a

σ εG  are the Fourier transforms of the lesser and retarded (advanced) Green func-
tions of the dots. To calculate the Green functions ( ) ( ),r a

σ εG  we write the correspond-
ing equation of motion and apply the Hartrtee–Fock decoupling scheme for higher 
order Green functions. In turn, the lesser Green function ( )ijG σ ε<  has been calculated 
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from the corresponding equation of motion, with the higher order Green functions 
calculated on taking into account the Langreth theorem [14] and the Hartree–Fock 
decoupling scheme assumed when calculating ( ) ( ).r a

σ εG  Details of the calculations 
will be presented elsewhere. We only note that these formulas include the expectation 
values inσ〈 〉 , 

i kd c
σ ασ
+〈 〉  and ,k ic dασ σ

+〈 〉 which can be determined taking into account 
the identities: 

 ( )
2πi ii
dn i Gσ σ
ε ε<〈 〉 = − ∫   

 |
2πi k k j
dd c i c d

σ ασ ασ σ
ε+ + <〈 〉 = − 〈〈 〉〉∫   

and a similar one for .k ic dασ σ
+〈 〉  The averages ,inσ〈 〉 ,

i kd c
σ ασ
+〈 〉  k ic dασ σ

+〈 〉 and the Green 
functions have been determined self-consistently. 

3. Numerical results 

Using the formulas derived above, one can calculate numerically the current, con-
ductance, and tunnel magnetoresistance. The latter quantity describes the change in the 
system resistance when magnetic configuration of the system varies from antiparallel 
to parallel, and is described quantitatively by the ratio (RAP – RP)/RP, where RAP and RP 
are the resistances in the antiparallel and parallel magnetic configurations, respectively. 
In the following discussion, we assume spin degenerate and equal bare dot levels, εiσ = ε0 
(for i = 1, 2 and σ = ↑,↓). We also assume the same spin polarization of both leads  
(pL = pR = p = 0.4), the same intra-dot Coulomb parameters for both dots (U1 = U2 = U), 
and left-right symmetry of the coupling (γ = 1). We also note that energy in this paper 
is measured in the units of γ0, and that the numerical results are valid for temperatures 
above the corresponding Kondo temperature. 

Let us consider first the case of nonmagnetic electrodes and U = 0. Figure 1 shows 
the linear conductance (per spin) in function of the dots’ level position, calculated for 
two different values of the parameter α and two limiting values of the parameter q. For 
q = 1 (maximum off-diagonal elements of α

σΓ ) and α ≠ 1 (in our case α = 0.15), the 
conductance has a dip when the bare dot levels cross the Fermi level of the leads. The 
dip is a consequence of destructive quantum interference of electron waves transmitted 
through the two effective levels of the DQD system, i.e. through the dot levels renor-
malized due to their interaction via the electrodes (owing to non-zero off-diagonal 
elements of the matrix α

σΓ ). The dip, however, disappears when α = 1, but the con-
ductance maximum does not reach 2e2/h as it does for the totally decoupled dots  
(q = 0 and α = 1). It is also worth noting that the width of the peak for q = 1 and α = 1 is 
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two times higher than that for totally decoupled dots, and is of the order of 4γ0. The 
dip also disappears when q = 0, independently of the value of the parameter α. 

 
Fig.1. Linear conductance per spin in function of the position of bare dot levels (ε0),  

calculated for indicated values of the parameters α and q and for p = 0, U = 0 and kBT = 0.01.  
The energy is measured in the units of Г0 

 
Fig. 2. Linear conductance for parallel magnetic configuration (total and for both spin channels)  

in function of the position of the dot levels (ε0), calculated for indicated values of the parameter α  
and for q = 1, p = 0.4, U = 0, and kBT = 0.01. The energy is measured in the units of Г0 

In Figure 2, we show the linear conductance (total and for both spin channels) in 
the situation when the QDs are coupled to ferromagnetic leads, calculated for indi-
cated values of the parameter α and for q = 1. The dip in the conductance emerges 
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when α departs from 1 (α < 1), and increases with decreasing α. However, the con-
ductance also decreases with decreasing α and disappears for α = 0 (the dots are then 
coupled to one lead only and transport is suppressed). Thus, the conductance dip ap-
pears when there is an asymmetry in the coupling of a given electrode to the two dots, 
but only if the off-diagonal coupling elements are non-zero (q > 0). 

Consider now the influence of the Coulomb interaction on the interference effects 
described above. First, the Coulomb interaction leads to splitting of the structure from 
Fig. 2. As a result, Coulomb counterparts of the spectra from Fig. 2 appear on their 
negative energy side, with characteristic gaps between the two parts of the spectra, as 
shown in Fig. 3. It is also worth to note that the Coulomb interaction generally breaks 
the symmetry of the spectra. Such symmetry is clearly seen in Fig. 2, but is absent in 
Fig. 3, particularly for α close to 1. 

 
Fig. 3. Linear conductance for parallel magnetic configuration (total and for both spin channels) 

in function of the position of the dot levels (ε0), calculated for indicated values of the parameters α and U, 
and for q = 1, p = 0.4, and kBT = 0.01. The energy is measured in the units of Г0 

The spectra shown in Fig. 3 are for a relatively large value of U (U = 2). The Cou-
lomb counterparts are then well separated from the main spectra and the gap between 
them is well defined. The situation is more complex when the parameter U is smaller, 
as shown in Fig. 4. The four-peak structure is still present for U = 0.6, but only three 
peaks survive for U = 0.2 (see Fig. 4a). 

Linear conductance in the parallel configuration is different from that in the anti-
parallel one. This leads to a nonzero tunnel magnetoresistance (TMR), shown in Fig. 5 
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for indicated values of the Coulomb parameter U. When the dots’ levels are well 
above or well below the Fermi level of the leads, TMR tends to the Julliere value, 
 

 
Fig. 4. Linear conductance for parallel magnetic configuration (total and for both spin channels) 

in function of the position of the dot levels (ε0), calculated for indicated values of the parameters α and U, 
and for q = 1, p = 0.4, and kBT = 0.01. The energy is measured in the units of Г0. 

 
Fig. 5. TMR in the linear response regime in function of the level position (ε0) 

calculated for indicated values of the parameter U, p = 0.4, kBT = 0.01 

2p2/(1 –  p)2, observed in planar magnetic junctions with the same ferromagnetic elec-
trodes. When the dot levels approach the Fermi energy, the situation becomes more 
complex and TMR displays new features, as for instance some enhancement (peaks) 
and/or suppression (dips) seen in Fig.5. This is particularly seen for U>0, where the 
number of peaks and dips in TMR is larger than for U = 0. 

4. Summary and conclusions 

We considered transport through two quantum dots attached in parallel to two fer-
romagnetic leads. The dots do not interact directly, however, they can interact indirect-
ly via the leads provided the off-diagonal elements of the coupling matrix are nonzero. 
We have found a splitting in the conductance peak for U = 0, which is a result of 
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quantum interference. Apart from this, we have shown that including Coulomb corre-
lations leads to splitting of the spectra and additional Coulomb counterparts to the 
main spectra appear, with characteristic Coulomb gaps between.  

The influence of quantum interference and Coulomb correlation on TMR was also 
analyzed and we found some additional features of the magnetoresistance. These new 
features follow from the interplay of Coulomb interaction and quantum interference. 
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Theoretical analysis of transport in ferromagnetic single 
-electron transistors in the sequential tunnelling regime* 
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Spin-dependent transport properties of a single-electron transistor have been analysed, whose two external 
electrodes and the central part (island) are ferromagnetic. Based on the real-time diagrammatic technique, all 
transport contributions have been calculated up to the first order in the coupling strength between the island and 
the leads – this comprises a sequential tunnelling. Relevant occupation probabilities of different charge states 
are determined from the generalized master equation in the Liouville space. Assuming that spin relaxation 
processes on the island are sufficiently fast to neglect spin accumulation, we analyze electric current flowing 
through the system in the parallel and antiparallel magnetic configurations, as well as the resulting tunnel mag-
netoresistance. We show that transport characteristics of ferromagnetic single-electron transistors exhibit 
a strong dependence on the magnetic configuration of the system. Furthermore, we also demonstrate that the 
bias dependence of both the differential conductance and tunnel magnetoresistance displays an oscillatory-like 
behaviour resulting from single-electron charging effects. 

Key words: ferromagnetic single-electron transistor; spin-dependent transport; real-time diagrammatic 
technique 

1. Introduction 

We consider spin-dependent transport properties of a ferromagnetic single-
electron transistor (FM SET) whose two external electrodes as well as the central elec-
trode (island) are ferromagnetic. Based on the real-time diagrammatic technique [1–3], 
we analyze spin-dependent transport in the sequential tunnelling regime. In this trans-
port regime, if the applied bias voltage is above a certain threshold voltage, the current 
flows due to consecutive, uncorrelated single-electron tunnelling events. On the other 
hand, if the applied transport voltage is below the threshold voltage, the current is 
exponentially suppressed due to the Coulomb interaction which prevents further tun-
nelling and gives rise to the Coulomb blockade effect. Apart from the Coulomb block-
 __________  
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ade phenomena, charging with single electrons leads to the so-called Coulomb stair-
case characteristics of the current versus the bias voltage as well as the sawtooth-like 
dependence of the current on the gate voltage Coulomb oscillations [4]. In addition, if 
the electrodes are ferromagnetic, one finds further interesting effects, resulting from the 
interplay of the single-electron charging and spin-dependence of tunnelling processes 
such as oscillations of tunnel magnetoresistance (TMR), spin accumulation, etc. [5–8]. 

Assuming that the spin relaxation processes on the island are sufficiently fast 
to neglect the effects of spin accumulation, we have analyzed the bias and gate voltage 
dependence of the electric current and differential conductance of FM SET 
in the parallel and antiparallel magnetic configurations as well as the resulting TMR 
effect. We show that the TMR exhibits an oscillatory-like behaviour on the bias volt-
age, while it changes periodically with the gate voltage. 

In Section 2, we define the model and present its theoretical description. Section 3 
contains general results calculated with the aid of the real-time diagrammatic tech-
nique and discussion. Summary is given in Section 4. 

2. Model and theoretical description 

A scheme of a ferromagnetic single-electron transistor considered in the paper is 
shown in Fig. 1. It consists of a mesoscopic metallic island coupled by tunnelling 
junctions to two external electrodes, as well as to an external nonmagnetic gate volt-
age. Both the island and the leads are assumed to be built of ferromagnetic materials. 
It is also assumed that the system can be in two different magnetic configurations: the 
parallel and antiparallel ones. In the parallel configuration, all the magnetizations are 
aligned, whereas in the antiparallel configuration the magnetization of the island is 
antiparallel to magnetic moments of the leads (Fig. 1). 

 

Fig. 1. A scheme of the ferromagnetic single-electron transistor consisting  
of two ferromagnetic external electrodes and a ferromagnetic island between them, 

while the gate is nonmagnetic. It is assumed that the system can be either in parallel or antiparallel 
magnetic configuration. The parameters are as indicated in the figure 

The tunnelling of electrons through small metallic island in ferromagnetic single 
-electron transistor reveals, associated with low capacitance of the junctions, a strong 
dependence on the charging energy of the system given by [4] 
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where e is the electron charge, N denotes the number of excess electrons occupying 
the island, C = C1 + C2 + Cg is the total capacitance of the island, C1 and C2 are the 
capacitances of the first and second junctions, while Cg denotes the gate capacitance. 
When the charging energy is larger than the thermal energy, transport characteristics 
reveal the effects associated with discreteness of charge, such as Coulomb blockade, 
Coulomb oscillations, etc. [4]. Furthermore, if the transparency of tunnel barriers is 
low and the resistance of a single barrier is much higher than the quantum resistance, 
RQ = h/e2, transport through the system is dominated by incoherent, sequential tunnel-
ling processes, when the electrons are transferred through the system one by one. This 
transport regime can be described in the lowest-order perturbation with respect to the 
coupling strength of the island to the leads. Moreover, we also note that this transport 
regime is relevant to many current experiments [9]. In this analysis we assume that spin 
relaxation processes on the island are sufficiently fast to neglect spin accumulation on 
the island. We also assume that the system is symmetrically biased, V1 = –V2 = V/2. 

In order to determine the transport characteristics, we employ a diagrammatic 
technique in a real time [1–3] to identify processes of sequential tunnelling in the FM 
SET. This technique consists in a systematic perturbation expansion of the density 
matrix elements and the current operator with respect to the coupling between the 
island and the leads. The transport properties of the system are governed by the time 
evolution of the density matrix, which is usually visualized graphically as a sequence 
of irreducible diagrams on the Keldysh contour [1–3]. Each diagram has a certain 
number of tunnelling lines, which indicate respective tunnelling processes between the 
island and the leads. Since we consider only the first-order processes, the diagrams in 
the sequential tunnelling approximation have only one tunnelling line, corresponding 
to a sequential tunnelling event. Each tunnelling line gives the golden-rule rate 
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Rr,σ denotes spin-dependent resistance of the r = 1, 2 junction, ω is the energy of tun-
nelling lines in diagrams, μr denotes the electrochemical potential of the electrode r, 
and β = 1/kBT. The sign of , ( )r

σα ω±  depends on the direction of tunnelling line (+ for 
lines directed backward or – for lines directed forward with respect to the closed time 
path in diagram).  
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Because we consider only the spin-conserving tunnelling processes and collinear 
magnetic configurations of the system, the density matrix of the system is diagonal; its 
elements, Pχ, correspond then to the probability of finding the system in a certain state 
χ  in charge space. The relevant probabilities in a stationary state can be found by 
using the following master-like equation [1–3] 

 
'

0 Pχ χ χ
χ

Σ′ ′=∑  (3) 

where the object needed as an input is the Laplace transform of the generalized transi-
tion rate ( ), ,t tχ χ′ ′Σ   from a state χ ′ (initial charge state of a diagram) at time t′ to state 
χ (final charge state of a diagram) at time t. This rate is the sum over all irreducible 
diagrams [1–3] contributing to the transport through the FM SET and corresponds to 
the self-energy of the Dyson equation for the full propagator of the system. The value 
of any first-order diagram is added to the appropriate matrix element of the self-energy 
matrix ,χ χ′Σ . The self-energies can be defined as 
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here ,Σr
χ χ
+
′  includes all those diagrams which contribute to ,Σχ χ′  with the rightmost 

vertex on the upper propagator and rightmost contraction line describing tunnelling 
out of electrode through junction r, as well as diagrams with rightmost vertex on the 
lower propagator and the rightmost process describing tunnelling into lead r; ',Σr

χ χ
−  is 

given by summing correspondingly the rest of diagrams. For the case of FM SET and 
in the sequential tunnelling regime, we get 
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Having determined the respective first-order self-energies, one can calculate both the 
occupation probabilities of the island as well as the sequential current flowing through 
the system. The stationary current flowing through the barrier r is given by [1–3] 
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3. Results and discussion 

Using Equation (6) one can calculate the current flowing through the system in the 
parallel and antiparallel magnetic configurations. Due to the spin dependence of the 
diagrams, the current flowing in the parallel configuration Ip is generally larger than 
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the current flowing through the system in the antiparallel configuration Iap. This dif-
ference gives rise to a nonzero tunnel magnetoresistance (TMR) effect. The TMR is 
defined as [5, 10]: 

 1p

ap

I
TMR

I
= −  (7) 

Fig. 2. The bias voltage dependence of electric  
current (a), differential conductance (c) in the parallel
and anti-parallel magnetic configurations, as well as 
the resulting TMR (b). The parameters assumed in 

numerical calculations are: C1 = C2 = 1 aF, Cg = 0.5 aF,
T = 4.2 K and Vg = 0, while the barrier resistances: 
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In the following, we present and discuss results of our numerical calculations of 
transport characteristics of FM SET. In Figure 2a, we show the current flowing 
through the system as a function of the bias voltage for both parallel and antiparallel 
magnetic configurations.  

 

Fig. 3. The electric current (a) and TMR (b) 
in function of the gate voltage, calculated  
for the bias voltage V = 50 mV. The other  

parameters are the same as in Fig. 2 

First of all, one can see that the sequential current is blocked for small bias volt-
ages – this is the Coulomb blockade effect. When the transport voltage is above the 
threshold voltage, transport is allowed and electrons can tunnel one by one through the 
system. By increasing the bias voltage further, additional charge states start participat-
ing in transport, which leads to the so-called Coulomb staircase I–V characteristic. The 
occurrence of additional charge states in the energy window provided by transport 
voltage is also visible in the bias dependence of the differential conductance. Each 
time a next step in the I–V curve appears, there is a peak in differential conductance. 
This is shown in Fig. 2c. Furthermore, as one can see from Fig. 2a, the current flowing 
through the system in the parallel configuration is larger than that in the antiparallel 
one. This results from the fact that in the antiparallel configuration the majority (mi-
nority) electrons of the leads tunnel to the minority (majority) electron band of the 
island, which effectively leads to the suppression of current, as compared to the paral-
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lel configuration. This difference gives rise to TMR which is shown in Fig. 2b. The 
bias dependence of the TMR displays characteristic peaks for voltages corresponding 
to consecutive steps in the I–V curves (Fig. 2a). This leads to an oscillatory-like de-
pendence of the TMR on the bias voltage. Moreover, it is interesting to note that the 
amplitude of these oscillations decreases with increasing the transport voltage. The 
oscillations of TMR with the bias voltage are a result of the interplay of spin-
dependent tunnelling and single-electron charging effects. 

In addition, in Figure 3, we present the gate voltage dependence of the current in 
the parallel and antiparallel configurations as well as the TMR. By sweeping the gate 
voltage, one changes the number of excess electrons on the island. Each time addi-
tional single electron is allowed to tunnel to the island, there is an enhancement of the 
current. This leads to the sawtooth-like oscillations of the current. This effect is visible 
in both magnetic configurations as it does not result from ferromagnetism of elec-
trodes but is associated with single-electron charging phenomena. The gate voltage 
dependence of the TMR is shown in Fig. 3b. Similarly as the current, the gate voltage 
dependence of the TMR also displays characteristic oscillations. This effect may be of 
importance in future magnetoelectronic devices, as be changing the gate voltage one 
can tune the magnitude of the TMR effect. 

4. Conclusions 

Theoretical analysis has been carried out of transport properties of the ferromag-
netic single-electron transistor consisting of an ferromagnetic island and two ferro-
magnetic external electrodes. The considerations were based on the real-time dia-
grammatic technique. By evaluating the contributions coming from different first 
order diagrams, we determined the current flowing through the FM SET for arbitrary 
transport and gate voltages. It has been shown that all the transport characteristics, i.e. 
the current, TMR and differential conductance, strongly depend on the magnetic con-
figuration of the system and reveal the effects associated with the Coulomb blockade, 
as well as the Coulomb staircase and Coulomb oscillations. 

We believe that the present analysis will be a good starting point to extend the 
considerations to include the higher-order contributions, e.g., due to co-tunnelling 
processes. This would enable one to study the transport properties of FM SETs also in 
the Coulomb blockade regime. 
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ThCu5In and ThCu5Sn alloys crystallize in an orthorhombic CeCu5Au-type structure with the Pnma 
space group. Ab-initio band structure calculations have been performed based on the full-potential local-
orbital (FPLO) method. The calculated densities of electronic states are used to obtain photoemission 
spectra. The spectra of valence bands are predominated by 3d electrons located on Cu atoms. 

Key words: actinide compounds; electronic structure; photoemission spectra 

1. Introduction 

Uranium compounds have recently attracted attention because of many interesting 
properties such as the Pauli paramagnetism, spin fluctuations, heavy fermions, magnetic 
ordering, or superconductivity. Many of these properties are related to the uranium 5f 
electrons which show an intermediate character between the localized 4f electron system 
and itinerant character of 3d electrons. The role of 5f electrons is important in actinides 
and the question is if they are localized or itinerant or perhaps the two configurations coex-
ist giving rise to a new character of the electronic structure, referred to as the duality of the 
behaviour of 5f electrons. It is very useful to compare properties of isostructural systems 
with and without 5f electrons treating the systems with thorium as reference ones. Results 
of investigations of the electronic structure of UCu5M (M = In, Sn) have recently been 
published [1, 2]. X-ray phase analyses of annealed and as-cast ThCu5In and ThCu5Sn 
alloys indicated that they are isostructural and that their structure is similar to that of 
UCu5In(Sn) (CeCu5Au type structure being an ordered variant of the CeCu6 type, space 
group Pnma) [3, 4]. The aim of this paper is to calculate the band structure of ThCu5In(Sn) 
employing the ab-initio method. 
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2. Method of calculations and results 

In order to study electronic structure of the ThCu5M compounds (M = In, Sn), we 
used the full-potential local-orbital (FPLO) method [5] based on the local spin density 
approximation (LSDA) [6]. The fully-relativistic mode was used in the calculations. 
The calculations were carried out for the orthorhombic structure with 28 atoms per 
unit cell (four formula units, see Fig. 1 and Table 1) and experimental values of the 
lattice constants [3]: a = 8.305 Å, b = 5.068 Å, c = 10.600 Å, for ThCu5In, and  
a = 8.286 Å, b = 5.080 Å, c = 10.554 Å for ThCu5Sn.  

Fig. 1. Crystallographic structure of the ThCu5M 
(M = In, Sn) compounds 

Table 1. Atomic positions [3] and the site projected densities of 
electronic states (DOS) at the Fermi levela 

Atom Position DOS 
[states/(eV atom)] 

Th(4c) 0.2538, 0.2500, 0.5600 0.834 
0.2530, 0.2500, 0.5579 0.877 

Cu1(8d) 0.0683, 0.5011, 0.3115 0.309 
0.0699, 0.5020, 0.3116 0.306 

Cu2(4c) 0.0583, 0.2500, 0.1037 0.322 
0.0638, 0.2500, 0.1029 0.292 

Cu3(4c) 0.3186, 0.2500, 0.2454 0.305 
0.3195, 0.2500, 0.2460 0.263 

Cu4(4c) 0.4144, 0.2500, 0.0162 0.331 
0.4159, 0.2500, 0.0174 0.341 

In(4c) 0.1397, 0.2500, 0.8604 0.324 
Sn(4c) 0.1381, 0.2500, 0.8582 0.200 

aThe upper coordinates for Th and Cu atoms describe positions for 
ThCu5In cell and the lower for ThCu5Sn one. 
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For the calculations we assumed the following configurations of atoms: core (1s ... 5p 
electrons) + semi core (5d6s) + valence electrons (6p7s7p6d5f) for Th atoms, core 
(1s ... 2p electrons) + semi core (3s3p) + valence electrons (4s4p3d) for Cu atoms, and 
core (1s ... 3p electrons) + semi core (3d4s) + valence electrons (4p5s5p4d) for In and 
Sn atoms. The calculations were performed for the reciprocal space mesh containing 
343 points within the irreducible wedge of the Brillouin zone using the tetrahedron 
method [7] for integrations. The LSDA exchange-correlation potential was assumed in 
the form proposed by Perdew and Wang [8]. The self consistent criterion was equal to 
10–8 Ry for the total energy. 

The theoretical X-ray photoemission spectra (XPS) were obtained from the calcu-
lated densities of electronic states (DOS) convoluted by Gaussian with a half-width 
equal to 0.3 eV and scaled using the proper photoelectronic cross sections for partial 
states [9]. 

 
Fig. 2. Total and local DOS plots for the a) ThCu5Sn, b) ThCu5In compounds 

The DOS plots are presented in Fig. 2. Most of bands which form the valence 
bands for ThCu5M systems are located between about –10 eV and the Fermi level. The 
valence bands are formed mainly by Cu(3d) electrons located between –5 and –1 eV. 
The bottoms of valence bands are formed by Sn(4s) and In(4s) electrons. In the case of 
ThCu5Sn, Sn(4s) electrons and the main part of valence band are separated by the gap 
of about 1.2 eV wide. Below the valence bands, we observe very narrow and tall peaks 
formed by flat bands occupied by the Th(6p), In(4d) and Sn(4d) electrons. The total 
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DOS at the Fermi level is equal to 2.73 and 2.59 states/(eV·f.u.) for ThCu5In and 
ThCu5Sn, respectively. This means that the Sommerfeld coefficients in the linear term 
of the specific heat are equal to 6.43 and 6.10 mJ/(mol·K2). These values are close to 
that obtained for ThIn3, 5.28 mJ/(mol·K2) [10]. The contributions provided by particu-
lar atoms are collected in Table 1. The Cu atoms provide about 40% and single tho-
rium atom about 30% contribution to the total DOS at the Fermi level. The Th(6p) 
electrons for ThCu5In are slightly moved toward binding energies higher than in the 
case of ThCu5Sn one, conserving similar spin-orbit splitting (see Figs. 2 and 3). 

 
Fig. 3. X-ray photoemission spectra calculated for: 

a) ThCu5Sn, b) ThCu5In; δ = 0.3 eV 

A larger difference exists for 4d electrons on Sn and In atoms. The positions of the 
peaks are quite different, and smaller spin-orbit splitting gives single two-peak bands 
in the photoemission spectra. In both cases the calculated spin-orbit splitting is similar 
to the experimental one. 
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CePdAl exhibits an antiferromagnetic phase below TN = 2.7 K; its physical properties are typical of 
heavy fermion compounds (specific heat coefficient γ ≡ C/T = 270 mJ/(mol·K2)). The triangular coordina-
tion symmetry of the magnetic Ce ions gives rise to geometrical frustration and leads to an incommensu-
rate antiferromagnetic structure below TN, showing a coexistence of ordered and frustrated Ce moments. 
The purpose of this work was to discuss electronic structure of CePdAl and its influence on the geome-
trical frustration in the Kagomé-like lattice and the Kondo effect in CePdAl. We present the results of the 
X-ray diffraction analysis and the XPS Ce 3d core and valence band spectra. We also present the spin-
polarized band structure calculations for CePdAl, using the LAPW method. 

Key words: strongly correlated electron systems; electronic structure 

1. Introduction 

Our investigations of CePdAl have been carried out as part of the investigations of 
the CeRh1–xPdxAl compounds. It is of interest to examine in detail the effect of the 
increasing number of conduction electrons in solid solutions of CeRh1–xPdxAl on 
changes in the metallic ground state properties across the series. 

CePdAl is a heavy fermion (HF) antiferromagnet with TN = 2.7 K [1] with ZrNiAl 
type crystal structure [2, 3] where Ce atoms form a Kagomé-like lattice in the c plane. 
According to the neutron diffraction studies [4], the magnetic structure of CePdAl is 
incommensurate and Ce atoms located on the crystallographic 3f site exhibit a coexis-
tence of ordered moments (2/3) and disordered moments (1/3). Reasons are effects of 
geometrical frustration [4] and/or the interplay of Kondo screening and exchange inte-
raction [5]. These disordered moments are paramagnetic down to 30 mK, as was con-
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firmed by recent NMR measurements [6]. Considerations of the group theoretical sym-
metry analysis also confirmed that for frustrated Ce atoms (1/3 in 3f atomic sites) any 
magnetic moment parallel to the magnetically easy c axis is forbidden by symmetry [4]. 

It is also worth noting that antiferromagnetic order in CePdAl disappears above 
1.1 Gpa [7] which suggests a quantum phase transition. CePdAl is well described by 
the phase diagram proposed by Doniach [8] in the TNP plane, with a maximum of TN at 
about 0.75 GPa [9]. This behaviour suggests large value of ρ(EF)Jfc, where Jfc is the 
strength of exchange interaction between f electron and conduction electrons and ρ is 
the density of states (DOS) at the Fermi level, and in result location of this compound 
near the maximum in the Doniach diagram. 

In this work, we present results of calculations of electronic structure which sug-
gest a weak magnetic ground state of CePdAl and strong interatomic hybridization 
between Ce f states and Pd d states in the c plane. From the Ce 3d XPS spectra we 
estimated the value of the onsite hybridization energy Vfc between the f electrons and 
the conduction states. A simple analysis gives ρ(EF)Jfc ≈ 0.3 eV which is quite large 
and well supports the TN vs. P experimental data. 

2. Experimental 

CePdAl has been prepared by arc melting and then annealed at 800 °C for 
3 weeks. The crystal structure of the sample was found to be hexagonal of the ZrNiAl 
-type (space group 62 ).P m The X-ray photoelectron spectroscopy spectra (XPS) were 
obtained with monochromatized Al Kα radiation using a PHI 5700 ESCA spectrome-
ter. From the survey spectra we found that there was neither carbon nor oxygen con-
tamination. The electronic structure was computed for experimental lattice parameters 
using FP-LAPW (Wien2k) code, with GGA96 type gradient corrections [10]. The 
calculations were performed with spin-polarization and relativistic effects taken into 
account. 

3. Results and discussion 

In Figure 1, we present numerical calculations of the electronic density of states 
(total LAPW DOS) of CePdAl. Also shown in the figure, for comparison, are the XPS 
valence band (VB) spectra subtracted by a background, calculated by means of a Tou-
gaard algorithm [11]. The characteristic features in the XPS VB spectrum are in good 
agreement with the calculated total DOS. The total DOS decomposes into three clearly 
separated parts. A band located in the binding energy range of 0–2 eV consists mainly 
of the Ce f states (see Fig. 2). A part of the VB which extends from ca. 2 eV and 
4.5 eV is composed mainly of Pd d states, while the Al s states become dominant of 
the total DOS between 5 eV and ca. 8 eV. In band structure calculations the 4f elec-
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trons are treated as band electrons. The calculated electronic specific heat coefficient  
γ = 1/3π2ρ(EF)kB

2 ≈ 22 mJ/(mol·K)2 is about 1/3 of the γ0 obtained from the linear de-
pendence of C/T on T2 at T = 0.  

 

Fig. 1. LAPW total DOS calculated for CePdAl, and measured XPS  
valence bands corrected by the backgrounds (points) 

 
Fig. 2. The total DOS for both spin directions for the magnetic ground state (solid line).  

The Ce states in eV–1 per Ce atom are shown too (dotted line) 

It is generally accepted that at low temperatures a narrow band of heavy electrons 
gives rise to the large electronic specific heat coefficient γ, and originates from the 
renormalized hybridization of the conduction band (c) states with the atomic f states. 
The strength of the fc exchange interaction can be turned by either the composition or 
pressure, and results in a competition between the intrasite Kondo and intersite Rud-
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erman–Kittel–Kasuya–Yosida (RKKY) interactions. The first such model of the HF 
was proposed by Doniach [8], who examined the one-dimensional Kondo lattice and 
obtained the magnetic ground state with a simple phase diagram, which displays the 
magnetic ordering temperature TRKKY in function of ρ(EF)Jfc, where Jsf ~Vfc

2/( EF – Ef), 
with Ef being the location of the f level in the band. This simple diagram describes 
often well the magnetic → nonmagnetic ground state transformation observed for 
many Ce compounds. CePdSb is the first Ce compound where the pressure depend-
ence of TRKKY is well explained by this diagram [12]. Recently [13], we have obtained 
the hybridization energy Vfc ≈ 82 meV from the Ce 3d XPS spectra based on the Gun-
narsson–Schönhammer theoretical method [14]. According to the Anderson model, Jsf 
≈ 0.03 eV, if Ef is about 0.24 eV (see Fig. 2). We can obtain ρ(EF)Jfc ≈ 0.3 which lo-
cates CePdAl on the left side near the maximum in the TN–ρ(EF)Jfc diagram, in agree-
ment to Ref. [9]. 

The diagram, however, due to its simplicity does not explain the character of the 
low temperature magnetic ground state. Also, it does not account for the f electron 
itineracy observed in many compounds. Doradziński and Spałek (DS) [15] discussed 
the magnetic phases in the periodic Anderson model and determined the conditions 
under which there appears a stable Fermi liquid state with a small antiferromagnetic 
moment of f electrons, largely compensated by the conduction electrons. In DS model, 
the stability of paramagnetic vs. magnetic ground state in the Kondo lattice limit is 
strongly dependent on the on-site hybridization magnitude Vfc, the bare f level posi-
tion, the number conduction electrons and finally, on the intrasite f–f interaction U. 
Basing on our XPS data and calculations, the DS phase diagram on the Vfc–ne plane  
(ne is the total number of electrons per site) well describes CePdAl as an antiferro-
magnetic Kondo lattice compound. 

 

Fig. 3. The charge density distribution in the c plane. +, – and 0 represent Ce ions  
with antiferromagnetic orientation of the magnetic moments (+, –),  

and paramagnetic frustrated Ce ions (0); the figure shows 9 unit cells 
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Fig. 4. The charge density distribution in the unit cell of CePdAl.  

The planes a, b and c show the charge contours 

In Figures 3 and 4 we present the charge densities distributed in the plane c, per-
pendicular to the z axis (Fig. 3) and in the planes a and b, respectively. In Fig. 3 the Ce 
magnetic moments (+, –) with antiferromagnetic orientation (see Ref. [4]) provoke the 
frustration of the third Ce ion (0) in Kagomé-like lattice. Pd atoms are located in cen-
ter of this lattice and are strongly hybridized with Ce due to fd hybridization. The fd 
hybridization stabilizes the magnetic structure of CePdAl and could decide about the 
magnetic properties of this compound under external pressure. In CePdAl the fp hy-
bridization is negligible. 

In conclusion, we calculated the DOS of CePdAl, which was compared to the XPS 
VB spectra. The agreement is good. Based on the electronic structure calculations and 
the XPS spectra (VB XPS, Ce 4d XPS) we determined the hybridization energy Vfc 
between the Ce 4f and conduction electrons, occupation number of the f shell, nf = 1, 
and the exchange coupling strength Jfc. In the Kondo lattice, the Kondo effect and the 
RKKY magnetic interaction are competing with each other depending on the value of 
ρ(EF)Jfc (the Kondo interaction TK ~ exp(–1/ρ(EF)Jfc) and TRKKY ~ ρ(EF)Jfc

2), we found 
CePdAl located in the TRKKY–ρ(EF)Jfc diagram close to the maximum of TRKKY at 
ρ(EF)Jfc ≈ 0.3. Our calculations show strong interatomic hybridization effect between 
Ce f and Pd d states which seems to be important in formation of the ground state 
properties of CePdAl. 
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The application of X-ray techniques for studies of the interface structure of Co/Cu multilayers has 
been presented with a pre-deposited ultrathin film of Bi and Pb. The [Co(1 nm)/Cu(2 nm)] multilayers 
were thermally evaporated at very low deposition rates with a small amount of Bi and Pb surfactant 
(about 0.2 ML) introduced at each Cu layer. The structure of Co/Cu multilayers with added surfactant has 
been studied using low-angle specular and nonspecular X-ray reflectivity. In all studied specimens, the 
off-specular reflectivity replicates some of the features of specular reflectivity. The presence in diffuse 
spectra of a Bragg peak due to coherent scattering, as well as visible finite thickness clearly indicates 
a high degree of conformality and interface roughness replication in the surfactant mediated Co/Cu multi-
layers. X-ray reflectivity as well as X-ray diffuse scattering measurements showed a distinct variation in 
the structure of the multilayers with introduction of surfactant which leads to well-ordered periodic struc-
tures with small roughness. 

Key words: surfactant; surface segregation; Co/Cu multilayers; Auger electron spectroscopy; X-ray 
reflection; bismuth; lead 

1. Introduction 

The discovery of the giant magnetoresistive (GMR) effect in magnetic multilayers 
which contain alternate layers of a magnetic element and a non-magnetic element as 
the basic building blocks offers a route to small bit size random access memories. In 
applications for magnetic storage devices, Co/Cu multilayers [1] form one of the most 
promising materials because of a very large GMR effect even at room temperature [2]. 
However, a wide variation of results for Co/Cu multilayers has been observed, due to 
the fact that the magnetic transition metals tend to agglomerate over the noble metals 

 __________  

*Presented at the Conference of the Scientific Network “New Materials for Magnetoelectronics  
– MAG-EL-MAT 2007”, Będlewo near Poznań, 7–10 May, 2007. 

**Corresponding author, e-mail: e-mail: Marta.Marszalek@ifj.edu.pl 



M. MARSZAŁEK et al. 736

because the surface free energy of Cu is significantly lower [3] than that of Co [4]. As 
a result, Co agglomerates rather than wets the Cu surface. It is also known that, in 
addition, noble atoms segregate out onto the transition metal surface, giving rise to 
intermixing across the interface. This results in multilayers with rough, diffuse, and 
intermixed interfaces which influence the magnetotransport properties. The strength of 
the antiferromagnetic coupling between the layers depends on the spacer thickness and 
can be disrupted by significant interface roughness. Therefore, smooth layer morphol-
ogy is required for many modern electronic devices, and one promising approach that 
has been pursued to obtain heterostructures with atomically sharp interfaces is through 
the use of surface modifiers known as surfactants [5, 6]. Using this approach, if an 
adsorbed species or surfactant is present at the surface prior to the deposition of an 
overlayer, the balance of free energies can be drastically altered inducing  
2-dimensional growth of thin films in conditions not favourable for such growth. Low-
surface-energy elements are used as surfactants so that they can continuously segre-
gate to the surface during deposition and no impurities are introduced into the growing 
film. The surfactant-mediated growth technique provides a good way to fabricate the 
films with desired, atomically smooth interfaces. It was originally introduced in semi-
conductor superlattice growth good results were also obtained, however, in polycrys-
talline spin valve and multilayers deposition [7–9]. In this paper, we present the appli-
cation of X-ray technique for investigation of the effect of a pre-deposited Bi and Pb 
surfactants on the interface structure of Co/Cu multilayers. 

2. Experimental 

Sample preparation and characterization were done in an ultrahigh-vacuum system 
at pressures about 10–8 Pa. Si(100) wafers, covered with native SiO2, were ultrasoni-
cally cleaned in organic solvents and rinsed in deionized water. Co/Cu multilayers 
with 10 repetitions of [Co/Cu/surfactant] trilayers have been obtained by sequential 
thermal evaporation of Co, Cu and Bi or Pb surfactant at the rates between 0.05 and 
0.5 ML/min, and the thicknesses of Co (1 nm) and Cu (2 nm) correspond to the second 
maximum of the oscillating thickness dependence of magnetoresistance. The surfac-
tants were introduced in very small amounts, about 0.2 ML, at each interface of the 
Co/Cu bilayers before Co deposition. Our earlier results [10] showed that addition of 
surfactant at each Co/Cu bilayer has better effect on the quality of the interface struc-
ture than for the case of its repetition at every second bilayer. Reference samples with 
the same number of Co/Cu bilayer repetitions were deposited without the introduction 
of surfactants. During deposition, the sample was kept at room temperature. Chemical 
composition of successive Co and Cu layers was monitored during growth after depo-
sition of the individual elements by the Auger electron spectroscopy (AES). Low en-
ergy electron diffraction (LEED) measurements, performed simultaneously, did not 
show any distinct features associated with an ordered structure, indicating the poly-
crystalline structure of the samples. After deposition, the sample structure was investi-
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gated ex-situ by X-ray reflectometry (XRR) performed with a Philips X’Pert MRD Pro 
diffractometer. CuKα radiation operated at 40 kV and 30 mA was converted to a paral-
lel beam by an incident beam optics with 0.03125° divergence slit and a diffracted 
beam parallel plate collimator with equatorial acceptance of 0.18°. The 0.04 rad. Soller 
slits were used on both, incident and diffracted beams. A programmable beam attenua-
tor was used to reduce radiation intensity by a specific factor at small angles.The axial 
width of the incident beam was restricted by incident beam mask to 5 mm for all 
measurements. 

Three types of scans in coplanar geometry were recorded: specular θ–2θ (Qz) ref-
lectivity scans, transverse ω rocking scans in which only the transverse component of 
the scattering vector varies, and offset scans, with the reciprocal space direction paral-
lel to a θ–2θ scan, but offset by some amount in Qz. 

3. Results and discussion 

X-ray reflectivity spectra of [Co/Cu/surfactant]10 multilayers are shown in Fig. 1. 
The spectra of [Co/Cu/surfactant]10 multilayers with Bi and Pb demonstrate well-
defined Kiessig fringes, a similar fall-off of intensity with increasing angle, and well-
resolved Bragg peak indicating that the bilayer thickness is conserved through the 
whole sample. The spectrum of a Co/Cu multilayer without surfactant shows that both 
 finite-size peaks as well as superlattice reflections have smaller amplitude. Low angle 
specular X-ray reflectivity is sensitive only to the vertical structure of the multilayers 
averaged over horizontal dimensions of sample surface, and can provide information 
about the thicknesses, electronic densities of layers and the roughnesses characterized 
by the standard deviation of the height fluctuations of the interfaces [see for example 
[11]]. The increase in surface and interface roughness gives a lower reflectivity and 
smearing and broadening of the fringes. The detailed analysis of experimental data 
was done with simulation program REFLECTIVITY of Panalytical which applies the 
Parratt formalism for reflectivity [12]. The software allows the fitting of thickness t, 
rms roughness σrms and density d for groups or individual adjacent layers. Since a reli-
able refinement of multilayer system requires the minimum number of variable layer 
parameters, the best result was obtained by modeling the sample as the sum of the 
following contributions with common parameters for each group: the first Co/Cu bi-
layer close to substrate surface (Co/Cu)1, followed by 8 repetitions of Co/Cu bilayers 
(Co/Cu)8 and finally the Co/Cu-surfactant alloy bilayer, as observed in Auger spectra 
[13], or Co/Cu bilayer in case of multilayers prepared without surfactant. A good 
agreement was found between nominal and estimated Co and Cu thicknesses. The 
densities of Co and Cu films differed by no more than 10% from bulk density values. 
The fitted interface roughnesses for each component of this model are shown in Fig. 2. 
It is seen that the multilayer with surfactants had roughness of the order of 1–2 ML, 
but the multilayer without them had much larger roughness and strongly mixed inter-
faces, the result confirmed by a very small Bragg peak. 
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Fig. 1. Low-angle X-ray reflectivity data for [CoCuBi]10 and [CoCuPb]10  
multilayers in comparison with [CoCu]10. Theoretical fits to the specular  

reflectivity data are also shown (continuous lines) 

 
Fig. 2. The rms roughness σrms for [Co/Cu]10 multilayers, with and without surfactant  

in function of film position in the multilayer system according to the model described in text 
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The specular XRR curves give no information on how roughness is correlated. 
Determination of the degree of roughness correlation requires looking at the diffuse 
scattering. Scans made in the slightly offset Qz direction show the diffuse scattering 
resulting from correlated interfaces. For fully uncorrelated interfaces, the diffuse scat-
tering along the Qz direction is featureless and much lower in intensity than the specu-
lar scattering. For fully correlated interfacial roughness, the diffuse scattering is an 
exponentially modulated copy of the specular scattering. The replication of finite 
thickness oscillations in the offset scans and the diffuse scattering in the vicinity of the 
superlattice Bragg peaks with essentially the same shape as in specular scans is indica-
tive of the increased layer to layer correlation of the roughness of the films. 

Fig. 3. The X-ray specular reflectivity and  
off-specular reflectivity scans (lines) of 

[Co/Cu]10 multilayers prepared with and without 
surfactants. All spectra are drawn in the same 

logarithmic scale. For the clarity of the figure the 
scale is only marked for the top two lines  

Specular and offset (offset angle Δϖ = 0.1°) scans of Co/Cu multilayers shown in 
Fig. 3 exhibit the replication of the features from specular to diffuse for Co/Cu multi-
layers prepared with Pb and In, however, reference Co/Cu system without surfactant 
shows no replication. The presence of Bragg peak due to coherent scattering, as well 
as visible finite thickness clearly indicates a high degree of conformality and interface 
roughness replication in the surfactant mediated Co/Cu multilayers. 

Transverse ω rocking scans provide information on the lateral length scale or in-
plane correlation length of the film. The rocking curves measured at the Qz position of 
the multilayer Bragg peaks are dependent on the sum of the correlated and uncorre-
lated roughness. Outside the Bragg peaks only the uncorrelated roughness is observed. 
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Consequently, measuring the diffuse scattering on and off Bragg peaks allows us to 
distinguish the correlated and uncorrelated roughness. If the roughness is highly corre-
lated, there will be a different curvature of Qx scans on and off the Bragg position. 

 

Fig. 4. X-ray rocking scans of [Co/Cu]10  
multilayer (a) with Pb surfactant compared 

with [Co/Cu]10 multilayer reference sample (b). 
The spectra are plotted for the scattering angle 

corresponding to the first Bragg peak (cross 
symbols) and for the preceding intensity  

maximum (circles), determined from  
specular spectra in Fig. 1 

Examples of rocking scans taken on and off the Bragg peak position for Co/Cu 
multilayers with and without surfactant, consisting of narrow resolution-limited specu-
lar and broad diffuse components, together with simple approximation [14] of the 
spectra curvature are shown in Fig. 4. Again we observed that for the Co/Cu multilay-
ers grown with surfactant, the curvature is different on and off the Bragg peak posi-
tions, confirming an enhanced degree of correlation, whereas for the reference Co/Cu 
system curvature is essentially the same. The correlated vertical roughness σc was 
estimated from the ratio of the integrated specular and diffuse components [15] and it 
is equal 0.3 and 0.45 nm for reference Co/Cu and surfactant assisted Co/Cu multilay-
ers, respectively. However, the precise determination of correlated and uncorrelated 
roughness as well as the lateral correlation length requires more experimental work, 
and careful examination of spectra taking into account the effect of instrumental reso-
lution, which is of particular importance in the analysis of the diffuse scattering. The 
distorted wave Born approximation (DWBA) including different aspects of instrument 
broadening can be used for detailed analysis of diffuse scattering spectra and this work 
will be performed in the future. 
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4. Conclusions 
The evolution of roughness and roughness correlation in polycrystalline Co/Cu 

multilayers grown with assistance of Bi and Pb surfactants has been studied using 
combined X-ray scattering techniques. X-ray reflectivity and X-ray diffuse scattering 
spectra show a distinct variation in the structure of the multilayer interface under the 
influence of surfactant. The structure of Co/Cu multilayers with Bi and Pb deposited at 
the bilayer interface demonstrated that use of surfactants in growth processes 
smoothes the interfaces between Co and Cu, and increases the layer-to-layer correla-
tion, leading to the creation of flatter interfaces and films with homogeneous thick-
nesses. In contrast, the roughness of pure Co/Cu multilayer interfaces is significantly 
larger, and the periodicity of the bilayer stack is not well conserved. The conformal 
nature of the roughness in surfactant assisted Co/Cu multilayers was confirmed by the 
presence of coherent scattering in the diffuse spectra. A careful analysis of data with 
DBWA will also bring the value of lateral correlation length which can be very useful 
for determination of energy barrier relations on the surface. 
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A method of electroplating shiny layers of Fe, Co, Ni, Cu and Zn from universal type of electrolyte has 
been reported. At the beginning of the process, the electrolyte consists only of dimethylketone and inorganic 
acid. Since the electrolyte contains small amount of reactive species, layers with thickness of 400 nm can be 
formed and removed out of an electrolytic cell. Magnetic properties of the Fe layer have been reported. 

Key words: electrodeposition; nonaqueous electrolyte 

1. Introduction 

Electrodeposition of metallic layers has a wide range of technical applications. 
Processes of 3d metallic layer deposition are particularly important for electronics [1]. 
For example, we quote copper electrodeposition, known as the damascene process [2] 
used in chip production, or 3d magnetic layers used in magnetoresistive sensors [3]. 
Aqueous electrolytes are commonly used for metallic layers deposition. Usually elec-
trolyte includes many substances for achieving a good quality of the deposited layer  
– a strong adhesion to the substrate and a flat surface. Thus multicomponent electro-
lytes are designed for rather limited compositions of the deposited layers. Nonaqueous 
electrolytes are used in electrodeposition of chemically reactive metallic layers like 
rare earths, aluminum or alkaline metals. The aim of this contribution was to demon-
strate a new type of electrolyte which is almost nonaqueous and under similar condi-
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tions metallic layers of a few different 3d elements could be deposited. Some features 
of the deposited layers and the method of deposition have been presented. 

2. The process of deposition 

The electrolyte was composed of 95% dimethylketone and 5% (HCl + H2O). Elec-
trodeposits were obtained at room temperature on one side of the cathode discs (sub-
strate) with the approximate surface area of 4 cm2. Before electrodeposition, the sub-
strates were mechanically polished. 

 
Fig. 1. The scheme of the electrochemical cell: 1 – anode,  

2 – electrolyte, 3 – substrate, 4 – DC current source 

The scheme of the electrochemical cell is shown in Fig. 1. The substrate was placed at 
the bottom of the cell. The anode was made of the element to be deposited. Approximately 
5 cm3 of electrolyte was used. Part of the anode was dissolved using DC current. After 
some time, concentration of ions in the electrolyte was self-adjusted and the process of 
deposition was performed. The density of cathodic current was stabilized to 5 mA/cm2. 
The total time of the deposition was about 20 min. Under the same current conditions and 
nearly the same initial composition of the electrolyte, we were able to deposit shiny layers 
of five different elements: Fe, Co, Ni, Cu and Zn. Examples of Co layer deposited on Cu 
substrate and Cu layer deposited on Fe substrate are shown in Fig. 2. 

 
Fig. 2. Co layer on Cu substrate and Cu layer on Fe substrate  

obtained from nearly nonaqueous electrolyte 



Metallic layers electrochemically deposited from nearly nonaqueous electrolyte 745

Small concentration of reactive HCl species does not result in fast corrosion of the 
deposited layers. Thus it is easy to safely remove smooth and shiny layer from the 
electrolytic cell. 

3. Scanning electron microscopy results 

To perform SEM measurements, samples were cut to pieces with the surface area 
of 1 cm2. The pieces were covered by thermohardened resin and polished with emery 
paper and diamond powder suspension with decreasing gradation. 

 

Fig. 3. The microstructure of the electrodeposited layers: 
a) Co, b) Ni, c) Fe on the Cu substrate 

The deposited layers of Fe, Co, and Ni obtained on Cu substrate were examined 
using the scanning electron microscopy with a beam size of approximately 1 μm. The 
microstructure of cross-sections of the layers are presented in Fig. 3. SEM measure-
ments indicate that obtained layers are about 400 nm thick. Specific feature of the 
electrodeposition process is shown in Fig. 3a, where grove in the Cu substrate is cov-
ered by the Co layer of a uniform thickness. 

4. Features of the process 

Typical cation concentrations in electrolytes used are about 0.2–1.5 mol/dm3 
[4–6]. In the case of electrolyte used in our experiment, the cation concentration dur-
ing the deposition process was about 0.03 mol/dm3, over ten times smaller than typical 
concentrations used in electrodeposition processes. Low concentration of ions in the 
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electrolyte is the apparent advantage of the method. It reduces costs of the process, espe-
cially in case of noble or expensive metals. The process can by used for deposition of lay-
ers of isotopically enriched samples. Another advantage of small ion concentrations is its 
potential applications in technologies of radioactive sources preparation. As an example, 
we quote 57Co deposition which is used in Mössbauer spectroscopy [7]. We have found 
that small amount of water present in the electrolyte is essential for the deposition of me-
tallic layers. The role of water molecules is, however, unclear. 

5. Mössbauer measurements 

The deposited Fe layer on Cu substrate was examined using the conversion elec-
tron Mössbauer spectroscopy (CEMS) with two geometries: the wave vector of photon 
k was perpendicular or almost parallel (approximately 2°) to the layer plane. Obtained 
CEMS spectra are shown in Fig. 4. 

 

Fig. 4. The CEMS spectrum of an iron layer deposited on Cu and measured  
with k vector: a) perpendicular, b) almost parallel to the sample surface 
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Ratio of the intensities of the spectral lines observed in CEMS experiment de-
pends on angle ϑ between directions of the k vector and the hyperfine magnetic field: 

I1:I2:I3:I4:I5:I6 = 3(1+cos2ϑ):4sin2ϑ:(1+cos2ϑ):(1+cos2ϑ):4sin2ϑ:3(1+cos2ϑ) (1) 

It follows from Eq. (1) that in the case of magnetic moments arranged perpendicularly 
to the sample plane, I2/I3 = 0 for the k vector perpendicular to the surface, while I2/I3 = 4 
for k parallel to the sample plane. In case of magnetic moments arranged in the sample 
plane, I2/I3 = 4 for k perpendicular while I2/I3 = 4/3 for k parallel to the surface. The Zee-
man sextet and the doublet were fitted to the spectra. The obtained I2/I3 ratio is (1.73±0.04) 
for measurement with k vector perpendicular to the layer plane. This ratio increases to the 
value of (2.34±0.06) for measurement with low incidence angle. This indicates that mag-
netic moments have small preferential orientation, perpendicular to the sample plane. 

6. Magnetization measurements 

The magnetization measurements were carried out with the use of Vibrating Sam-
ple Magnetometer (VSM) model 7300 Lake Shore. Obtained magnetization curves 
 

 

Fig. 5. Magnetization curves for Fe layer deposited on Cu substrate 
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measured at room temperature in strong (up to 12 kOe) and weak (up to 50 Oe) exter-
nal magnetic field are shown in Figs. 5a and 5b, respectively. The shape of magnetiza-
tion curves indicates that the Fe layer deposited on Cu substrate has an easy-plane type 
of magnetic anisotropy.  

 
Fig. 6. Magnetization curves for: a) Fe foil, b) iron powder sample  

oriented in external magnetic field perpendicular to the sample plane 

Two additional test samples with different types of magnetic anisotropies have 
been prepared. The first one was a pellet with the diameter of 1 cm, 1 mm thick, con-
taining nonmagnetic filler (Li2CO3) and iron powder with the particle size about few 
micrometers. The iron particles and the filler were mixed with a two-component resin 
and exposed to magnetic field of about 1 T until solidification of the liquid compo-
nents occurred. The magnetic field was perpendicular to the pellet plane. The proce-
dure resulted in a preferred orientation of elongated iron particles [8]. The second test 
sample was pure iron foil of the thickness about 10 μm, rolled and annealed (900 °C 
for 1 h). Results of magnetization measurements are shown in Figs. 6a and 6b, respec-
tively. 
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7. Discussion 

CEMS measurements indicate that the magnetic moments are oriented in preferred 
direction, on average perpendicular to the sample plane. Magnetization measurements 
show that the deposited layer has rather an easy-plane type of anisotropy. However, 
the magnetization curves are substantially different from those measured for layer of 
magnetically soft material with clear shape anisotropy. Indeed, Fe foil is fully satu-
rated in the magnetic field as small as 100 Oe (Fig. 6a) while the deposited layer satu-
rates at the field as large as 6 kOe (Fig. 5a). Thus the in-plane magnetization processes 
in the deposited layer are strongly hindered. The possible reason for such behaviour is 
the presence of structural defects formed during the layer growth. Some inhomogenei-
ties of the image of the Fe layer can be recognized in Fig. 3c. The magnetization 
curves (Fig. 5a) are similar to the magnetization curves of a pellet containing field 
oriented Fe particles (Fig. 6b). These similarities strongly suggest that there is a small 
perpendicular anisotropy in the deposited layer. The conclusion is in a full agreement 
with results of our CEMS observation. Details of the growth induced anisotropy are 
under investigation.  

8. Conclusions 

Nearly nonaqueous bath for deposition of the shiny metal layers has been re-
ported. At the initial stage, the electrolyte does not contain cations of the deposited 
element. During the electrodeposition cation concentrations are much smaller than in 
typical electrolytes. We show that the same initial composition and the same current 
density is used for deposition of various 3d metals. Estimated thicknesses of the layers 
are of about 400 nm. Mössbauer measurements indicate that magnetic moments are 
preferentially oriented perpendicular to the film plane. Magnetization data of the de-
posited layer and the test samples were compared. It was concluded that small perpen-
dicular anisotropy is present in the Fe layer deposited on the Cu substrate. 
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The influence of thermal treatment on magnetic properties of Si/Mn crystals grown by the Czochral-
ski and by floating zone methods and implanted with Mn+ ions was studied by the SQUID magnetometry 
and electron spin resonance. Depending on thermal and hydrostatic pressure annealing conditions, three 
groups of Si/Mn samples were found: samples with only ferromagnetic phase, samples with ferromagnet-
ic and paramagnetic contributions, and diamagnetic samples. The Curie temperature of ferromagnetic 
phase exceeds room temperature. The ESR and SQUID measurements suggest that Si/Mn implanted layer 
is magnetically inhomogeneous. 

Key words: ferromagnetic semiconductor; silicon; implantation 

1. Introduction 

Utilizing the spin of electron in semiconductor devices opens new field of poten-
tial applications in high-speed and low-power spintronic devices [1, 2]. One of the 
main research directions in this field concerns ferromagnetic semiconductors created 
by appropriate magnetic and electrical doping of classical semiconductor materials. 
Particularly important is the search for ferromagnetism in Si – the most important 
material of electronic industry – for which theoretical models suggest the carrier con-
centration induced ferromagnetism to exist above room temperature. Nowadays, nu-
merous groups investigate the magnetic properties of silicon structures doped by mag-
netic ions, prepared by various evaporation methods [3] or implantation [4, 5]. Recent 
examination of Si implanted with Mn+ ions indicated an appearance of ferromagnetic 
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phase after implantation process with the estimated Curie temperature over 400 both K 
in n-type and in p-type materials [4]. The authors suggested that the ferromagnetic 
exchange is carrier mediated. In this paper, we report on experimental studies of the 
magnetic properties of silicon crystals implanted with Mn ions and subject to various 
thermal and hydrostatic pressure treatment regimes. 

2. Experimental 

The investigated Si/Mn structures were prepared by implantation of Mn+ ions at 
energy E = 160 keV with the dose D = 1016 cm–2 into two types of Si crystals. The first 
group – silicon wafers grown by Czochralski method (CzSi/Mn) – exhibited p-type 
conductivity with hole concentration p = 1015 cm–3 and interstitial oxygen concentra-
tion cO = 9×1017 cm–3. The other group of Si crystals, fabricated by floating zone me-
thod (FzSi/Mn), was characterized by n-type conductivity with electron concentration 
n = 1014 cm–3 and oxygen content cO = 1.5×1017 cm–3. The implantation process for 
CzSi crystals was carried out without substrate heating with silicon wafer temperature 
TS ≤ 340 K. In the case of FzSi structures, the wafer was heated and the implantation 
was done at TS = 610 K. Subsequently, the Si/Mn samples were annealed in Ar atmos-
phere for t ≤ 10 h under hydrostatic pressure HP ≤ 1.1 GPa in a broad temperature 
range 540 ≤ TA ≤ 1400 K [6]. 

The crystal structure of Si/Mn was investigated by X-ray diffraction (reciprocal 
space mapping, XRRSM) and photoluminescence (PL) methods. The Mn depth pro-
files were measured by the secondary ion mass spectrometry (SIMS). The carrier con-
centration on the implanted and on the back (non-implanted) sides was controlled by 
electrical impedance measurements and calculated based on current–voltage (I–V) and 
capacitance–voltage (C–V) characteristics of the Schottky barrier junction Hg–Si. 

The temperature and magnetic field dependence of magnetization was studied us-
ing a SQUID magnetometer in a broad temperature range (5–300 K) in the magnetic 
field up to 800 Oe. Only for a few samples, the investigation was performed at higher 
magnetic fields in order to reach magnetization saturation. For all investigated samples 
the weak magnetic signal was recorded with the maximum signal detected in Si/Mn 
about (5–10)×10–6 emu (measurement error equals 5×10–7 emu). The temperature and 
angle dependences of the electron spin resonance (ESR) spectra were measured by an 
X-band (9.4 GHz) Bruker spectrometer in the temperature range 2–300 K. 

3. Results and discussion 

Based on the PL measurements and the X-ray diffraction analysis, one may con-
clude that the crystal structure of CzSi/Mn prepared by implantation at T < 340 K is 
strongly disordered due to atomic displacements after implantation. The crystal struc-
ture of FzSi/Mn is more ordered with a well defined layered geometry. The PL mea-
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surements of the samples also indicate the presence of numerous point defects and 
dislocations. The results of SIMS measurements are presented in Fig. 1. Projected 
range of the distribution of implanted Mn ions equals 140±50 nm with the width of 
distribution of about 100 nm. The thermal treatment of CzSi/Mn at temperature below 
670 K has practically no effect on Mn distribution while the annealing at higher tem-
perature shifts the Mn ions distribution towards the surface (Fig. 1). This Mn redistri-
bution effect only weakly depends on the hydrostatic pressure. After the thermal 
treatment of FzSi/Mn structures, the profile of Mn distribution in Si wafer practically 
does not change. 

 

Fig. 1. Depth profiles of Mn in CzSi/Mn and FzSi/Mn samples, as implanted and annealed  
for 1 h at the temperature and under hydrostatic pressure conditions indicated in the figure 

The electrical measurements were performed on implanted and on back sides of 
CzSi/Mn and FzSi/Mn structures annealed at 720 K for 10 h. Mn+ implantation pro-
duces both donors and acceptors – the implanted CzSi/Mn samples are p-type while 
FzSi/Mn ones are n-type. After annealing the CzSi/Mn samples exhibiting higher 
oxygen concentration, a change of the type of conductivity to n-type was found. The 
carrier concentration on the implanted side is of the order of n = 1016–1017 cm–3 for 
the CzSi/Mn sample and n = 1014–1016 cm–3 for FzSi/Mn sample. Such a low carrier 
concentration puts in question the free carrier origin of ferromagnetic coupling be-
tween Mn ions in implanted Si/Mn layers. For instance, in the well known ferro-
magnetic semiconductors, in which ferromagnetic coupling between Mn ions is in-
duced by free carriers (Pb1–x–ySnyMnxTe and Ga1–xMnxAs) the threshold carrier 
concentration is about 1020 cm–3. 

Based on the SQUID magnetization measurements, the Si/Mn samples can be di-
vided into three groups. The samples from the first group exhibit ferromagnetic beha-
viour with the ferromagnetic hysteresis loop almost temperature independent in 
a broad temperature range. Magnetization of these samples remains practically con-
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stant up to the room temperature, which indicates the Curie temperature exceeding 
room temperature in these materials (Fig. 2a). Assuming that Mn ions with S = 5/2 
magnetic moment create magnetically homogeneous 100 nm thick implanted layer of 
Si1–xMnx, the amount of ferromagnetic Mn ions corresponds to x = 0.5 at. %. The 
magnetic behaviour of the samples from the second group is characterized by the pres-
ence of both ferromagnetic and paramagnetic contributions (Fig. 2b). In order to de-
scribe the temperature dependence of magnetization, three contributions were taken  
 

 
Fig. 2. Ferromagnetic hysteresis loops at various temperatures for samples  

from the first (a) and the second (b) groups. The insets show the temperature  
dependence of magnetization. The solid line presents the Curie-Weiss law fit 

into account: diamagnetic (Si crystal), as well as paramagnetic and ferromagnetic 
phases of Si/Mn. Based on the Curie–Weiss law fitting, the amount of paramagnetic 
Mn ions can be evaluated as corresponding to x = 1.5 at. %. The samples from the 
third group show diamagnetic properties, which suggests that most of Mn ions are 
incorporated in Si matrix in a magnetically inactive form. In the case of FzSi/Mn 
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structures, the thermal treatment conditions have been determined for which all sam-
ples exhibit the ferromagnetic ordering (275 °C ≤  TA ≤  450 °C, other parameters be-
ing of lesser importance). For CzSi/Mn structures, reliable establishing of such tech-
nological conditions failed. The main conclusion of the thermal treatments is that 
heating of a silicon wafer during implantation process enables fabrication of a more 
magnetically predictable structure. Below certain temperature of post growth treat-
ment, the FzSi/Mn structures remain with evident ferromagnetic contribution plus 
more or less strong paramagnetic contribution. In order to decrease the contribution of 
ferromagnetism in these structures, higher temperatures during the post growth treat-
ment are needed. In the non-heated CzSi/Mn structure, the magnetic distribution of 
Mn ions is more chaotic so any thermal treatment conditions cannot guarantee obtain-
ing a Si/Mn structure with ferromagnetic ordering. 

 

Fig. 3. X-band ESR spectra of FzSi/Mn crystal. The arrows point to  
two main resonance lines identified by their g factors 

The ESR measurements revealed in Si/Mn samples at low temperatures the main 
resonance line with the g factor equal 2.003 (Fig. 3). We tentatively assign this very 
narrow ESR line to unpaired spins of electrons of lattice defects in Si (e.g., dangling 
bonds) or in SiO2 [7, 8]. The broader line with the g factor equal to 2.065 which also is 
visible in the ESR spectrum cannot be assigned to single Mn ions but rather to mag-
netic Mn–Si nanoparticles. As this weak resonance overlaps with background signal 
from the quartz sample holder, we are unable to make any definite conclusion about 
Mn-related ESR signal in Si/Mn implanted structures. From the ESR measurements, 
we can clearly conclude that a small ferromagnetic contribution observed in SQUID 
measurements does not originate from any ultra thin continuous ferromagnetic layer. 
The ESR spectra of Si/Mn reveal neither the angular dependence due to shape aniso-
tropy nor temperature dependence characteristic of ferromagnetic resonance. This 
conclusion supports the idea of Mn–Si nanoparticles enriched with Mn as a micro-
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scopic origin of ferromagnetic properties of Si/Mn. Such objects have been observed 
by TEM investigations of Si implanted with Mn [9] which revealed regions with 
bands of dislocations and stacking faults along with a variety of Mn-rich nanoparticles 
and silicides [10]. 

Additionally, we performed a series of reference magnetic measurements of Si 
crystals implanted with other magnetic ions (Cr and V) and non-magnetic ions (Si and 
He). For Si implanted with Si only diamagnetic properties were observed. In the case 
of magnetic ions implantation, we observed a ferromagnetic behaviour of the investi-
gated samples. Surprisingly, also Si crystals implanted with He ions show a certain 
small ferromagnetic contribution. This suggests that the possibility of appearance of 
ferromagnetism may not necessarily be connected with the presence of magnetic ions. 
Some authors observed the ferromagnetic properties in Si structures without any mag-
netic ions [11]. They explain the appearance of ferromagnetic ordering by unpaired 
spins of the dangling bonds. Therefore, the origin of ferromagnetism in Si crystals 
implanted with Mn+ ions needs further investigations with a careful examination of 
possible contamination of Si/Mn structures with magnetic ions during the implantation 
process. 

4. Conclusions 

The magnetic properties of Si crystals implanted with Mn were experimentally 
studied by the SQUID magnetometry and the ESR. The implanted Si/Mn samples can 
be divided in three groups: samples with dominating ferromagnetic phase (Curie tem-
perature exceeds room temperature), samples with ferromagnetic and paramagnetic 
phases coexisting and diamagnetic samples. Technological regimes of thermal treat-
ment of FzSi/Mn structures exhibiting the ferromagnetic ordering were determined. 
The analysis of SQUID and ESR measurements indicate the absence of magnetically 
homogeneous thin ferromagnetic Si/Mn layer but rather point to the import role of Si-
Mn nanoparticles and cooperative effect of unpaired spins of electrons of various crys-
tal defects. 
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The electronic structure of the ternary RNiSb2 (R = Pr, Nd) compounds, which crystallize in the 
tetragonal primitive ZrCuSi2-type structure, was studied by the X-ray photoemission spectroscopy. The 
R3d core-levels and the valence bands were investigated. The results for the PrNiSb2 valence band are 
compared with the previously calculated density of states. The obtained results indicate that the va-
lence bands are mainly determined by the Ni3d band. The analysis of the XPS spectra of R3d5/2 and 
R3d3/2 based on the Gunnarsson–Schönhammer model gives the hybridization of the 4f orbitals with 
the conduction band. The experimental data concerning the valence band of these compounds are 
compared with the calculations based on the KKR-CPA method. The calculated data for the room 
temperature (paramagnetic region) give the peaks corresponding to the R4f states at the Fermi level EF 
= 0. A different distribution of the peaks corresponding to the Ni3d states is observed. For PrNiSb2 
three peaks at 2.0, 2.3 and 3.5 eV are observed while for NdNiSb2 a broad maximum between 5.0 and 
8.0 eV is visible. The experimental data for PrNiSb2 are in good agreement with the calculated ones 
while those for NdNiSb2 are not. 

Key words: electronic structure; rare earth intermetallics; photoemission spectroscopy 

1. Introduction 

The compounds RNiSb2 (R = Pr, Nd) crystallize in the tetragonal ZrCuSi2-type 
structure (space group P4/nmm) [1, 2]. The atoms are located in the following posi-
tions: R atoms in 2(c): ¼, ¼, zR, Ni atoms in 2(a): ¾,¼, 0 and 2(c): ¼, ¼, zNi and Sb 
atoms in 2(b): ¾, ¼, ½ and 2(c): ¼, ¼, zSb. Magnetic and neutron diffraction mea-
surements give the Néel temperatures of 6.3 K for R = Pr and 2.3 K for R = Nd, re-
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spectively [3]. The neutron diffraction data at T = 1.45 K give the values of the mag-
netic moments lower than the free R3+ ions values.  

In the course of systematic research of ternary rare earth intermetallic compounds 
we present the results of the photoemission measurements of RNiSb2 compounds, 
where R = Pr and Nd. The XPS valence band spectra are compared with electronic 
structure calculations. Based on these results, the electronic structures of the com-
pounds have been determined. 

2. Experiment and results 

All experiments were carried out on sintered pellets in vacuum. The XPS spectra 
were collected at room temperature using the Leybold LHS10 electron photoemission 
spectrometer with the MgKα (hν = 1253.6 eV) and AlKα (hν = 1486.6 eV) radiation in 
vacuum of about 10–9 mbar. The total energy resolution of the spectrometer with 
a hemispherical energy analyzer was about 0.75 eV for Ag3d. Binding energies were 
referred to the Fermi level (EF = 0). The spectrometer was calibrated using the Cu2p3/2 
(932.5 eV), Ag3d5/2 (368.1 eV) and Au4f7/2 (84.0 eV) core-level photoemission spec-
tra. Surfaces of the samples were mechanically cleaned by scraping with a diamond 
file in a preparation chamber under high vacuum (10–9 mbar) and then were moved 
immediately into the analysis chamber. This procedure was repeated until the C1s and 
O1s core-level peaks were negligibly small or were not changing after further scrap-
ings. Such a cleaning procedure was performed before each XPS measurement. The 
Shirley method [4] was used to subtract background and the experimental spectra pre-
pared in this way were numerically fitted using the 80% Gaussian and 20% Lorentzian 
model. 

The electronic structure was calculated using the KKR–CPA method [5, 6]. The 
band structure was calculated using the specx (KKR–CPA) programme with the corre-
lation – exchange potential proposed by Vosko et al. [7, 8]. Calculations were per-
formed in the semi-relativistic treatment of the core level based on the available data 
on the crystal structure of RNiSb2 (R = Pr, Nd): a = 0.43674 nm, c = 0.9699 nm,  
zR = 0.7635, zNi = 0.39, zSb = 0.125 for R = Pr and a = 0.45674 nm, c = 0.9629 nm, zR 
= 0.7604, zNi = 0.38, zSb = 0.1345 for R = Nd with the respective occupation numbers: 
1 for R in 2c, 1 – nNi and nNi in 2a and 2c and 1 for Sb in 2b and 2c. The value of nNi is 
equal to 0.162 for R = Pr and 0.103 for R = Nd. 

The calculated total density of states for RNiSb2 (R = Pr, Nd) is shown in Fig. 1. 
The 4f level of Pr in PrNiSb2 and of Nd in NdNiSb2 gives high intensity peaks near the 
Fermi level. The observed distribution of the peaks corresponding to the Ni3d states is 
different: for NdNiSb2 a broad maximum between 5.0 and 8.0 eV is visible. The data 
for the Pr compound are in good agreement with the previous calculations [9]. For 
PrNiSb2 three peaks at 2.0, 2.3 and 3.5 eV are observed. 
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Fig. 1. Calculated electronic density of states for paramagnetic RNiSb2 (R = Pr, Nd) 

 
Fig. 2. XPS MgKα spectrum of NdNiSb2 (with the core-level lines) 

in a wide binding energy range from 0 to 1100 eV 
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Figure 2 shows the XPS spectrum of the NdNiSb2 compound in a wide binding 
energy range of 0–1100 eV. The binding energies are related to the Fermi level  
(EF = 0). 

 
Fig. 3. XPS spectrum of valence band of RNiSb2 (R = Pr, Nd) 

and the appropriate spectrum for metallic Pr and Nd 

The XPS valence bands (VB) of RNiSb2 (R = Pr, Nd) compounds and metallic Pr 
and Nd are presented in Fig. 3. In both RNiSb2 spectra three peaks in the region be-
tween 0 and 7.5 eV and next at 10 eV are observed. Comparing the data for the inves-
tigated compounds and metallic rare earth elements with the calculations makes possi-
ble to give the interpretation of the measured spectra. The two peaks at 1.1 and 3.2 eV 
for PrNiSb2 and 1.5 and 3.2 eV for NdNiSb2 correspond to the Ni 3d states and the 
peak near 10 eV corresponds to the Sb 3s states. The peak connected with Pr 4f states 
in the PrNiSb2 spectrum coincides with the second peak of the Ni 3d states at 3.2 eV. 
The peak of Nd 4f states in NdNiSb2 spectrum is at 5.2 eV and is shifted to higher 
energies with respect to the metallic Nd (4.7 eV). The low intensity peak at 5.0 eV in 
PrNiSb2 is probably connected with the oxygen impurity.  

Figure 4 shows the Pr and Nd 3d XPS spectra of both investigated compounds. 
The high intensity peaks at 933.4 and 953.5 eV in PrNiSb2 and 981.8 and 1004.6 eV in 
NdNiSb2 correspond to the R3d5/2 and R3d3/2 levels. The structure of these spectra has 
been interpreted in terms of the Gunnarsson–Schönhammer theory [10]. The spin-orbit 



XPS study of PrNiSb2 and Nd NiSb2 763

splitting corresponds to the spectral structure of the 3d XPS peaks. This splitting is 
equal to 20.1 eV for R = Pr and 22.8 eV for R = Nd. At low-binding-energy side of the 
3d5/2 and 3d3/2 main lines the shake down satellites (at 929.0 and 948.8 eV for PrNiSb2 
and 978.3 and 1000.7 eV for NdNiSb2) are observed which is known to account for 
the screened Pr3d94f3 and Nd3d94f4 final states [11]. The additional peaks at 925.1 and 
945.4 eV for PrNiSb2 and 973.5 and 996.1 eV for NdNiSb2 are connected with the line 
corresponding to the parasite radiation (Kα3, Kα4). The peak at 964.7 eV in PrNiSb2 is 
connected with the Pr Auger signal expected at this energy. The additional small in-
tensity peaks at 983.7 and 1008.5 eV (ΔS–O = 24.7 eV) correspond probably to the Nd 
atoms in the second site or to an impurity. 

 
Fig. 4. X-ray photoemission spectra of R3d5/2 and R3d3/2 electron states of R = Pr, Nd 

 in RNiSb2 (R = Pr, Nd). The deconvolution of the spectra is shown.  
The strokes indicate the positions of the convoluted peaks (see the main text) 

The energies and the relative intensities of R3d XPS peaks obtained as parameters 
which correspond to the final states in the fitting procedure are collected in Table 1. 
The separation of the peaks was based on the Doniach–Šunjić theory [12] which gives 
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the intensity ratio r = I(f n+1)/[I(f n) + I(f n+1)]. The relation between the r values and Δ 
parameters were calculated only for R = La and Ce [11]. The results [13] indicate that 
it is possible to estimate the values of Δ for R = Pr and Nd, based on this relation. 
However, the evaluated results are only qualitative. The coupling parameter Δ is de-
fined as πV 2ρmax, where ρmax is the maximum of the density of conduction states and V 
is the hybridization. The r values are 0.17 for PrNiSb2 and 0.164 for NdNiSb2 which 
corresponds to the hybridization energies of 82.5 and 80.5 meV, respectively. 

Table 1. Binding energies (E) and relative intensities (I)  
of R3d XPS peaks for PrNiSb2 and NdNiSb2. 

 All energies are given in eV and related to the Fermi energy level (EF = 0) 

Compound 3d5/2 3d3/2 
PrNiSb2   

E [eV] 925.1, 929.0, 933.4 945.4, 948.8, 953.5, 964,7 
I 18.7, 20.2, 100 18.3, 13.5, 66.7, 36.4 

NdNiSb2   
E [eV] 973.5, 978.3, 981.8, 983.7 996.1, 1000.7, 1004.6, 1008.5 
I 47.2, 19.6, 100, 9.4 42.4, 13.1, 66.7, 6.3 

 
The data for PrNiSb2 and PrNi1.8Sb2 give the values of r equal to 0.24 and 0.28 

and the corresponding Δ values of 120 and 140 meV, respectively [14]. 
The Ni2p3/2 peak in both compounds is observed at 853.0 eV below the Fermi lev-

el and has two additional satellites: 853.5 and 861.0 eV. These satellites have been 
observed in Ni metal, TbNi2Ge2 and Fe2NiAl [15], SmNi2B [16] and U2Ni2In [17]. The 
existence of the satellites may suggest that the Ni 3d band is not completely filled [16, 
18]. Because the intensity of the peaks in both compounds is smaller than that for the 
pure Ni metal one expects the Ni magnetic moment to vanish. This is in good agree-
ment with the neutron diffraction data, which give no evidence for any magnetic mo-
ment localized on the Ni atoms [3]. 

3. Concluding remarks 

The XPS spectra of RNiSb2 (R = Pr, Nd) at room temperature and calculations of 
their electronic structure have been presented. The analysis of the R3d5/2 and R3d3/2 
states indicates that the hybridization of the 4f and conduction states in both com-
pounds is smaller than in PrNi2–xSb2 (Δ ≈ 120, 140 meV) [14]. This result suggests 
strong localization of the R4f states in the RNiSb2 (R = Pr, Nd) compounds. The anal-
ysis of the valence bands shows that Ni 3d peaks are close to the Fermi level, from 
which could be concluded that these states are mostly occupied. The XPS data give 
R4f states at 3.2 eV for Pr in PrNiSb2 and 4.6 eV Nd in NdNiSb2. These results sug-
gest the hybridization of the R4f states and Ni 3d states which probably influence the 



XPS study of PrNiSb2 and Nd NiSb2 765

values of the rare earth magnetic moments. The calculated value of the magnetic mo-
ment localized on praseodymium in PrNiSb2, equal to 1.95μB [9], is close to the expe-
rimental value (1.88μB) [3]. Comparing our data for PrNiSb2 with those presented in 
the work [19] for pure Pr and the oxides PrO2 and Pr2O3 one can say that the effect of 
oxidation in our sample is small. Existence of a small oxygen impurity influences the 
intensity of the Pr3d-f3 state and the value of the coupling parameter Δ that means that 
the obtained results are only quantitative.  

The results presented in the paper give the explanation of the magnetic properties 
of the RNiSb2 (R = Pr, Nd) compounds. The hybridization of Pr4f and Ni3d states 
cause the decrease of the value of the rare earth magnetic moment whereas small hy-
bridization of Pr4f state with the conduction electron results in the low values of the 
Néel temperature. Similar properties are observed in the RAg2Ge2 (R = Pr, Nd) com-
pounds which order at 12 K (R = Pr) and 2.0 K (R = Nd) and are characterized by low 
hybridization energies equal to 41 meV (R = Pr) and 71 meV (R = Nd) [20]. 
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corrosion protection potential of Al alloy 

in marine environment* 
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The Al alloy is environmental friendly, easy to recycle, and provides a high added value to fishing 
boats. We report a number of electrochemical experiments undertaken to determine the optimum 
conditions for protecting 5083 Al alloy in seawater. The current density in the cathodic polarization in-
creased with the potential shifts to a more negative value. Current densities in –1.8 V to  –2.4 V increased 
abruptly with any shift toward the active direction. On shifting in more anodic and cathodic directions 
outside the range from –1.4 V to –0.7 V, the current density increased suddenly. It was concluded that 
this potential range offered optimal protection potential. 

Key words: Al alloy; fishing boat; electrochemical experiments; optimum protection potential 

1. Introduction 

Fibre-reinforced polymer (FRP) ships used with small boats for fishing pose 
numerous problems from both the environmental and recycling perspectives. In 
particular, no methods exist to dispose of these ships at the end of their service. Al 
alloy is environmental friendly, easy to recycle, and provides a high added value to 
fishing boats. Aluminum craft require less fuel. Developed nations have shown an 
increasing interest in utilizing Al alloys in ships since environmental restrictions on 
scrapping FRP ships have become stronger. The specific strength of Al ships is higher 
than that of steel ships [1]. Ships constructed with 5000-series Al alloy suffer little or 
no corrosion in the marine environment.  

In this paper, we report a number of electrochemical experiments undertaken to 
determine the optimum conditions for protecting 5083F (Al–Mg alloy) in seawater.  
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2. Experimental 
For the electrochemical experiments, the 5083F specimen (Al-Mg alloy, Si 

0.090%, Fe 0.289%, Cu 0.018%, Mn 0.589%, Mg 4.449%, Cr 0.076%, Zn 0.005%, Ti 
0.009%, Al balance, tensile strength 319.2 MPA, yield strength 154.8 MPa, elongation   
23.7%) was mounted in an epoxy resin so as to leave an exposed area of 100 mm2 that 
was polished with #600 emery paper. Each specimen was carefully degreased with 
acetone and distilled water. The electrochemical apparatus consisted of a Pt coil as the 
counter electrode and an Ag/AgCl reference electrode. Anodic polarization experi-
ments were executed from an open circuit potential to the range of –0.5–3.0 V in sea-
water. Cathodic polarization experiments were undertaken from open circuit potential 
to –2.0 V. In potentiostatic experiments, a variety of polarization potentials in sea-
water were applied for 1200 s and evaluated in terms of the variations of current den-
sity remaining after 1200 s at a given applied potential.  

3. Results and discussion 
The anodic polarization curve for 5083F specimen in seawater is shown in Fig. 1. 

The 5083 Al alloy is most widely used because it is both strong and resistant to corro-
sion in the seawater environment. The current densities from open circuit potential to 
–0.5V for 5083F alloy were abruptly increased. The current density at the potential 
range above –0.5 V shows a very high value. The passivity phenomenon of 5083F Al 
alloy was not observed by a continuous increase in current density. 

 

Fig. 1. Anodic polarization curve of 5083F in sea water 

Figure 2 presents time dependences of current densities obtained from the poten-
tiostatic experiment at anodic applied potentials of 5083F alloy in seawater. A varia-
tion in the current density was observed over the entire 1200 s of the experiment in the 
range from –0.80 V to ca. –0.60 V, but the values remained low. The current densities 
at –0.80, –0.70, and –0.60 V after 1200 s were 1.2×10–6, 8.5×10–6, and 7.0×10–3 
A/cm2, respectively. The current densities at applied potential from –0.50 V to ca. 
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–0.20 V remained constant from the earliest stages of the experimental run. The cur-
rent densities for potentials of –0.20 and –0.50 V behaved in a similar manner to that 
during anodic polarization, gradually increasing over the initial stages. As the potential 
increased from 0 to 0.8 V and then to 1.6 V, the current density after 1200 s increased. 

 

 

 

Fig. 2. Time-current density curves during 1200 s  
at anodic potential for 5083F in sea water 
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Fig. 3. Current densities after potentiostatic 

experiment during 1200 s for 5083F 

Figure 3 compares the current densities obtained in the potentiostatic experiments 
after 1200 s for all 5083F specimens analyzed at various anodic potentials in seawater. 
Each potentiostatic experimental run was executed several times, with the black cir-
cles representing the mean values under various conditions. The current densities in 
the range from –0.8 V to –0.7 V show very low values in all experimental runs.  
At –0.6 V, the current density increased slightly. Above –0.6 V, the current densities 
increased in a straight line with increasing potential. Corrosion can similarly occur 
when hydrogen is generated at appropriate potentials in both acidic and alkaline solu-
tions as shown in the E–pH diagram for Al [2]. The behaviour of Al in seawater (ap-
proximately pH 8.0) differs from that of Al in neutral solutions. 

 
Fig. 4. Cathodic polarization curves in sea water 

Figure 4 presents the result of cathodic polarization experiment for 5083F speci-
men in seawater. The polarization for 5083F Al alloys shows the effects of concentra-
tion polarization (O2 + 2H2O + 4e– → 4OH–) and activation polarization (2H2O + 2e  
→ H2 + 2OH–). The turning point between the concentration polarization due to oxy-
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gen reduction and the activation polarization due to hydrogen gas generation is the 
limit potential which determines the corrosion protection potential.  The current den-
sity in anodic polarization is higher than that of dissolved oxygen reduction during 
cathodic polarization. This implies that from the economical point of view cathodic 
protection is more beneficial than the anodic one. The current density at the corrosion 
protection potential of metal, which has a potential range corresponding to the concen- 
 

 

 

 
Fig. 5. Time–current density curves during 1200 s  

at cathodic potential for 5083F in sea water 
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tration polarization of the cathodic polarization curve, is very important.  The limit 
protection potential (hydrogen embrittlement generation potential) at cathodic polari-
zation of this Al alloy is –1.64 V.  

In Figure 5, time dependences of current densities obtained from the potentiostatic 
experiment at cathodic potentials applied to 5083F alloy in seawater.  The results were 
obtained at applied potentials of –1.4 V to  –1.0 V, a potential range that includes that 
of dissolved oxygen reduction, i.e., that within the protection potential range. Current 
densities in the range from –1.4 V to –1.0 V showed stable values at early stages.  All 
current densities tended to be low. In the range from –1.7 V to –1.5 V, spanning the 
changeover from concentration polarization to activation polarization, the current den-
sity increased with the potential shifts to a more negative value.  This potential range 
corresponded to the generation of atomic hydrogen (H+ + e → H) or the production of 
molecular hydrogen from atomic hydrogen (H+ + e + H → H2, H+ + H → H2).  The 
upshot was acceleration of activation polarization and an increase in current density. 
We concluded that atomic hydrogen affected the potential at which the changeover 
occurred. In the range from –2.4 V to –1.8 V, the current density increased with an 
increase in negative potential and the increase in current density was linear, with acti-
vation polarization intensifying the generation of hydrogen due to cathodic polariza-
tion that could be seen by the unaided eye. The effect of atomic hydrogen was smaller 
than that of molecular hydrogen. In investigations on hydrogen embrittlement in high-
strength steel [3, 4], the point at which the changeover takes place from concentration 
polarization to activation polarization is at approximately –1.0 V (SCE). The current 
density for the potential at which hydrogen is generated during cathodic polarization 
increased abruptly. The potential of –0.9 V (SCE) in high-strength steel can also be 
included in the range at which concentration polarization occurs because the reaction 
involves the reduction of dissolved oxygen. However, hydrogen embrittlement can 
also occur at –0.9 V when atomic hydrogen is present. The changeover point for 
5083F Al alloy appears at approximately –1.64 V. A comparison of the current densi-
ties measured for 5083F alloy in seawater at the conclusion of 1200 s is shown in Fig. 
6 at various cathodic potentials. 

 
Fig. 6. Comparison of current density  
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The potential range between –1.4 V and –1.0 V during cathodic polarization 
showed a low current density applicable to protection. At –1.5 V, the effects of atomic 
hydrogen are seen in a slightly elevated current density. The potential range from  
–1.7 V to – 1.5 V corresponded to the changeover, and was affected by the presence of 
both atomic hydrogen and molecular hydrogen. We concluded, however, that effects 
on the current density from atomic hydrogen were small. Current densities in the range 
from –2.4 V to –1.8 V increased abruptly with any shift toward the negative direction 
and it seems likely that their high current densities reflected the presence of molecular 
hydrogen. This was the same trend observed in cathodic polarization. In the potential 
range from –0.7 V to –1.4 V, current densities were low and gave an estimate of the 
viable protection potential range. The current density increased suddenly when the 
applied potential shifted beyond the protection potential range in either the anodic or 
cathodic directions. The optimum protection potential in the potential range from  
–1.4 V to –0.7 V for 5083F alloy was obtained, when current densities were very low. 
According to the criteria for cathodic protection given by England (CP 1021) [5], the 
protection potential of Al is from –0.85 V to –1.1 V(SSCE), with pitting not occurring 
at a cathodic polarized potential of about 0.15 V compared to the open circuit poten-
tial. The current densities in all experiments undertaken to ascertain electrochemical 
properties returned very low values in the potential range in that effects on the current 
density from atomic which concentration polarization by dissolved oxygen reduction 
occurs.  

4. Conclusions 

Cathodic polarization results in concentration polarization by dissolved oxygen 
reduction and activation polarization as a result of hydrogen generation. The 
changeover occurs at –1.64 V (SSCE) in 5083F Al alloy.  Current densities increase 
suddenly in both anodic and cathodic directions beyond the potential range of –1.4 V 
to  –0.7 V. Consequently, optimum protection occurs in the potential range of –1.4 V 
V to  –0.7 V. 
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The paper presents the results of examinations of the structure and properties of Al2O3 + Ni3Al 
 + Ni(Cr, Fe, Al) + Cr-Ni + Cr7C3 multilayers produced on nickel alloys by the plasma assisted chemical 
vapour deposition method with the participation of trimethylaluminum vapours in gaseous atmosphere. 
The layers have a high surface hardness of about 1200HV0.05, and high heat and frictional wear resistance. 
In order to find a correlation between the structure of the multilayers and their properties, the following 
examinations have been executed: phase analysis by XRD and surface analysis by XPS, analysis of mi-
crostructure by optical and scanning electron microscopes as well as X-ray microanalyser, micro-hardness 
measurements, corrosion and frictional wear resistance testing. 

Key words: PACVD process; multilayers; Inconel 600; XPS 

1. Introduction 

Creep-resistant austenitic nickel alloys belong to the group of materials widely 
used in industry for manufacturing turbine blades, sparking plug, compressor blades, 
exhaust reheater chambers, and nozzles of gas turbines, missile engines, and jet en-
gines [1–5]. Owing to their high corrosion resistance, they find application in fabricat-
ing components of various chemical and petrochemical installations [5]. Heat-resistant 
nickel alloys can be exploited within the temperature range from 850 °C to 1250 °C 
[2]. As well known, the efficiency of an engine increases with temperature. 
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The temperature of gases in front of a turbine reaches the value of 1400 °C, thus, it 
should be lowered by cooling with air supplied partially from the compressor [3]. 
Another disadvantage of the nickel alloys is their poor resistance to frictional wear [6], 
which also restricts their application range. The materials alternative to the nickel su-
per-alloys seem to be the intermetallic phases of the Ni–Al system which in the first 
place are lighter than the conventional nickel alloys and in addition show better resis-
tance to oxidation and much better to frictional wear. A method of obviating the draw-
backs of nickel super-alloys is to produce Ni–Al intermetallic layers on their surface 
using surface engineering techniques, which are highly economic and permit produc-
ing surface layers with a precisely specified chemical composition and the perfor-
mance properties tailored to a given purpose [7]. 

In the present experiments Ni–Al intermetallic-based surface layers were obtained 
on Inconel 600 by subjecting the alloy to the plasma assisted chemical vapour deposi-
tion (PACVD) treatment with the participation of the trimethylaluminum metallorgan-
ic compound. In result of applying a thermo-chemical process, composite layers of  
σ-Al2O3 + Ni3Al + Ni(Cr, Fe, Al) + Cr7C3 + Cr-Ni were obtained. The layers thus ob-
tained show a good resistance to frictional wear and to corrosion. The properties of 
these layers chiefly depend on their phase compositions and the distribution of the 
individual phases between them. 

2. Experimental 

The chemical composition of the Inconel 600 samples used in the experiments is 
given in Table 1. 

Table 1. Chemical composition of Inconel 600 

Element Mn Cr Fe Si Ti Co Al Cu C Ni 

Concentration 
[wt. %] 0.21 15.24 8.50 0.42 0.23 0.19 0.18 0.17 0.08 balance 

 
The surface layers were produced on the Inconel 600 alloy using a glow discharge 

assisted PACVD process carried out in three stages realized in a single technological 
cycle, which was achieved by varying the chemical composition of the gaseous at-
mosphere and the process temperature. The initial stage was conducted at 400 °C with 
the atmosphere containing Al(CH3)3 vapours + hydrogen. The next stage, carried out 
at 550 °C, involved oxidation realized by introducing air (ca. 2 vol. %) into the reac-
tive atmosphere. In the final stage, involving controlled diffusion processes, the 
treated samples were heated in an argon atmosphere at 850 °C. The phase composition 
of the obtained surface layer was analyzed in a Brucker D8 Discover diffractometer 
using CuKα radiation in the 2θ range 20–100°, with the incidence angle of X rays, ω, 
ranging between 3° and 11°. The metallographic samples were prepared by cutting the 
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rods perpendicular to their surfaces, grinding with abrasive grades and finally polish-
ing using polishing wheels and diamond pastes. Then the samples were etched with 
a reagent of the composition: 3g FeCl3 + 10 cm3 HCl + 90 cm3 C2H5OH and observed 
under an Olympus IX70 optical microscope at the magnification of 1500×. 

The chemical compositions of the surface layers were examined with a Cameca 
Semprobe SU-30 X-ray microanalyzer. The XPS spectra were recorded at various 
depths from the surface using a MICROLAB-350 (Thermo VG Scientific) spectrome-
ter equipped with an X-ray radiation source. The analysis utilized the X-rays radiated 
by the Al Kα anode (1486.6 eV) operated at a power of 300 W (15 kV, 20 mA). The 
survey spectrum was recorded by scanning the energy range from 0 to 1350 eV at 
steps of 1 eV and pass energy of the spherical sector analyzer of 150 eV. The spectra 
of the individual C1s, O1s, Ti2p, N1s, Cr2p and Al2p regions were recorded at steps 
of 0.2 eV with the analyzer pass energy of 50 eV. The sample surface was bombarded 
with the Ar+ ions supplied by an EX-05 ion gun and the spectra were recorded in func-
tion of the sputtering time proportional to the depth from the surface. The Ar + ions 
employed had energy of 3 keV and the magnitude of the ionic current was 1 μA. The 
spectra thus obtained were processed using the Avantage v.3.54 program (Thermo VG 
Scientific). The spectra were smoothed, the satellites due to the non-monochromatic 
radiation beam were removed, and the non-linear background was subtracted. The 
peaks were fitted using the shape of the synthetic peak constructed based on the Gauss 
and Lorentz shapes in a proportion of 70/30 (±5). Quantitative XPS analysis was ex-
ecuted on a layer surface before sputtering and on particular surfaces of layers after 
sputtering times of 10 335 s and 22 950 s. Fractures of the layers were examined by 
using a Hitachi S-3500N scanning electron microscope. The microhardness of the 
surface layers was measured by the Vickers method in a ZWICK Materialprüfung 
3212002 hardness tester under the load of 50 G. 

The examination of the corrosion resistance by the potentiodynamic method was 
performed in a NaCl + Na2SO4 solution (which simulated acidic rainfall of pH = 5.8) 
using a minicell installed on the sample surface. The cell was filled with an electro-
lyte, the rest potential (Eocp) was determined and then the variation of the polarization 
current versus polarization potential was recorded and plotted. The polarization poten-
tial was varied from 300 mV (which was shifted towards the cathode potential by 
more than Eocp value) to the anodic potential at the rate of 1 mV/s. All the potentials 
were referred to the potential of an Hg/HgO electrode. The intersection of the cathodic 
and anodic branches of the polarization curves indicated the magnitude of the corro-
sion current density icorr.. The effect of the surface layers on the corrosion resistance of 
the material was evaluated based on the shift of the rest potential Eocp determined for 
the modified surfaces with respect to the substrate potential, and also by calculating 
the protection degree using the formula (1). 

 corr

corr
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where: corr
pi is the corrosion rate of the uncovered substrate, and corr

wi is the corrosion 
rate observed in the material protected by the multi-component layer. 

The frictional wear resistance of the layers was measured by the three rollers + ta-
per method, and their adhesion to the substrate was examined using a Revetest device 
(CSEM Co). The loading rate was 100 N/min, the load ranged from 0 to 100 N, the 
sample feed rate was 10 mm/min and the acoustic emission sensitivity was 20. 

3. Results 

An X-ray phase and TEM [7, 8] analysis show that the layers produced by the 
PACVD method, carried out in a (H2 + Ar) reactive atmosphere with the participation 
of the Al(CH3)3 metallorganic compound, are composite layers of the σ-Al2O3 + Ni3Al 
+ Ni(Cr,Fe,Al) + Cr7C3 + Cr-Ni type. 

  
Fig. 1. Microstructure of a composite layer of the σ-Al2O3 + Ni3Al + Ni(Cr, Fe, Al) + Cr7C3 + Cr-Ni 

type produced on the Inconel 600 by the PACVD method (a) and their fracture (b) 

An image of the microstructure of the layer thus obtained is shown in Fig. 1a. The 
layer has a complex structure and is about 5 μm thick, which has been confirmed by the 
fractographic measurements (Fig. 1b). The layer appears to be composed of three zones. 

Fig. 2. Morphology of the surface of the σ-Al2O3 
+ Ni3Al + Ni(Cr, Fe, Al)  + Cr07C3 0+ Cr-Ni type 

layer produced by the PACVD method 
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The morphology of the surface of the layer is shown in Fig. 2. As can be seen, the 
layer has a finegrained structure. The fact that the grains are elongated suggests that the 
layer has grown in the columnar way. Its surface hardness is high, namely 1200HV0.05, 
which is indicative of an aluminum oxide film being present on the surface (the hard-
ness of the substrate material is 220HV0.05). 

 

Fig. 3. Linear distribution of elements: a) Al and Ni, b) Cr and O 
 on the cross-section of the composite layer; 1 – outer zone Al2O3,  

2 – intermediate zone Al2O3 + Ni3Al + Ni (Cr, Fe, Al), 3 – substrate Inconel 600 

Fig. 4. Concentration profiles of elements 
in the outer layer (1) from the XPS analysis  

Figure 3 shows the linear distribution of the elements identified on a cross-section 
of the sample obtained by X-ray microanalysis along the line shown in Fig. 1a. This 
distribution evidently shows that the layers are diffusively bound with the substrate 
(Fig. 3a). The increased concentration of chromium observed in the layer at a certain 



R. SITEK et al. 772

depth (Fig. 3b) has already been explained by the formation of carbides in this zone 
[7, 8]. The outer zone of the aluminum oxide forms as a result of glow discharge as-
sisted oxidizing (Fig. 3). Figure 4 shows the results of XPS examination of the outer 
zone of the layer. Detailed results of the analysis are given in Table 2. 

Table 2. Concentration of elements c [at. %] and binding energies E 
of their compounds [eV] after ionic etching of various durations 

Process 
Ni 2p3/2 Fe 2p3/2 Cr 2p3/2 O1s N1s C1s Al2pt. Ti 2p3/2 

E c E c E c E c E c E c E at.% E c 

Before  
etching 

855.2 0.3 712.5 0.1 576.7 0.5 533.3 6.4 399.9 0.9 288.4 4.1 73.4 5.6 461.2 0.2 
852.9 0.2 710.8 0.4   531.8 17.1   286.3 9.9     

      530.3 8.9   284.6 44.9     

After  
10 335 s  

Ar+ 

855.2 1.7 709.0 1.0 576.3 1.7 532.00 50.0 397.3 0.8 287.3 0.5 74.7 21.8 459.6 0.2 
852.9 7.5 707.0 2.3 574.3 2.8     285.9 1.6   456.6 0.1 

          284.6 5.3     
          283.2 0.8     

After 
22 950 s 

 Ar+ 

854.9 0.7 711.4 1.3 577.6 0.8 532.29 52.6 397.6 1.0 288.3
9 0.2 74.9 25.3 462.0 0.1 

853.00 4.4 709.3 0.5 576.2 0.6     286.3 1.2     
  707.2 1.7 574.4 2.0     284.6 5.1     
          282.7 2.2     

 
Nickel present on the surface in trace amounts is much more visible at greater 

depths. Both on the surface and in the interior of the layer, it occurs in two basic 
states: as metallic nickel with binding energy of 852.92±0.1eV, and as NiO with its 
characteristic binding energy of 855±0.15 eV [9] (Fig. 5). 

 

Fig. 5. XPS spectrum of the Ni2p region 
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Fig. 6. XPS spectrum of the Fe2p3/2 region Fig. 7. XPS spectrum of the Cr2p region 

Iron, occurring on the surface chiefly in the Fe2O3 form with binding energy 
of 710.8 eV, deeper in the layer also occurs in its metallic form with binding energy of 
about 707–708 eV (Fig. 6). Judging from the half-width of its peak, which in deeper 
zones of the layer is of the order of 2.4–2.6 eV, we cannot exclude that other iron 
compounds are also present, such as Fe-Ni with binding energy of 706.7 eV or Fe3C 
with binding energy of 708.1 eV [10, 11]. Another broad peak visible in the Fe2p re-
gion corresponds to the binding energy of about 713 eV, which is above the value 
taken to be characteristic of the Fe2O3 type oxides, and should be ascribed rather to a 
satellite peak associated with the ‘shake up’ effect characteristic of the paramagnetic 
states of iron: Fe + 2 and Fe + 3 [9]. 

  
Fig. 8. XPS spectrum of the C1s region Fig. 9. XPS spectrum of the Al2p-Ni3p region 

Chromium which, on the surface, occurs as the Cr3+ oxide with the binding energy 
of 576.6 eV [12], deeper in the layer is represented by a peak of the binding energy of 
about 575 eV (Fig. 7). A precise identification of this peak by XPS is not possible, 
since the peaks ascribed to the Cr-N bonds and the peaks due to the Cr-C bonds over-
lap one another [13–17]. The presence of carbides is confirmed by the clear broaden-
ing of the carbon peak towards lower energies, which can be seen in Fig. 8 in deeper 
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regions of the layer, and in the results of the TEM analysis described in [7, 8]. The 
only element which does not change its state in deeper zones of the layer is aluminum 
with binding energy of the Al2p peak equal to about 74.7 eV which is characteristic of 
the Al2O3 phase (Fig. 9). 

 

Fig. 10. Anodic polarization curves obtained for : 1 – untreated, 2 – PACVD-treated  
Inconel 600 immersed in an NaCl + Na2SO4 solution (simulating acidic rainfalls with pH = 5.8) 

Table 3. Results of corrosion examinations 

Material Eocp 
mV, Hg/HgO 

Ecorr. 
mV, Hg/HgO

icorr 
μA/cm2 

ipassive 
μA/cm2 

Anticorrosion 
protection 

degree, β % 

Inconel 600 
(substrate) –170 –460 1,5 – – 

Inconel 600  
covered with 
the multilayer 

–50 –240 <0,1 10 99 

 
Corrosion examinations (Fig. 10, Table 3) performed in a NaCl + Na2SO4 solution 

(which simulated acidic rainfall of pH = 5.8) using the potentiodynamic method have 
shown that the σ-Al2O3 + Ni3Al + Ni(Cr, Fe, Al) + Cr7C3 + Cr-Ni type composite 
layer formed on the Inconel 600 alloy improves the corrosion resistance of the alloy. 
This can be inferred from the facts that, in the alloy with the surface composite layer, 
the open circuit potential (Eocp) and the corrosion potential (Ecorr.) are shifted more 
towards the anodic potential and the corrosion current density icorr. is considerably 
lower (at icorr.=10 μA, the anodic curve shows the passive state). The very high degree 
of anti-corrosive protection ensured by the composite layer is achieved thanks to its 
tightness (no cracks developed through the layer to the substrate). 
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Fig. 11. Linear wear of an σ-Al2O3 + Ni3Al + Ni(Cr, Fe, Al) + Cr7C3 + Cr-Ni 

type composite layer in function of friction time compared to the wear observed 
in the Inconel 600 alloy 

 

Fig. 12. Surface of an σ-Al2O3 + Ni3Al + Ni(Cr, Fe, Al) + Cr7C3 + Cr-Ni type composite layer 
after the scratch test: a) initial stage of the test, b) Lc = 3.57 N, indenter cutting path 0.35 mm,  
c) Lc = 7.27 N, indenter cutting path 0.7 mm, d) Lc = 42.96 N, indenter cutting path 0.5 mm 

The presence of the Al2O3 surface zone and of sublayers composed of Ni-Al in-
termetallic phases greatly improves the frictional wear resistance of Inconel 600 
(Fig. 11). Untreated Inconel 600 examined under the load of 200 MPa is seized as 
early as after 10 min of the test, whereas the alloy covered with the multi-component 
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composite layer does not undergo seizure during the entire friction test, i.e. 100 min, 
even when higher loads of 200 and 400 MPa are applied. The results of the scratch test 
(Fig. 12) have shown that despite its complex structure, the layer adheres well to the 
substrate, which is an important performance property. At the initial stage of the in-
denter penetration, we can only see abrasion (Fig. 12a). The first single splinters are 
observed at the critical force Lc = 3.57 N at an indenter cutting path of 0.35 mm 
(Fig. 12b). Numerous splinters occur at Lc = 7.27 N after the indenter runs a cutting 
path of 0.7 mm (Fig. 12c), and finally the break-through of the ayer is observed 
at Lc = 42.96 N after a cutting path of 5 mm (Fig. 12d). It should however be noted 
that the layers are relatively thin with the thickness of the outer Al2O3 ceramic zone 
not exceeding 1 μm. Moreover, although the ceramic is very hard and resistant to 
compression, its tensile strength is not very high. 

4. Conclusions 

When applied to an Inconel 600 substrate, the PACVD process carried out with 
the participation of the Al(CH3)3 metallorganic compound yields a multi-component 
composite layer of the σ-Al2O3 + Ni3Al + Ni(Cr,Fe,Al) + Cr7C3 + Cr-Ni type during a 
single technological cycle. The layer can be produced on Inconel 600 alloy parts with 
complicated shapes. 

The layers thus obtained have a high hardness, due to the outer Al2O3 ceramic 
zone which also ensures their enhanced corrosion resistance, 

The diffusion character of the individual sub-layers guarantees their good adherence 
to the Inconel 600 substrate and improve the tribological and mechanical properties. 
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The mechanism of heterogeneous catalysis is still under discussion. There is no clear theory which 
explains the mechanism of influence of materials on the rate of chemical reactions. All existing theories 
assume that specific materials, catalysts, decrease activation energy Ea. We hypothesize that for standard 
and catalyzed heterogeneous reactions the same Ea (real activation energy) is needed to trigger reaction 
processes. We propose that the difference between Ea and apparent activation energy (Eapp) can be pre-
sented as catalytic reaction activation energy (Ec). This hypothesis is based on the so-called αi model 
considering tribochemistry, work function, thermionic emission, and the negative ion–radical action 
mechanism. The proposed model assumes that mechanical work done on a solid material is accumulated 
in this material and then emitted as electrons and/or photons to the space in which the reaction takes 
place. The developed model includes a specific angle γ at which the reaction can be initiated, when the 
stream of energy eγ  equals some 3–5 eV. Energy emitted by the surface as pulses of 3–5 eV can reach the 
value of Ea and trigger a heterogeneous catalytic process. The catalyst emits pulses of a high density 
energy flux and at the angle γ the value of emitted energy is equal to the real activation energy Ea. 

Key words: tribology; heterogeneous catalysis; activation energy 

1. The model 

The accepted definition of a catalyst [1] is that it is a substance that increases the 
rate at which a chemical system approaches equilibrium, without being consumed in 
the process; catalysis is the phenomenon of a catalyst in action while the catalyst low-
ers the activation energy. The transition state along a reaction path is the point of 
maximum free energy, where bond-making and bond-breaking are balanced. Hetero-
geneous catalysis accelerates the movement of atoms on the passage through the tran-

 __________  
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sition state; it provides the link between reactants and products on a reaction pathway 
which involves simultaneous motion of several to very many atoms [2]. It has been 
emphasized that predictability of the outcome of catalytic reactions depends critically 
on the understanding of their molecular mechanisms. The mechanism of protective 
layer formation by lubricants in space near solid materials during a tribological proc-
ess was recently analyzed by using the so called αi method [3]. The principle of the αi 
method (model) was presented in detail by Kulczycki [4]. The model can be applied to 
tribological systems in which the mechanical work done can be treated as input and 
dissipated energy – predominantly heat – as output. The functional input–output rela-
tion may also be related to tribochemical reactions which are known to proceed much 
faster than thermochemical ones. On the other hand, one may compare tribochemical 
reactions with heterogeneous catalytic reactions [5] . 

The kinetics of tribochemical reactions depends on conditions of the tribological 
process, and as a result, it is necessary to find more than one function of the mechan-
ism of a tribochemical reaction. For example, one function can be related to the me-
chanics of a tribological process, the other one to its chemical reactions. It was as-
sumed that the relationship between these functions makes it possible to analyze the 
mechanism of a tribological process on a “basic level”. Two functions have been taken 
into account: f (y) and φ (y). It was assumed that in the both functions y is the only state 
variable. For transition from a state y = a to a state y = b, the following is considered 

 

( ) ( )
( ) ( )

( )
( )

i

f b f a
b a
f b

b

φ φ
α

φ

−
−

=
′
′

  (1) 

In the above equation, f ′ and φ′ are load derivatives of the corresponding func-
tions, and the value of a (describing the initial state) should be constant. 

One of the possibilities is to describe the tribological process using thermodynam-
ic relationships. Thus, f ( y) can be work L done on a tribological system during the 
test, up to a critical stage of the tribological system (seizure, weld) and φ(y) can be 
internal energy change Δu. Then Eq. (1) can be written as follows: 

 0

0

Δ ,   
Δ Δi

L L d u L Pvt
u u dL

α μ−= =
−

  (2) 

where μ is the friction coefficient, v – speed, t – time, P – a critical value of the ap-
plied load (test result: seizure load, weld load) but it is difficult to define Δu. Equa-
tion (2) can be rewritten as 
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 ( )0
0

Δ

   –  ,i

d u
dLa L L C C

u u
= =

Δ − Δ
 (3) 

C is a function of P and for a number of different lubricating additives/reagents (ob-
tained several different values of the critical applied load) its value is constant. Con-
cluding, C should be a harmonic function of P, described by the following equation: 

 ( )1
2 3  exp  cos   kC B k P k

P
⎛ ⎞= +⎜ ⎟
⎝ ⎠

 (4a) 

or 

 2 5
4  cos kC Bk P

P
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (4b) 

where: k1, k2, k3, k4, k5 are constant parameters, B is a function of energy of the dimen-
sion [energy]–1

. The exponential part of the above equation can be connected with the 
kinetics of chemical/tribochemical reactions by the Arrhenius equation, relating the 
reaction rate constant k with temperature 

   exp aEk A
RT

⎛ ⎞= −⎜ ⎟
⎝ ⎠

 (5) 

where Ea is the activation energy of a given chemical/tribochemical reaction and the 
average temperature T for the tribological system may be combined with the load P 
applied in the tribological process and properties of solid materials using the Rowe 
dependence [6] 

 0.5 bT T P Dμ= +  (6) 

Hence 

 ( )0.5
exp a

b

Ek A
R T P Dμ

⎛ ⎞
⎜ ⎟= −
⎜ ⎟+⎝ ⎠

  (7) 

where A is the pre-exponential (frequency) factor, Tb is ambient temperature of lubri-
cant during the tribological process, and D is a constant whose value is characteristic 
of a given kind of solid material. The trigonometric part of the expression can be con-
nected with emission of energy by metal/solid body (catalyst) surface. The stream of 
energy emitted by the surface depends on the angle γ related to the normal direction to 
solid body surface and can be expressed by 

 eγ = e0cosγ (8) 
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Consequently 

 
( )( )

0
2

0,5
  

  b

e StB
R T P Dμ

=
+

 (9) 

where S is the area of active sites which emit energy, t stands for time of energy emis-
sion by the active sites, and C can be described by the following dependence 
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Thus 
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a
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Analysis of the mathematical model in relation to empirical results of studies of 
tribological processes leads to the conclusion resulting in a new idea of the mechanism 
of catalytic processes. 

The model and, especially, the C value (see Fig. 1), combines the energy Ea deli-
vered to molecules from the energy stream (E/t). Considering the energy delivered to 
molecules for each reaction, should be noted that: 

• A critical rate of triboreactions is reached at a temperature or, equivalently, under 
a load for which the value of Ea is the same for different reactants in the case of the 
same mechanism of triboreactions; Ea is not a function of T nor P. 

• k, under critical conditions, is connected with the energy emitted by the solid at 
a specific angle γ. 

• The critical rate of triboreactions depends on energy emitted by the solid body. 
• The distribution of the energy emitted by the solid body (catalyst) is controlled 

by the angle of emission 

 0  cose eγ γ=  (12) 

where γ is a function of P and depends on the stream of energy introduced into the 
tribological system, e0 is the density of the energy flux in the perpendicular direction 
to the solid body surface. 

The value of the angle γ depends on the system energy flux. The critical state of 
a tribological system appears in conditions resulting in destruction of the protective 
film. As has been observed that for different reactants, the critical rate of reaction 
leading to protective layer destruction was achieved for different values of energy flux 
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into the system (different values of applied load P). The same value of C obtained for 
different reactants and different densities of streams of energy introduced into the 
system (characteristic of each reactant) leads to the conclusion that the same critical 
rate of destruction reaction was achieved and thus for each reactant a different angle γ 
is connected with the critical rate of reaction.  

 

Fig. 1. Relation between the parameter C and the applied load P characteristic of  
the critical state of a tribological system (seizure or weld load);  a given constant value  

of C can be obtained for a number of  P values 

Consequently, for each reactant there is a specific value of the energy flux density 
(eγ) emitted by the solid/catalyst and the value of activation energy Ea is constant. 
Accordingly, it is possible to say that: (i) Ea is constant for a given type of reaction 
and the critical rate of reaction depends not only on the energy quantity added to reac-
tants but on the density of the introduced energy stream (time of the tribological 
process is constant for each load); (ii) the catalyst emits pulses of energy flux of high 
density and at an angle γ the value of emitted in short time energy is equal to activa-
tion energy Ea; (iii) the catalyst collects energy introduced into the system and emits it 
as pulses of the high energy density flux, thereby initiating the reaction or increasing 
its rate. Figures 2 and 3 present schematically this approach. 

The parameter C is constant for a given mechanism of reaction. For different me-
chanisms, different values of C are obtained. Consequently, for each mechanism of 
reaction (triboreaction) the critical rate of reaction can be achieved only under certain 
values of energy stream introduced into the system (T or P). For each of these values, 
relation between the rate constant calculated for temperature T in the friction area and 
stream of energy emitted by the solid equal to or higher than Ea is constant for a given 
mechanism of reaction. For another mechanism, this relation changes. It results from 
analysis of the mathematical model that it is feasible to say that the tribocatalytic ef-
fect is observed due to accumulation of energy (introduced into the system as mechan-

P

One of permitted 
values of P for 
a given constant 

C = B exp(k1/P) cos (k2P + k3) 
Reactions can run according 
to different mechanisms 
in the same system; each of 
mechanisms is represented by 
a characteristic value of C

C 
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ical work) in the solid and the emitted as short time pulses of energy of a high density. 
Emission of energy by a solid is controlled by the angle of emission. 

 

Fig. 2. A general idea of the action mechanism of a heterogeneous catalyst:  
a part of low energy stream (of the order of RT, i.e. less than Ea) , introduced into a solid  

catalyst is emitted by the catalyst as stream of high energy pulses 

 
Fig. 3. Illustration of the main concept of the model; stream of the energy emitted by the catalyst 
depends on the angle γ, hence the number of molecules receiving energy equal to Ea depends on γ 

2. Work function and thermionic emission 

A promoter chemically modifies a catalyst but is not a catalyst itself. Vayenas 
at al. [7] described the electrochemical modification of metal catalyst surfaces and 
presented continuous in situ variations and monitoring of the amount of the promoter. 
Theoretical studies performed by Joyner and Pendry [8] demonstrate that short-range 
effects dominate, significantly affecting bonding to surface atoms only within a range 
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of less than 0.5 nm, in contrast with the new results of Vayenas et al. [7]. The short range 
effect, depending on the character of specific surface sites, and long-range electronic inter-
actions, were recently discussed by Pittchard [9, 10]. It has been shown that both sodium 
and potassium, used as promoters, significantly decrease work functions of catalysts. 

Given a small temperature range in which kinetic studies are carried out, it is rea-
sonable to assume the activation energy as being independent of temperature [11]. 
Similarly, under a wide range of practical conditions, the weak temperature depend-
ence of the pre-exponential factor is negligible compared to the temperature depend-
ence of the exponential term. A thermal model of temperature rise developed by Vick 
et al. [12] for sliding contact was used to predict the temperature rise over the surface. 
The predicted temperature rise [13] along with the bulk temperature of the material 
was used in the Richardson–Dushman equation: 

 2 exp
B

J AT
k T
φ⎛ ⎞

= −⎜ ⎟
⎝ ⎠

 (13) 

where J is the current density, A = 4πmekb
2/h3 = 120 A/(cm2⋅K2) is the Richardson 

constant, φ is the work function, m and e are the electron mass and electro charge, 
respectively, h and kB are the Planck constant and Boltzmann constant, respectively. 

 
Fig. 4. Effect of temperature on the exoelectron emission rate (emission intensity,  

expressed in the logarithmic scale) and the formation rate of ethylene oxide 
(proportional to its amount in the product mixture, expressed in mol. %). The numbers near  

the upper curve denote temperatures of the system, expressed in K; after Ref. [15] 

Park and Somorjai [14] demonstrated that exothermic catalytic reactions induce 
electronic excitation at metal surfaces, leading to the production of energetic hot elec-
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trons. They monitored the flow of hot electrons for several hours using two types of metal 
–semiconductor Schottky diodes, Pt/TiO2 or Pt/GaN, during the platinum catalyzed oxida-
tion of carbon monoxide. The thickness of the Pt film used as the catalyst was 5 nm, less 
than the electron mean free path, resulting in the ballistic transport of hot electrons through 
the metal. The experiments indicated that chemical energy of the exothermic catalytic 
reaction was directly converted into hot electron flux in the catalytic nanodiode. Recently, 
Vick et al. [13] evidenced that high local temperatures generated by friction of the contacts 
between rubbing surfaces can activate the emission of electrons. 

Actually, it is well known and acknowledged that heterogeneous catalytic reac-
tions take place at centres where the electron exchange in the catalyst–substrate sys-
tem is favoured and that electron emission arises from centres at the surface where 
electrons are weakly bound. At this point, it is to emphasize that thermally stimulated 
electron emission occurs in the same range of temperatures as that typical of heteroge-
neous catalysis [15], as depicted in Fig. 4. 

3. The negative ion–radical action mechanism (NIRAM) 
applied to specific tribochemical and catalytic reactions 

The kinetics of tribochemical reactions is different from the kinetics of thermo-
chemical ones. Similar differences arise from the comparison of regular thermochemi-
cal heterogeneous reactions and heterogeneous catalytic reactions The difference relates to 
the initiation steps of these reactions. The NIRAM approach was put forward in order to 
explain the mechanism of tribochemical reactions and has been successfully applied to 
account for specific tribochemical reactions [16]. Reactions are said to be initiated by low-
energy electrons (exoelectrons) emitted under boundary friction conditions [16]. The emit-
ted electrons interact with molecules in the contact area, which then dissociate forming 
negative ions and radicals or a negative ion–radicals. Considering the NIRAM approach 
and the NIRAM-HSAB (hard and soft acids and bases) concept [17] it is possible to look 
for similarities and differences between tribochemistry and catalysis [5]. 

Typical physical phenomena evolving from wear processes comprise increased 
contact temperature and triboemission. Emitted low energy electrons can initiate tribo-
chemical reactions which govern tribological processes by forming anti-wear films. 
Important research in the field of triboemission was carried out by Nakayama et al. 
[18] who used a Faraday-cup type assembly to detect bursts of electric current – either 
charged particle emission or surface charge variation – from scratching diamonds on 
metals and insulators. Kim et al. [19] investigated photon emission, electron emission 
intensities, and electron kinetic energy from reciprocating scratching of MgO with 
diamond. Molina et al. [21, 22] characterised triboemission of electrons from several 
solids. For the cases of diamond-on-alumina and diamond-on-sapphire, energy spec-
trometry showed that a large fraction of the triboemitted negative charges were of low 
energy (e.g., 1–5 eV). This finding was of importance because in the NIRAM ap-
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proach it was hypothesized that the energy of triboelectrons to initiate tribochemical 
reaction should be 1–4 eV [16]. 

NIRAM comprises the following major stages: 
(i) low-energy electron emission and creation of positively charged spots, gener-

ally on the top of asperities; 
(ii) action of the emitted electrons with the lubricant molecules causing the forma-

tion of negative ions and radicals on the rubbing surfaces; 
(iii) reaction of negative ions with metal surfaces, and other reactions such as free 

radical reactions, forming an organometallic (or inorganic) film which protects the 
rubbing surfaces from wear; 

(iv) if the shear strength is high, chemical bonds of organometallic compounds are 
cleaved resulting in formation of inorganic films and further radicals. 

(v) eventual destruction of protective layer caused by wear, followed by electron 
emission and subsequent formation of a new protective film according to the stages (i) 
through (iv). 

In summary, the initiation reaction process is due to tribo-emitted low-energy 
electrons combined with temperature flash. Specific intermediate reactive species for 
both tribochemical reactions and some heterogeneous catalytic reactions are formed 
by the same mechanism mostly governed by the NIRAM approach. The same is due to 
catalysis and tribocatalysis [5]. The chemically stimulated exoelectron emission oc-
curs continuously from silver catalyst during partial oxidation of ethylene and the 
emission rate is proportional to the rate of ethylene oxide formation [15]. Generation 
of fresh surface sites forms a real bridge between physics and chemistry of the wear 
processes leading to microscopic aspects of a wide variety of wear mechanisms. These 
mechanisms are often connected with tribochemical reactions that are initiated by the 
surface enlargement effects. Experimental details on wear and chemical reactions are 
presented in Ref. [22]. Typical physical phenomena initiated by wear processes in-
clude high temperature and triboemission. 

4. Conclusions 

The model put forward in this paper attempts to correlate mechanical work per-
formed on a solid with its catalytic activity. The tribological system contains fluid 
reagents and a solid (a specific material). The material plays the role of catalyst (tribo-
catalyst). The mechanical work done on the system is transformed to internal energy 
increase. The internal energy is distributed into a liquid/fluid phase bringing about 
ambient temperature increase (Tb), and is accumulated in the solid. The energy accu-
mulated in the solid is emitted from its surface as pulses of electrons and/or photons. 
There is a specific angle γ  at which the reaction can reach a critical rate or may be 
initiated, e.g., when eγ equals some 3–5 eV. The energy accumulated in the liquid 
phase is insufficient to overcome the threshold of the real activation energy Ea. The 
energy emitted by surface as pulses of 3–5 eV can reach the value of Ea and the tribo-
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reaction process starts to proceed or reaches the critical rate. Based on the discussion 
concerning the αi model, thermionic emission, and the NIRAM approach we conclude 
that for both thermochemical heterogeneous reactions and catalyzed heterogeneous 
processes, the same activation energy (Ea value) is needed to initiate the reaction proc-
ess. The fact that triboreactions take place and the critical rate of triboreactions is 
reached under different conditions (load, temperature) for different reactants cannot be 
explained by decreasing of activation energy (Ea) by the solid catalyst because Ea is 
not a function of P. 

In summary, it should be emphasized that the activation energy is constant for a 
given type of reaction and the reaction onset depends not only on the energy quantity 
added to reactants but on density of the introduced energy stream. The catalyst emits 
pulses of energy flux of high density and at an angle γ the value of emitted energy is 
equal to real activation energy Ea. 
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