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OD AUTORA

Modelowanie komputerowe zrobito w ostatnich latach zawrotna karierg. Ztozylo si¢
na to wiele czynnikow, wsrod ktorych istotng rolg odgrywaja, z jednej strony, gwat-
towny rozwoj technologii komputerowych, a z drugiej — ciagle niezaspokojona po-
trzeba lepszego zrozumienia otaczajacego nas §wiata. Wilaczenie technik komputero-
wych do modelowania i symulacji zjawisk dynamicznych pozwala na bardzo
elastyczne podgladanie, czgsto niedostgpnych w inny sposéb zaleznosci. Jest to wielce
pomocne takze w technice — zar6wno do analizy zjawisk, jak i do weryfikacji pomy-
stow konstrukcyjnych.

Zachowanie systemow dynamicznych moze by¢ §ledzone poprzez analize¢ ich opi-
sOw (modeli) matematycznych. W klasycznym podej$ciu, model matematyczny zjawi-
ska jest zazwyczaj formulowany w odniesieniu do czasu ciagtego (model ciagty).

W przypadku komputerowej symulacji, ciagly model nalezy zamieni¢ na model
dyskretny. Ta transformacja nie jest jednoznaczna, gdyz rézniczkowanie lub catkowa-
nie moze by¢ w rézny sposéb przedstawiane w modelu dyskretnym. Wybor okreslone;j
metody numerycznej w istotny sposob wptywa na wilasciwos$ci modelu cyfrowego.
Nalezy pamigtac, ze wlasciwosci cyfrowego modelu okreslonego zjawiska w ogdlnym
przypadku r6znia si¢ od wlasciwosci jego modelu ciaglego. Zasadnicza rdznica jest
widoczna w dziedzinie czgstotliwos$ci: widmo sygnatu dyskretnego powtarza sig
z okresem zaleznym od wybranego kroku modelowania. Jego ciagly w czasie oryginat
moze by¢ zatem w miar¢ wiernie reprezentowany przez numeryczng replike w ograni-
czonym przedziale czgstotliwosci. Ponadto, porzucenie gtadkiej, na ogot, przestrzeni
czasu ciaglego na rzecz, z natury chropowatej, dziedziny czasu dyskretnego sprawia,
ze nasilaja si¢ problemy zwiagzane z uzyskaniem stabilnego rozwiazania. Pojawiajace
si¢ w takich przypadkach nienaturalne oscylacje w wynikach symulacji stanéw dyna-
micznych stanowia znany problem. Do tego dochodza takze nieuchronne btedy za-
okraglen arytmetycznych, wynikajace z ograniczonej dtugosci stowa w komputerach
cyfrowych. Na szczegscie, ten ostatni problem zostal w znacznej mierze usunigty we
wspotczesnych komputerach.

Analizujac wymienione trudnosci taczace sig¢ z zastosowaniem komputeréw do sy-
mulacji procesow dynamicznych mozna zapytac, jaki jest sens stosowania takich roz-
wiazan w praktyce. Gwattowny wzrost zainteresowania komputerowymi technikami
symulacji jest dowodem na to, ze z pewnos$cia wskazane trudno$ci mozna pokonac.
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W ksiazce przedstawiono metody zmierzajace do komputerowej symulacji stanow
przejsciowych w sieciach elektrycznych. Zagadnienie to stato si¢ aktualne z chwila
pojawienia si¢ tatwo dostgpnych i dostatecznie zaawansowanych komputerow w po-
lowie lat 60. ubieglego wieku. Dzialania w tym kierunku zostaly wymuszone przez
konieczno$¢ analizowania szybkozmiennych proceséw przejsciowych zwigzanych
z r6znymi zaktoceniami w ztozonych sieciach elektroenergetycznych. Gromadzenie
informacji na temat przebiegu takich zaklocen w naturalnym obiekcie jest drogie
i niezmiernie utrudnione ze wzgledu na losowy charakter zachodzacych zdarzen.
Sprawny i wiarygodny symulator dawat nadziej¢ na postgp w tej dziedzinie.

Klasyczna praca z zakresu cyfrowych metod modelowania stanéw przejsciowych
w sieciach elektrycznych z obiektami reprezentowanymi za pomoca modeli o parame-
trach skupionych i roztozonych, autorstwa prof. H. Dommela, zostata opublikowana
w 1969 r. [28]. Utworzona przez niego grupa badawcza, ztozona ze specjalistow z za-
kresu elektroenergetyki, metod numerycznych i technik komputerowych, stworzyta
podwaliny pod dobrze znany pakiet programowy ElectroMagnetic Transients Pro-
gram (EMTP) [30]. Na podstawie sformutowanych woéwczas metod powstato wiele
réznych wersji programu. Wigkszos¢ z nich, to obecnie profesjonalne programy
komercyjne z rozbudowanym interfejsem uzytkownika, co utatwia ich obstugg oraz
analizg uzyskanych wynikow. Na bazie tego podej$cia powstaly rowniez symulatory
pracujace w czasie rzeczywistym, ktére pozwalaja analizowac zjawiska elektromagne-
tyczne w sieci, odtwarzajac je w tempie zachodzacego procesu fizycznego — wymaga-
ja one jednak zastosowania specjalistycznego, drogiego sprzetu komputerowego.

Material ksiazki jest podzielony na dwie czg§ci. W pierwszej z nich znajduje sig
omoOwienie podstawowych metod, ktore maja zastosowanie w modelowaniu elemen-
tow obwodow elektrycznych, oraz oméwienie sposobow modelowanie podstawowych
elementdéw trojfazowej sieci elektroenergetycznej: linii, transformatoréw oraz wiruja-
cych maszyn elektrycznych.

Druga czes$¢ stanowia Dodatki, gdzie zamieszczono podstawowe informacje na te-
mat struktury i obstugi programu w wersji ATP-EMTP oraz wiele przyktadéw prak-
tycznego wykorzystania tego programu. Program ten jest wciaz rozbudowywany przez
migdzynarodowa spotecznos$é specjalistow, ktdrzy sa zorganizowani w Regionalne
Grupy Uzytkownikow. Jest to w pelni profesjonalny program, ktérego licencj¢ mozna
otrzymac¢ za symboliczna, drobna optatg. Dzigki temu jest on szczegdlnie rozpo-
wszechniony w $rodowisku akademickim, chociaz jest takze stosowany w profesjo-
nalnym zakresie.

Przyktady zamieszczone w Dodatku C maja na celu poglebiona ilustracjg materiatu
prezentowanego w pierwszej czeSci ksiazki. Pelnia one takze funkcj¢ praktycznego
przewodnika w zakresie postugiwania si¢ programem, zwlaszcza przy tworzeniu wta-
snych modeli. Realizacja tego ostatniego zadania wymagata zamieszczenia zaawan-
sowanych modeli samych obiektow, jak réwniez modeli odpowiednich uktadow au-
tomatyki. Analiza tych przyktadow wymaga niekiedy od Czytelnika posiadania
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bardziej zaawansowanej wiedzy w zakresie omawianych zagadnien. Mam jednak na-
dzieje, ze Czytelnik nie bedzie si¢ tym zrazat — tego typu programy sa w koncu prze-
znaczone dla profesjonalistoéw. Kazdy ma szans¢ nim zosta¢ po pokonaniu wstgpnych
trudnosci.

Dokonany przeze mnie wybor bazy programowej w postaci pakietu ATP-EMTP
faworyzuje uzytkownikow tego wlasnie programu. Mam jednak nadziejg, ze rOwniez
zwolennicy innych wersji programu z rodziny EMTP znajda w tej ksiazce wiele pozy-
tecznych informacji. Wiadomo bowiem, ze wigkszo$¢ dostgpnego obecnie oprogra-
mowania do analizy omawianych tu zagadnien ma wspdlna baze, a kody danych wej-
sciowych do symulacji r6znia si¢ w niewielkim stopniu. Pomocny tu moze by¢ wykaz
stron internetowych podstawowych producentow i wazniejszych grup uzytkownikow
tego oprogramowania, ktory zamies$citem w koncowej czgsci spisu literatury.

Ksiazke t¢ pisatem przede wszystkim z mysla o moich studentach i doktorantach
z kierunkow: elektrotechnika oraz automatyka i robotyka. Mam nadziej¢, ze publika-
cja ta bedzie takze pomocna dla szerokiego grona specjalistow zajmujacych si¢ pro-
jektowaniem i eksploatacja urzadzen automatyki i pomiaréw w elektrotechnice.

Uzupehieniem ksigzki sa programy komputerowe z numerycznymi obliczeniami
zwiazanymi z wybranymi przyktadami z glownego tekstu — w wigkszosci sa to proce-
dury napisane w programiec MATLAB [85] oraz programy do wszystkich przyktadow
zamieszczonych w Dodatku C. Te ostatnie zostaly opracowane w programie ATP-
-EMTP z edytorem graficznym ATPDraw w wersji 5.5 [8, 30, 104]. Sa one dostgpne
na stronie internetowe;j: http://www.rose.pwr.wroc.pl/przyklady D/. Mam nadziej¢, ze
ten dodatkowy materiat bedzie dobrym wprowadzeniem do poruszanych zagadnien
i zachgci Czytelnikéw do samodzielnego doskonalenia umiejgtnosci w tym zakresie.

Material zawarty w tej ksiazce ulega szybkiemu starzeniu, co jest zwiazane z po-
wstawaniem nowych pomystow w zakresie metod numerycznych, rozwojem technik
programowania komputerowego, a w konsekwencji — nowych wersji omawianych tu
programéw do symulacji komputerowej. Zwlaszcza w tym ostatnim zakresie zmiany
maja szybkie tempo. Sadzg jednak, Zze nawet po kilku latach zamieszczony tu materiat
bedzie mozna z pozytkiem wykorzysta¢. Bede wdzigczny za wszelkie uwagi dotycza-
ce proponowanego w tej ksiazce materialu. Mozna je przesyla¢ na moj adres
e-mailowy: eugeniusz.rosolowski@pwr.wroc.pl.

Na zakonczenie mam przyjemno$¢ podzigkowac recenzentom: prof. Janowi Izy-
kowskiemu z Politechniki Wroctawskiej oraz prof. Pawlowi Sowie z Politechniki Sla-
skiej za zyczliwo$¢ i wazne uwagi merytoryczne. Mam takze dlug wdzigcznosci
w stosunku do wielu oséb z zespotu redakcyjnego Oficyny Wydawniczej PWr, kto-
rych pomoc i cenne podpowiedzi doprowadzity t¢ praceg do ostatecznego ksztattu.

Wroclaw, wrzesien 2009 Autor






1. DYSKRETNE LINIOWE MODELE SIECI
ELEKTRYCZNEJ

1.1. Wprowadzenie

Celem analizy obwodu elektrycznego moga by¢ rozne szczegdtowe zagadnienia, jak
rozptyw pradow w stanie ustalonym, symulacja stanu dynamicznego, okreslenie cha-
rakterystyk czgstotliwosciowych w wybranych punktach sieci i inne. W przypadku
badania stanéw przejsciowych, dynamika sieci jest okre§lana za pomoca uktadu row-
nan algebraiczno-rézniczkowych, odzwierciedlajacych zwiazki pomiedzy pradami
i napigciami w poszczegolnych elementach sieci oraz stan rownowagi catego uktadu
(zgodnie z prawami Kirchhoffa).

Reprezentacja rzeczywistej sieci elektrycznej za pomoca schematu zastgpczego po-
ciaga za soba znane i nickiedy istotne uproszczenia. Najczesciej zaktada sig, ze roz-
miary geometryczne poszczego6lnych fragmentow sieci sa do pominigcia, co sprawia,
ze skomplikowane zaleznos$ci wynikajace z teorii pola elektromagnetycznego w ukta-
dzie przestrzennym redukuja si¢ do znanych zwiazkéw rozniczkowych w elementach
o parametrach skupionych. Jesli dodatkowo przyja¢, ze rozpatrywany jest liniowy za-
kres pracy tych elementow, to mamy do czynienia z obwodem elektrycznym liniowym
o parametrach skupionych. Niekiedy, sposrod trzech wymiardéw przestrzennych prze-
wodnika, trudno jest zrezygnowac z jego dtugosci — decyduje o tym czas przejscia fali
elektromagnetycznej migdzy obu koncami przewodnika. Wowczas odpowiedni opis
zjawisk zapewnia model o parametrach roztozonych. W tym rozdziale rozpatrywane
sq sieci jednofazowe z elementami liniowymi o parametrach skupionych oraz roztozo-
nych.

W klasycznej teorii obwodoéw zwiazki zachodzace migdzy pradem i napigciem
w oddzielnych elementach sieci sa przedstawiane za pomoca funkcji ciaglych w cza-
sie. Jesli analiza obwodu ma by¢ prowadzona za pomoca komputera, to nalezy zapew-
ni¢ mozliwo$¢ numerycznego rozwiazania zagadnienia. Mozliwe sa dwa przeciw-
stawne podejscia do tego problemu:

— przeksztalcenie ciagtych w czasie zaleznos$ci rozniczkowych dla poszczegodl-
nych elementow sieci w odpowiednie zaleznosci dyskretne, a nastgpnie for-
mowanie na ich podstawie rownan sieci i ich rozwigzywanie z uwzglednieniem
rownan obwodowych (metoda modelowania cyfrowego);
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— formowanie ciaglych rownan obwodu elektrycznego i ich rozwiazywanie za

pomoca metod numerycznych (metoda zmiennych stanu).

W tym rozdziale prezentowane jest pierwsze z tych podej$¢. Poniewaz poszczegol-
ne elementy obwodu elektrycznego sa tu zastgpowane odpowiednimi modelami dys-
kretnymi, wigc mozna w tym przypadku moéwi¢ o dyskretnej teorii obwodow [112].
Przejscie od czasu ciagtego do dyskretnego powoduje znane konsekwencje w dziedzi-
nie czestotliwo$ci (charakterystyka czgstotliwosciowa ukladu staje sig¢ okresowa), jak
roéwniez moze rodzi¢ problemy w zakresie stabilno$ci numeryczne;.

Tworzenie cyfrowych modeli elementow obwodu elektrycznego jest bezposrednio
zwigzane ze znanymi matematycznymi modelami tych elementéw, odnoszacymi sig¢
do czasu ciagltego. W przypadku elementéw o parametrach skupionych, modele te sa
wyrazone za pomoca réwnan roézniczkowych zwyczajnych. Problematyke te rozpo-
czynamy od krétkiego wprowadzenia do zagadnien numerycznego rozwiazywania ta-
kich wiasnie rownan. Prezentowane tu metody sa bezposrednio zwiazane z algoryt-
mami tworzenia cyfrowych modeli elementéw obwodu elektrycznego. Do kwestii
numerycznego rozwiazywania rOwnan rozniczkowych w bardziej ogdlnym sensie po-
wrocimy jeszcze w rozdz. 3.

W przypadku linii dtugich, model matematyczny stanu przejsciowego jest okreslo-
ny za pomocg roéwnan rézniczkowych czastkowych. Stosowane powszechnie modele
dyskretne tych obiektow wywodza si¢ z metody charakterystyk rozwiazywania row-
nan linii bezstratnej. Prowadzi to do bardzo efektywnego numerycznie algorytmu,
w ktorym mozna latwo uwzglednié takze rezystancje linii oraz efekt naskérkowosci,
ktory objawia si¢ w postaci zaleznosci parametrow od czestotliwosci. Bardziej szcze-
gbélowa analiza modeli linii elektroenergetycznej jest kontynuowana w rozdz. 4.

Zastapienie ciagltych modeli elementow sieci przez ich modele dyskretne (dyskret-
ne w czasie) powoduje, ze zmienia si¢ sposob reprezentacji dynamiki sieci: w od-
dzielnych krokach symulacji analizowany system jest traktowany jak sie¢ pradu state-
go, natomiast jej dynamika zostaje odwzorowana dzigki stosownej zmianie warunkow
poczatkowych w kolejnych krokach symulacji komputerowej. W takich warunkach
uzyskanie efektywnych algorytméw numerycznych wymaga uwaznego podejscia do
formowania réwnan sieci. Problem ten jest analizowany w kolejnych czg$ciach roz-
dziahu.

W ostatniej czgsci rozdzialu rozwazane sa zagadnienia zwiazane z btedami nume-
rycznych algorytmow modelowania sieci, ktéore moga prowadzi¢ do niekontrolowa-
nych oscylacji w trakcie obliczen. Omowione zostaty zrédta tych oscylacji oraz pod-
stawowe sposoby ich likwidacji. Wnioski plynace z tej analizy moga mieé
zastosowanie do poprawnego projektowania dyskretnych modeli rozwazanych ele-
mentow, a takze ztozonych sieci elektrycznych.
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1.2.  Dyskretna reprezentacja rownan rozniczkowych

1.2.1. Wybrane algorytmy

W systemach dynamicznych o parametrach skupionych (dotyczy to takze duzej czgsci
obwodoéw elektrycznych), spotykamy si¢ z rownaniami rézniczkowymi o nastepujacej
formie:
dy(@) _
de

gdzie: t —czas; y, f — funkcje (zmienne) reprezentujace rozne wielkosci fizyczne.

S0 (1.1

Zmienna y moze by¢ okre§lona w wyniku catkowania réwnania (1.1):

Y0 = y(0)+ [ f(y,1)de (12)

W algorytmach numerycznego wyznaczania rozwiazania (1.2) poszukuje si¢ war-
tosci przyblizonych y(k)=y(t,) dla dyskretnych wartoSci zmiennej niezaleznej #,

k=0, 1, .... Mozna woéwczas zagadnienie (1.2) zapisa¢ w nastepujacej formie:
I
W)=y =y =1+ [ f(,7)de (13)
1

k-1

Czgsto si¢ przyjmuje, ze przedzial catkowania ma stala dlugos¢ T i woweczas:
ti=t1+T,i=1,2, ...,k

Roézne metody numerycznego rozwigzywania rownan rézniczkowych (1.1) wywo-
dza si¢ z odpowiednich sposobdéw aproksymacji catki w (1.3). Sa to metody jednokro-
kowe oraz metody wielokrokowe [1, 113]. W pierwszym przypadku catka ta jest okre-
slana na podstawie informacji o warto$ci funkcji f(y, f) w przedziale (.1, %),
natomiast w metodach wielokrokowych interpolacja funkcji f(y, f) odbywa sig takze
z wykorzystaniem informacji z wczesniejszych etapow obliczen, to znaczy w punk-
tach #,, tim+ts ... L1, 8 (m — liczba uwzglednianych poprzednich krokow). W algo-
rytmach modelowania cyfrowego stosowane sa zazwyczaj proste jednokrokowe meto-
dy catkowania réwnan rézniczkowych. Wazniejsze z nich sa prezentowane dalej.

Problem numerycznego wyznaczania catki w (1.3) jest pokazany na rys. 1.1. Pole
okreslone przez funkcj¢ f'(y, f) w przedziale (#.1, #) moze by¢ aproksymowane pro-
stokatem o bokach réwnych T oraz f'(y, t;,_1). Rownanie (1.3) przyjmuje wowczas na-
stgpujaca postac:
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y(k)=y(k =D +Tf (v(k -1),1,,) (1.4)

Zalezno$¢ ta jest znana jako jawna (ekstrapolacyjna) metoda prostokatow (Eulera).
Jesli sig pole prostokata okresli na podstawie biezacej wartosci funkcji f(y, #), to od-
powiedni algorytm przyjmie nastgpujaca forme:

(k)= y(k =)+ Tf ((k), 1,) (1.5)

f(y’l‘) A

S(2) / ~__

f(y(tkl))J
1

Rys. 1.1. Catkowanie numeryczne: 1 —jawna metoda Eulera, 2 — niejawna metoda Eulera,
3 — metoda trapezéw

Formuta (1.5) jest znana jako niejawna' (interpolacyjna) metoda prostokatow (Eu-
lera).

Latwo zauwazy¢ (rys. 1.1), ze bledy wynikajace ze stosowania obu powyzszych
algorytmdéw maja przeciwne znaki. Dokladno$¢ oszacowania catki mozna zatem po-
prawi¢ przez usrednienie obu wynikéw. Prowadzi to do znanej metody trapezow:

YR =30+ (F (=D V£ (0.8 (1.6)

Uwzgledniajac (1.1), zaleznosci (1.4)—(1.6) mozna takze zapisa¢, odpowiednio, w na-
stepujacej formie:
df(y.t
y(k)=y(k—1)+TL (1.7)

y=y(k-1)

' Okreslenia: metoda jawna oraz metoda niejawna sa zwiazane z mozliwoécia bezpoéred-
niego okreslenia poszukiwanej zmiennej. W metodzie niejawnej zmienna wyznaczana w k-tym
kroku wystgpuje po obu stronach rownania (jak y(k) w (1.5)).
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df(y.1)

W)= yk=D)+T——= (1.8)
y=y(k)
(k) = y(k—l)+§[—df(y ) —dfg” ) ] (1.9)
y=y(k-1) y=y(k)

Nalezy zauwazy¢, ze metody jednokrokowe mozna stosowaé do rozwiazywania
uktadéw réwnan rézniczkowych z wykorzystaniem tylko warunkow poczatkowych
(algorytm samostartujacy).

Przyktadem metody wielokrokowej jest algorytm Geara drugiego rzedu:

(k) = (4y(k—1) - y(k —2)+ 2Tf (y(k).1,))/ 3 (1.10)

Metody Geara naleza do grupy tzw. metod sztywnych (ang. stiff methods), co
oznacza, ze sa stabilne w przypadku, gdy w ztozonym systemie wystepuja state cza-
sowe o bardzo rézniacych si¢ wartosciach [23]. W celu obliczenia wartosci funkcji
y(k) w pierwszym kroku symulacji (k£ =2 ) na podstawie (1.10), nalezy zna¢ nie tyl-
ko warto$¢ poczatkowa »(0), ale rowniez wartos¢ posrednia y(1). To sprawia, ze
metody wielokrokowe nie sa ‘samostartujace’ 1 do rozpoczgcia obliczen stosuje sig
zazwyczaj algorytm jednokrokowy [41].

1.2.2. Dokladnos¢ i stabilno$¢ rozwiagzania
Do analizy doktadnosci i stabilnoSci rozwiazania réwnania rézniczkowego metoda

numeryczng mozna postuzy¢ si¢ wzorcowym rownaniem, ktorego rozwiazanie anali-
tyczne jest znane. Wybiera sig tu zazwyczaj rownanie o postaci [23]:

dy(®)
—==—Ay(t 1.11
v y(t) (1.11)
Doktadne rozwiazanie dane jest zaleznos$cia:
y(0)=ye” (1.12)

gdzie: y, = y(0) — warunek poczatkowy, 4 >0.
Stosujac w odniesieniu do (1.11) algorytmy (1.4)—(1.6), otrzymamy:

y(k)=(1-TA)y(k—1) — jawna metoda Eulera, (1.13)

_ y(k=1)
(1+74)

(k)

— niejawna metoda Eulera, (1.14)
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_(2-T2)

= k —1) —metoda t OW. 1.15
2+TA) ¥( ) —metoda trapezoéw (1.15)

y(k)

Aby oceni¢ bledy pojawiajace si¢ podczas jednego kroku catkowania (btedow lo-

kalnych), mozna poréwnac¢ te wielkosci z wynikiem doktadnym, ktéory w tym przy-
padku okreslony jest nastgpujaco:

Y (k)= y(k=De™ (1.16)
Btad lokalny okresla si¢ jako réznice:
A, (k) =y, (k) = y(k) (1.17)

ktora tatwo wyznaczy¢ dla konkretnych algorytmoéw. Na przyklad dla jawnej metody
Eulera rownanie (1.17) przyjmuje nastepujaca postac:

A, () =y(k—De ™ = A-TAyk-D=yk-Dle " —1+T4)  (118)

Po zapisaniu funkcji wyktadniczej w postaci szeregu Taylora otrzymujemy naste-
pujace oszacowanie biedu:

A, () =y(k-DT*2 =T % +..)=0T*) = 01" (1.19)

gdzie: p jest rzgdem metody (w danym przypadku p =1).

Blad globalny jest odchytka migdzy rozwigzaniem doktadnym i uzyskanym w wy-
niku stosowania okreslonej formuly przyblizonej, ktdora mierzona jest w pewnym
przedziale czasowym, zaczynajac od pierwszego kroku. W rozwazanym przypadku
rozwiazanie doktadne jest okreslone zalezno$cia:

Vak) =y, " (1.20)

natomiast rezultaty algorytméw numerycznych sa nastgpujace:

yk)=01-T. ﬂ)k Y, — jawna metoda Eulera, (1.21)
y(k) = (14_)/#),( —niejawna metoda Eulera, (1.22)
k
2-TA
y(k)= (EZ N Tl;j Yo— metoda trapezow. (1.23)

Widaé, ze w przypadku jawnej metody Eulera, ograniczona odpowiedz uzyskuje

si¢ dla |1—T ﬂ| <1, a wiec w celu zapewnienia stabilno$ci rozwiazania (niezaleznie od
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warto$ci btedu lokalnego) nalezy wybra¢ krok catkowania zgodnie z warunkiem:
T <2/A. W pozostaltych dwodch algorytmach stabilno$¢ numeryczna metody jest za-
chowana niezaleznie od wyboru dtugosci kroku catkowania.

Ilustracja przebiegu omoéwionych btgdoéw jest pokazana na rys. 1.2. Przyjgto: 4 =2
oraz y, =10 (rys 1.2a), T =0,98 (rys 1.2b). Wida¢, ze przy zatozonych warunkach

btad globalny jawnej metody Eulera wykazuje stabo ttumione oscylacje o duzej ampli-
tudzie, co wskazuje, ze algorytm jest bliski granicy stabilnosci. Pozostate dwie meto-
dy, nawet przy duzym kroku calkowania, daja stabilne rezultaty (chociaz z duzym
btedem lokalnym).

Powyzsza analiz¢ mozna rowniez powtdrzy¢ dla uktadéw rownan rézniczkowych.
Zapis skalarny nalezy wowczas odpowiednio zastapi¢ zapisem wektorowym. W po-
dobny sposob mozna okresli¢ doktadnos¢ i warunki stabilnosci innych metod catko-
wania numerycznego [1, 41, 113]. Przy wyborze odpowiedniej metody nalezy
uwzgledni¢ fakt, ze zazwyczaj algorytmy doktadniejsze (wyzszych rzedow) wykazuja
gorsze warunki stabilno$ci, co wymaga stosowania krdtszych krokow catkowania
w przypadku duzych wymuszen. Stosujac natomiast metody nizszych rzedow (a wiec
mniej skomplikowane obliczeniowo), mozna zapewni¢ wymagana doktadno$¢ wybie-
rajac odpowiednio krotki krok catkowania.

a) b)
A, A,
;
3 f s :
Ny 104y, .
2 i I R 'R
/ SHAf gy NN
1 / Pty N e
//1 0 ._\_’\!‘.'\ \I.‘/\/\I
0 __\J \\,T\,\’\I'\\II\II\I\I\I
S. f\, \:l (T \ | \I \
N _5t2 L AU U TR S (R
-1 s [ I T
2/\ i Vo
104 103 102 107! 100 1% 4 3 12 16 k 20
T,s

Rys. 1.2. Przebiegi blgdéw a) lokalnych oraz b) globalnych: 1 — metoda trapezow, 2 — niejawna
oraz 3 — jawna metoda Eulera

Dobrym rozwiazaniem tego dylematu jest stosowanie zmodyfikowanych algoryt-
méw o zmiennym kroku catkowania [7, 40], jednak wowczas znacznie wzrasta sto-
pien ztozonosci algorytmu. W praktycznych zastosowaniach metod catkowania nume-
rycznego do symulacji zjawisk elektromagnetycznych w sieciach (jak w przypadku
EMTP) stosuje si¢ dos¢ proste metody (Eulera lub trapezow) ze statym krokiem cat-
kowania [27, 28, 79].
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1.3. Modele cyfrowe liniowych elementow obwodu elektrycznego

1.3.1. Rezystancja

Rezystancja liniowa R, jako element obwodu elektrycznego, jest reprezentowana
w modelu matematycznym przez staty wspotczynnik, okreslajacy zalezno$¢ migdzy
napigciem i pradem. Odpowiednie relacje pozostaja niezmienne rowniez dla czasu
dyskretnego:

i(k) = %u(k) = Gu(k) (1.24)

1.3.2. Indukcyjnos$é

Ciagly model indukcyjnosci jest okre§lony znana zaleznoScia:

u(t) = L% (1.25)

Po prostym przeksztalceniu uzyskuje si¢ klasyczng posta¢ rownania rozniczkowe-
go: di(t)/dt =u(t)/ L. Model cyfrowy mozna otrzymaé stosujac ogodlny schemat nu-
merycznego rozwiazania tego rownania (1.3):

I I

1 . 1
i) =" j u(@)dr =it )+ Iu(r)dr (1.26)

Iy T

Poszczegolne modele cyfrowe indukcyjnosci uzyskuje si¢ przez zastosowanie roz-
nych metod catkowania w (1.26). Na przyktad stosujac niejawna metodg¢ prostokatéw
otrzymuje si¢ (¢, =Tk ):

i(k)=i(k—1) +%u(k) (1.27)

z warunkiem poczatkowym: i(0) =i, .
Zauwazmy, ze parametr 7 /L ma wymiar przewodnos$ci, zatem:

i(k) = Gu(k) +i(k—1). G =% (1.28)

Zastosowanie metody trapezow do (1.26) prowadzi do nastepujacego zwiazku:
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T
i(k) = i(k—1)+z(u(k—1)+u(k)) (1.29)

co, po uporzadkowaniu, daje nastgpujacy algorytm:
i(k) = Gu(k) +i(k — 1)+ Gu(k —1). G:% (1.30)

Mozna zauwazy¢, ze w trakcie obliczania warto$ci pradu w kolejnym kroku
(k=1,2,...), wszystkie sktadniki odnoszace si¢ do poprzednich krokéw sa zmienny-
mi niezaleznymi. Poniewaz w (1.30) maja one wymiar pradu, wigc mozna je rozpa-
trywac jako zrédta pradowe. W ten sposob algorytm ten przyjmuje nastepujaca forme:

i(k)=Guk)+ j(k—1), j(k—1)=i(k—1)+ Gu(k—1), G:% (1.31)

Na podstawie (1.28) i (1.31) mozna podaé ogdlny schemat zastgpczy numeryczne-
go modelu indukcyjnosci (rys. 1.3). Wartosci przewodnosci G oraz pradu j(k—1)

zaleza od wybranej metody rozwiazywania rownania (1.25), przez co mowi si¢ o mo-
delach stowarzyszonych odpowiednich elementéw elektrycznych [23, 110].

a) b) i(k)

[og

u(k) G @ (k1)

u(?) o

iy L

A

Rys. 1.3. Model cyfrowy indukcyjnosci: a) symbol oraz b) schemat zastgpczy

1.3.3. Pojemnosé¢

Zupehie podobnie wyprowadza si¢ model cyfrowy pojemnosci. Wychodzac ze znanej
zaleznosci pomigdzy pradem i napigciem:
du(r)

l(f)ZCT (1.32)

uzyskuje sie rownanie rézniczkowe: du(f)/df =i(t)/C. Wynik catkowania tego row-
nania mozna zapisa¢ nastepujaco (1.3):

4 f

u(t,) :%J-i(r)dfzu(tkl)_'_% I i(r)dz (1.33)

t(J tk—l
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Odpowiednio stowarzyszone modele cyfrowe pojemnosci uzyskuje si¢ za pomoca
roznych metod catkowania w (1.33). Na przyktad stosujac niejawna metod¢ prostoka-
tow otrzymuje sig (¢, =Tk ):

u(k) :u(k—1)+%i(k) (1.34)

z warunkiem poczatkowym: u(0) =1, .
Podobnie jak w (1.27), rownanie to mozna takze zapisa¢ w postaci pradowo-
przewodnosciowej’

C C
(k) =—u(k)——u(k-1
i(k) Tu( ) Tu( ) (1.35)
Parametr C/7T ma wymiar przewodnosci, a zatem:
i) = Gulk) + jik 1), jtk—1) = —Gu(k 1) | ng (1.36)

Mozna zauwazy¢ symetri¢ miedzy zalezno$ciami (1.28) i (1.36). W przypadku
modelu pojemnosci zrodto pradowe zwiazane z historig procesu ma znak ujemny.
Zastosowanie metody trapezow do (1.33) prowadzi do nastgpujacego zwiazku:

u(k) =u(k—1)+%(z‘(k—l)+i(k)) (1.37)

co, po przeksztatceniu wzgledem pradu, daje nastepujacy algorytm:

i(k)=Gu(k)+ j(k 1), jlk=1)=i(k—1)+Gu(k-1)), Gz% (1.38)

Podobne algorytmy mozna utworzy¢ dla innych metod rozwiazywania réwnan
roézniczkowych. Struktura modelu cyfrowego pojemnosci jest pokazana na rys. 1.4.

a) b) i(k)

[og

| o u(k) G Q)
u(r) o

Rys. 1.4. Model cyfrowy pojemnosci: a) symbol oraz b) schemat zastgpczy

W tabeli 1.1 podane sa parametry schematdéw zastepczych cyfrowych modeli in-
dukcyjnosci i pojemnosci dla niektdérych metod catkowania.

> Model pradowo-przewodno$ciowy (zwany tez schematem zastgpczym Nortona) jest
zwiazany z przyjeta dalej metoda potencjatéw wezlowych rozwiazywania rownan sieci.
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Tabela 1.1. Algorytmy cyfrowych modeli indukcyjnosci i pojemnosci

Metoda Model indukcyjnosci L Model pojemnosci C
calkowania
- Jke=1)=i(k-1) Jk=1)==Gu(k -1)
niejawna Eulera T C
rostokatow G=— G=—
(0 atow) 7 T
Jlk=1)y=i(k 1)+ Gu(k - 1) =1y =—(i(k 1)+ Gu(k - 1))
trapezow G- T G- 2C
2L T
1
Jk=1) =S @itk —ik=2)) | j(k-1)= —G[zu(k -1 +§u(k - 2)]
Geara Il rz¢du o1 sc
3L G=37
Ogolny algorytm numeryczny: i(k) = Gu(k)+ j(k—1)

1.3.4. Galezie zlozone

W sieciach elektrycznych galezie sa najczesciej utworzone z odpowiedniej kombinacji
elementow R, L, C. W programach do symulacji sieci powszechnie stosuje si¢ model
galezi RLC, ktéra odpowiada szeregowemu potaczeniu tych elementow. Zerowe war-
tosci poszczegolnych parametrow tego modelu decyduja o aktualnej konfiguracji ga-
l¢zi. Sposdb tworzenia zastgpczego modelu takiej galezi jest zilustrowany na rys. 1.5.
Modele poszczegbdlnych elementdéw sa przedstawione w formie pradowo-przewodno-
sciowej (rys. 1.5b), jak w powyzszej prezentacji, przy czym, dla wigkszej przejrzysto-
$ci, w oznaczeniach dodano indeksy, wskazujace na odpowiednie elementy gatgzi.

Redukcja schematu z rys. 1.5b do postaci ekwiwalentnej, jak na rys. 1.5¢c, moze
by¢ przeprowadzona na podstawie nast¢pujacego rdwnania napigciowego:

u(k) =, (k) + 1, () +u (k) (1.39)

przy czym poszczegélne napigcia sktadowe sa okre$lone przez odpowiednie rownania
modeli elementow R, L, C:

uR<k):GiRi<k)
(1.40)

| . 1. .
uL<k>=5L(z<k)—]L<k—1)), ”c(k)ZG—C(’(k)—Jc(k—l))
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A
i(7)
up(t) R
u(ty | 4 ® L u(k) Jk=1)
uC(t) - C

Rys. 1.5. Modele galezi RLC: a) schemat modelu ciagtego, b) modele cyfrowe elementow,
c¢) schemat zastegpczy

Po podstawieniu (1.40) do (1.39) i uporzadkowaniu otrzymamy réwnanie modelu
zastepczego (rys. 1.5¢):

i(k)=Gu(k)+ j(k—1) (1.41)
gdzie: dla metody trapezéw:
GG,G, B 2CT
GG, +G,G.+G,G. 4LC+2RCT +T*’

_ GrGej (k=) + GG, jc(k—1) =£jL(k—1)+£jc(k_1)a

Jk=1)
GoG, + GG +G,G, G, G,
przy czym:
1 T 2C
Gp=—, G ==, Go="".
L - S} A o

Widag, ze jesli galaz jest pozbawiona pojemnosci, to do powyzszych rownan nalezy
wstawi¢ C — oo, natomiast w celu pominigecia rezystancji lub indukcyjnosci nalezy
wsta-wi¢ zerowe wartosci tych parametrow, co jest zgodne z interpretacja fizyczna. Na
przy-ktad model gatezi RL jest okreslony rownaniem (1.41), gdzie (dla metody trape-
Z0W):
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R

T 2L 1-RG
- k- D=——Litk =D+ Gu(k=1) (1.42
2L+ RT Jk=l= 2L + RTJL( D +RGL( )+ Guk=1) (142)

1.3.5. Zrodla sterowane

Modele niektorych elementow elektronicznych, a takze obwodow sterowania, sa
przedstawione za pomoca schematow zastgpczych, w ktorych wystepuja zrodta stero-
wane. W ogolnym przypadku mozna wyr6zni¢ cztery rodzaje takich zrodet (rys. 1.6):

1) sterowane napigciem zrodlo pradowe o wartosci j = ku,, gdzie: u,, — napigcie wy-
stgpujace na wybranej parze zaciskow w obwodzie (napigcie sterujace), k, — wspot-
czynnik proporcjonalnosci (sterowania);

2) sterowane pradem zrodlo pradowe o wartosci j = ki, gdzie i,, — prad na wybranej
parze zaciskow w obwodzie (prad sterujacy);

3) sterowane pradem zrédto napigciowe o wartosci u = k,iy;

4) sterowane napigciem zrodto napigciowe o wartosci u = ku,.

a) i
o—_ X
u
X
e ——— o—
i ©)
u
X
o— o—

Rys. 1.6. Schematy zastepcze zrodet sterowanych: a) zrédto pradowe sterowane napigciem,
b) zrédto pradowe sterowane pradem, ¢) zrodto napigciowe sterowane pradem
oraz d) zrédto napigciowe sterowane napigciem

Modele zrodet sterowanych sa proste, natomiast ich uwzglednienie w rownaniach

sieci moze taczy¢ si¢ z pewnymi trudno$ciami. Zalezy to od przyjgtego sposobu zapi-
su rownan powiazan sieci: rownania gat¢ziowe lub oczkowe [23, 98, 114].

1.3.6. Linia dluga

W systemach elektroenergetycznych wystepuja zazwyczaj linie wielofazowe, jednak
model linii jednofazowej w uktadzie przewod—ziemia lub przewod—przewodd (bez
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uwzglednienia udziatu ziemi) jest waznym przypadkiem, ktéory moze by¢ rozszerzony
na lini¢ wielofazowa.

Przy rozwazaniu sposobu opisu zjawisk elektromagnetycznych w linii, ze szcze-
g0lna ostroscia stawiany jest problem wyboru modelu matematycznego: model o pa-
rametrach skupionych, czy roztozonych? Rozréznienie migdzy tymi dwiema katego-
riami modeli elektrycznych zalezy od relacji, jakie zachodza pomigdzy trzema
parametrami rozpatrywanego $srodowiska: przewodnos$cia wlasciwa y, przenikalnoScia
magnetyczng u oraz przenikalnoscia elektryczna &. W przypadku modeli elementow

obwodu skupionego zaktada sig, ze sposrod tych trzech wielkosci tylko jedna jest do-
minujaca, a pozostale mozna pominaé. W ten sposéb mamy do czynienia z rezystancja
(¢ =¢€=0), indukcyjnoscia (y =&=0) oraz pojemnoscia (y =g =0). Ponadto,
spelniony jest warunek stacjonarnosci lub quasi-stacjonarnosci pola elektromagne-
tycznego, co oznacza, ze w kazdym punkcie rozpatrywanego elementu parametry
zmiennego w czasie pola r6znia si¢ w pomijalnie matym zakresie.

W przypadku elementéw obwodu elektrycznego, z uwagi na warunki quasi-
stacjonarnosci pola [94], jedynie dtugo$¢ przewodnika jest istotna. W charakterze gra-
nicznej wartosci przyjmuje si¢ taka dtugos¢ przewodnika, na ktorej odktada si¢ ¥4 dhu-
gosci fali elektromagnetycznej zwiazanej z analizowanym zjawiskiem. Je$li zatem
rozpatrywany jest przebieg harmoniczny o czgstotliwosci f, to graniczna dtugosé
przewodnika, ktéry moze by¢ przedstawiony w postaci modelu o parametrach skupio-
nych, mozna oszacowac¢ nastepujaco [97]:

Py (1.43)

gr

i C
4

gdzie: ¢ — predkos¢ swiatla w prozni, A =% — dlugos¢ rozpatrywanej fali elektroma-

gnetyczne;.

Jesli zachodzi zwiazek [<<l,, to efekt zwiazany z dtugo$cia przewodnika mozna
pomina¢. W przeciwnym razie (/ = [,;) w rownaniach modelu danego elementu nalezy
uwzgledni¢ wzajemny wptyw pola magnetycznego i elektrycznego.

Na przyktad jesli w linii elektroenergetycznej analizowane sa przebiegi zwarciowe
o czgstotliwosci do 20. harmonicznej ( f'= 1000 Hz), to graniczna dtugos$¢ tej linii mo-
ze by¢ oszacowana jako /[, = c/(4f) 10°/(4-1000) = 75 km. W przypadku badania zja-
wisk wystepujacych podczas rozchodzenia si¢ fali elektromagnetycznej wywotanej
uderzeniem pioruna, nalezy rozpatrywac znacznie wigksze czg¢stotliwosci 1 juz kilku-
metrowe odcinki linii moga wymagaé zastosowania modelu o parametrach roztozo-
nych. Podobnie jest w przypadku obwodow telekomunikacyjnych.

Przy wyprowadzaniu rownan modelu linii dtugiej mozna skorzysta¢ ze schematu
zastgpczego fragmentu linii, reprezentowanego czwornikiem, jak na rys. 1.7. Umowna
dhugos¢ tego odcinka wynosi Ax . Zaklada sig, ze odcinek Ax jest na tyle maty, ze
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w odniesieniu do niego mozna stosowac zalezno$ci wlasciwe dla obwodu skupionego.
Bilans napig¢¢ w oczku i pradéw w wezle prowadzi do nastepujacych zaleznosci:
u(t) = RAx - i(x.0)+ L'Ax 2D s avp)
o (1.44)

+i(x+ Ax,t)

gdzie: R', L', G', C' oznaczaja, odpowiednio, jednostkowa (w odniesieniu do jed-
nostki dlugosci) rezystancje, indukcyjnosé, przewodnos¢ i pojemnos¢ linii.

ity RA - LAY Ay

u(x,1) = u(x+Ax,f)

O
x+Ax

=0

Rys. 1.7. Schemat odcinka linii dtugiej

Po podzieleniu obu rownan (1.44) przez Ax i przejsciu do granicy (Ax — 0)
otrzymamy znane rownania:

_ Ou(x,1) =R'i(x,t)+L’al(x’t)
N ] o (1.45)
_Gitxt) =Gu(x,t)+ C,—u(x,t)
Ox ot

Przy zatozeniu, ze linia jest jednorodna (parametry wzdtuz linii nie zmieniaja sig),
mozna te réwnania rozdzieli¢ wzgledem pradu i napigcia. Rozniczkujac réwnania
(1.45) wzgledem odlegtosci x otrzymamy (u =u(x,t), i =i(x,t)):

2 .2

o rGu-re Y

ox ot oxot

W ostatnim sktadniku mozna uwzgledni¢ wynik rézniczkowania drugiego réwna-
nia (1.45) wzgledem czasu, w wyniku czego, po uproszczeniu, uzyskuje si¢:

2 2
O RGu+(RC+ 6Ly e (1.46)

Ox ot ot
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Analogiczne przeksztatcenia drugiego rownania w (1.45) prowadza do nastgpujacej
zaleznosci dla pradu:

ai2 ! 1A ! ’ rr ai ! !aiz
—=R'Gi+(RC'+GL)—+L'C'"— (1.47)
ox ot ot

Sa to hiperboliczne (dla L'C’# 0) rownania rézniczkowe czastkowe drugiego rzedu,
znane jako rownania telegraficzne [65, 99].

a) Linia bezstratna

Bardzo waznym przypadkiem jest zatozenie, ze R'=0 oraz G'=0, co prowadzi do
rownan linii dlugiej bezstratnej:

a1,
2 2 2 =
ox~ v° Ot (1.48)
o 1t
ox* v ot

1
1Zy czym: v = .
przy czy NiXel

Ogolne rozwigzanie rownan typu (1.48) zostalo podane przez d’Alemberta [49,
65]. W warunkach brzegowych:

ou(x,t)
ax x=0

u(x,t)

o =0(0), =y()

rozwiazanie rOwnania napigciowego ma nastgpujaca postac:
1 Y ity
u(x,?) =E((o(t+x/v)+(o(t—x/v))+5 y(eda (1.49)
t—x/v

Zbiory punktéw (¢—x/v)=const. oraz (¢+ x/v)=const., zwane charakterysty-

kami powyzszego roéwnania, wyznaczajq trajektorie fal reprezentowanych przez funk-
cje o(x,t) (rys. 1.8). W linii bezstratnej fale te nie podlegaja tlumieniu, natomiast

zmieniaja faze. Charakterystyki odpowiadaja argumentom funkcji ¢(x,t) o stalej fa-
zie. Jesli granice linii oznaczy¢ przez x, (poczatek) i x, (koniec), to fala poruszajaca
sig¢ od poczatku linii po czasie 7, osiagnie punkt x, (rys. 1.8), przy czym zwigkszaja-
cej sig¢ odleglosci towarzyszy narastanie czasu tak, ze zalezno$¢ (¢ —x/v) = constans

jest zachowana. Podobny zwigzek mozna przesledzi¢ dla przypadku fali poruszajacej
si¢ w przeciwnym kierunku. Przedstawiona tu reprezentacja w literaturze nosi nazwe
metody charakterystyk [28, 36].



1.3. Modele cyfrowe liniowych elementow obwodu elektrycznego 27

Warunki brzegowe tego procesu mozna wyrazi¢ za pomoca napigcia i pradu na po-
czatku linii u,(¢), i,(¢). Uwzgledniajac pierwsze rownanie w (1.45) (linia bez strat,
R'=0), otrzymamy:

ou(0,t) 0i(0,1) di, (1)
) =u(0,t)=u,(t), w(t)= =—L' =L —7
o) =u(0,0) = u (1), w(1) ™ o &
Podstawienie tych zaleznosci do (1.49) daje nastgpujace rownanie:

t+x/v
u(x,?) =%(ul(t +x/v)+u, (t—x/v))—%ZfJ i) (1.50)
gdzie: Z, = ‘/% — impedancja falowa linii.

\
t+x/v=const. t—x/v=const.

-

xl xp xz X

Rys. 1.8. Charakterystyki rownan linii bezstratnej

Rownanie (1.50) dla konca linii (x=17), / — dlugos¢ linii, przybiera nastepujaca
postag:

1, (1) :%(ul(l +7) +u,(t —r))—%Zf(il(twL T)—i(t 1)) (1.51)

gdzie: 7 =1/v — czas propagacji fali wzdtuz linii.
Powtorzenie powyzszego wywodu dla rownania pradowego w (1.48) daje podobny
zwiazek dla pradu na koncu linii:

1 1
L(t)=——({,(t+ 1)+ (t = 7))+ —(u,(t + 7) —u,(t = 7)) (1.52)
2 2Z,
przy czym przyjeto, ze prad ten ma znak przeciwny do pradu i, (¢) (rys. 1.9).

Odejmujac stronami rownania (1.51) 1 (1.52), po uporzadkowaniu otrzymujemy
model linii dlugiej bezstratne;j:
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L) =G, () -G (t—7)—i(t—7) (1.53)

1
o
Hl‘
o

X

—_—

1
dzie G, =—.
8 Iz

L

- -

N

O— » 0N
<
|38

Rys. 1.9. Oznaczenie zmiennych w modelu linii

Przyjecie warunkow brzegowych dla dwoch punktow zwiazanych z koficami linii
daje w konsekwencji rozwiazanie tylko dla tych miegjsc, bez mozliwosci $ledzenia
przebiegu procesu wewnatrz linii. Jesli jednak linia jest fragmentem ztozonej sieci, to
mozna ograniczy¢ si¢ tylko do wielkosci wystepujacych na jej granicach, bez potrzeby
odtwarzania zjawisk dla dowolnej warto$ci zmiennej x. W takim przypadku, w roéw-
naniach charakterystyk wystepuja tylko dwie wartosci zmiennej x: x; = 0 (poczatek
linii) oraz x, = [ (koniec linii). Jak wida¢, to zatozenie prowadzi do bardzo prostych
rownan dyskretnego modelu linii dlugiej bezstratnej. Podejscie to jest znane jako me-
toda Bergerona [36, 49].

Roéwnanie (1.53) przedstawia model ciagty linii dtugiej bez strat, okreslajacy zalez-
no$¢ pomiegdzy pradami i napigciami na obu jej koncach. Model dyskretny otrzymamy
po uwzglednieniu okreslonej dtugosci kroku modelowania 7. Czas przejscia fali elek-
tromagnetycznej wzdtuz linii wyrazi si¢ wowczas liczba m krokow modelowania:

T 1

m=t -t 1.54
T T (1:59)

a rownanie (1.53) przyjmie posta¢ dyskretna:

i (k) = Gpu,y (k) = Gouy (k —m) —i,(k —m) (1.55)

Analogiczna zalezno$¢ mozna napisa¢ dla pradu na poczatku linii. Ostatecznie,

dyskretny model linii bez strat jest okreslony nastgpujacymi réwnaniami:
i(k) =G u(k)+ j,(k—m)

. . (1.56)
i, (k)= Gfuz(k) + jy (k—m)
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gdzie:
Jitk—m)=—-G u,(k—m)—i,(k—m)
' . ’ (1.57)
Jolk=m)==G u (k —m)—i,(k—m)
przy czym: m>0.

Przy mniej restrykcyjnym wyprowadzeniu powyzszego modelu zaklada sig, ze
rownania (1.48) opisuja proces rozchodzenia si¢ dwoch fal wzdtuz linii, ktére maja
przeciwne kierunki. Napigcie w dowolnym punkcie linii mozna woéwczas przedstawié
w postaci sumy tych fal:

u(x,t) =u,(x—vt)+u,(x+vt) (1.58)

z ktorych u,(x—vt) ma kierunek dodatni, a u,(x +vt) — kierunek ujemny, zgodnie

Z przyjetym zwrotem osi Ox.
Podobne réwnanie otrzymuje si¢ takze dla pradéw po podstawieniu (1.58) do
(1.48) 1 wykonaniu niezbednych przeksztatcen:

1
i(x,0) = Z—(ua(x—vt) —u, (x+v1)) (1.59)
;
Jesli fala u, pojawia si¢ w momencie ¢ —7 na poczatku linii (indeks 1 na rys. 1.9),

to osiaga ona koniec linii (indeks 2) w chwili #, co prowadzi do rownosci (linia bez-
stratna):
u,(—v(t—7))=u,(l-vt) (1.60)

Wielko$¢ u, moze by¢ wyrazona w postaci ogolnej przez wyeliminowanie z row-
nan (1.58) 1 (1.59) wielkos$ci u,. Po dodaniu obu stron tych réwnan i wykonaniu nie-
zbgdnych przeksztalcen otrzymuje sig:

u, (x—vt) = %(u(x,t) +Z,i(x,0)) (1.61)
Roéwnanie to dla obu koncdw linii moze by¢ zapisane nastepujaco:

(-t =)=~ oyt — )+ 2, iy~ )
21 (1.62)
u, (1=v1) = (0~ Z,i5(1)

(znak minus w drugim réwnaniu wynika z przyjetego kierunku pradu na koncu linii).
Po podstawieniu (1.62) do (1.60) otrzymamy:

(0 =)~ (=) =i (1= 7) (1.63)
f f

co jest rownowazne zaleznosci (1.53).
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Schemat zastgpczy linii zgodny z modelem (1.56) jest pokazany na rys. 1.10.

i, (k)

1
f Jjollem) ¥
() G, ® @ G, ()

ik) 2

j 1 (kfm)

Rys. 1.10. Schemat zastgpczy dyskretnego modelu linii dlugiej

Nalezy zauwazy¢, ze schematy zastepcze umieszczone na obu koncach linii maja
taka sama struktur¢ jak modele innych elementéw liniowych. Do okreslania zrodet
pradowych j,(k—m), j,(k—m) mozna wykorzysta¢ odpowiednie pamigci w reje-
strach przesuwnych o dlugos$ci m komorek.

b) Uwzglednienie rezystancji linii

Przy rozbudowie przedstawionego powyzej modelu linii dlugiej dazy si¢ do zachowa-
nia jego korzystnych cech wynikajacych z prostoty obliczen. W przypadku uwzgled-
nienia efektu tlumienia, zwigzanego z obecnoS$cia rezystancji, mozna wykorzystac¢
fakt, Zze udziat rezystancji w impedancji podtuznej linii jest niewielki, zatem wprowa-
dzane uproszczenia nie powinny w duzym stopniu wptywaé na wierno$¢ odtworzenia
analizowanego procesu.

W miejsce roztozonej wzdtuz linii rezystancji mozna przyja¢ model w postaci
dwodch rezystancji o parametrach skupionych, umieszczonych na obu koncach linii
(rys. 1.11a). W takim przypadku réwnania (1.56) i (1.57) odnosza si¢ do weziow 1,
2', przy czym:

()=, (0= 5 1,0
(1.64)

(0 =05 1K)

gdzie R=IR'.
Uwzglednienie powyzszych zaleznosci w (1.56) i (1.57) zmienia jedynie warto$¢
przewodnos$ci G, oraz sposéb obliczania historii procesu:

Ji(k —m) = =G juy (k —m)— i, (k —m)

. } (1.65)
Jo(k=m)==G u,(k—m)—hi(k—m)
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. 1 2Z,-R
gdzie: G, =———, hy=———.
© Z,+R/2 2Z,+R
a) L ik R2 1 2" R2 ik 2
o——>— }+—o—————o—  }—=—o0
u 1 (k) u '1 (k) u lz(k) uz (k)
o - — 0
b)
i,(k) R/A R/A R/A R/4 i(k)
lo—{—"}+——— — 1 — 2
~ o -
u, (k) u,(k)
o —_— 0

Rys. 1.11. Uwzglednienie rezystancji w modelu linii dtugiej

Doktadniejsze odwzorowanie roztozonej rezystancji daje dwukrotne zastosowanie
przedstawionego modelu. Dzigki temu, skupione rezystancje o wartosci jednej czwar-
tej catej rezystancji linii zostaja umieszczone na koncach i w §rodku linii (rys. 1.11b).
Po napisaniu rownan modelu (1.56) i (1.65) dla obu potéwek rozpatrywanej linii
wszystkie parametry odnoszace si¢ do srodkowego wezta mozna wyeliminowac [30].
Uzyskuje sig¢ w ten sposob nastgpujace roOwnania:

i(k)= Gful(k)+hfajl (k—m)—i—hﬂ,jz(k—m)

. . . (1.66)
i (k)= Gf”z (k) + hﬁsz (k—m)+ hfb]l (k—m)

1

R
dzie: h,=2.G,, h,=—G, oraz G, =———.
s A " Z,+R/4

W og6lnym przypadku réwnania modelu linii maja zatem nastgpujaca postac:
i, (k) Gf u, (k) hfb hfa Jo(k—m)

przy czym macierze G={G;}, h={h;} sa okreSlane w zaleznoSci od przyjetego sposo-
bu reprezentacji skupionej rezystancji (lub jej pominigcia).
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Linia jest bardzo waznym elementem ze wzgledu na odtworzenie zjawisk elektro-
magnetycznych w systemie elektroenergetycznym podczas stanow przejsciowych. Do
problemu modelowania linii wielofazowych powrécimy w rozdz. 4.

1.3.7. 'Wlasciwosci czestotliwosciowe modeli cyfrowych

Stosowanie metod numerycznych w modelowaniu cyfrowym taczy si¢ z zamiang cza-
su ciaglego na czas dyskretny. Powstaje zatem pytanie, jak dtugos¢ kroku modelowa-
nia wptywa na doktadno$¢ odtworzenia analizowanego procesu w modelu cyfrowym.
Dobrym narzedziem analizy jest w tym przypadku badanie stanu ustalonego dla wy-
branej czgstotliwosci wymuszen w sieci (analiza czgstotliwosciowa).

W stanie ustalonym ciagly model indukcyjnosci jest okreslony nastepujacym
zwigzkiem:

[=YU=Ye 2Ue (1.68)

gdzie: Y= 1/wL; podkreslenia oznaczaja, ze odpowiednie wielkosci sa zespolone (sa
to amplitudy zespolone).

Jest oczywiste, ze admitancja Y jest funkcja czgstotliwosci. Jesli w (1.68)
uwzgledni si¢ czas (odpowiednie wielko$ci zespolone reprezentuja wowczas obracaja-
ce sig¢ wektory), to otrzymamy nastgpujaca ogolna zaleznosé:

[( B . . B j[thrafg] _ j((oHa—Ej
jo,t)=Y(jo)U(jo,t)=YUe =le (1.69)
przy czym U(jw,t) =Ue' = U(cos ot + jsin a)t).

Rozpatrzmy teraz cyfrowy model indukcyjno$ci stowarzyszony z metoda trapezow
(1.31). W celu poréwnania go z przedstawionym modelem ciaglym zatézmy, ze wy-

muszenie napigeciowe w obu przypadkach jest jednakowe. Dla sktadowej rzeczywistej
otrzymamy zatem:

i (k)=Gu (k)+ j. (k—1) (1.70)

gdzie: G= % , Jk=1)=i (k-1)+Gu,(k-1), u,(k)=Ucos(wTk); przesunigcie

o0 jedng probke oznacza zmiang kata o warto$¢ wT.
Podobne réwnanie mozna napisa¢ rowniez dla sktadowej urojonej. Tworzac z obu
tych sktadowych odpowiednie wielkosci zespolone otrzymamy:

L,(k)=GU (k) +L,(k=1)+GU,(k-1)

4 . 1.71
=GU (k) +1,(k)e™ +GU ,(k)e " 470

gdzie indeks d wskazuje na posta¢ dyskretna.
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Po uporzadkowaniu uzyskujemy wyrazenie o strukturze, jak (1.69):

1+e7"
1,(k)= Gl_eﬁgd (k)y=Y,U,(k) (1.72)
gdzie po uproszczeniu:
of or
=T 1 1

Y, =2 2 12 (1.73)

2L 't &T t &TJ@L t a)iT

Jg ) g > g >

Mozna zauwazy¢, ze admitancja modelu dyskretnego istotnie r6zni si¢ od admitan-
cji modelu ciagltego. Wspolczynnik proporcjonalnosci jest funkcja czestotliwosci.
Przebieg tej funkcji dla zmian pulsacji @ od zera do wartosci @ =n /T jest pokazany
na rys. 1.12. Wida¢, ze jest to warto$§¢ graniczna, przy ktérej admitancja zastgpcza
modelu dyskretnego indukcyjnosci jest rowna zero.

f

Y
09~ , : |

0.8+ -
0,7+ -
0,6 - : : 1
0,5+ 1
0,4+ -
03+ : : 1
02+ -
0,1r 1

0 1 1 1 1
0 0,1 0,2 0,3 0,4 0,5 oT

2n

Rys. 1.12. Charakterystyka czgstotliwosciowa admitancji modelu cyfrowego indukcyjnosci

W teorii uktadoéw dyskretnych, punkt ten znany jest jako czestotliwo$¢é Nyquista
(Shannona) i zwiazany jest z twierdzeniem o probkowaniu [105]. Wynika z niego, ze
sygnal o czgstotliwos$ci f powinien by¢ probkowany przynajmniej dwa razy w okresie,
aby mozna byto poprawnie odtworzy¢ o nim informacjg. Z przebiegu charakterystyki
na rys. 1.12 wida¢ réwniez, ze w miarg wzrostu czgstotliwosci (w stosunku do zatozo-
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nego kroku modelowania 7) relacje migdzy admitancja modelu dyskretnego i ciagtego
pogarszaja si¢: admitancja modelu indukcyjnosci staje si¢ relatywnie mniejsza.

W podobny sposéb mozna analizowa¢ wlasciwosci czgstotliwo§ciowe modelu po-
jemnosci. Latwo pokazaé, ze w tym przypadku admitancja (przewodno$¢) modelu
wzrasta ze wzrostem wzglednej czgstotliwosci. Krzywa z rys. 1.12 odnosi si¢ tym ra-
zem do ilorazu impedancji modelu dyskretnego i ciagltego.

Wyptywa stad wniosek, ze w celu zapewnienia poprawnego odwzorowania w mo-
delu cyfrowym stanéw dynamicznych (ktoére charakteryzuja si¢ wystgpowaniem skta-
dowych o wysokich czegstotliwo$ciach) nalezy przyjmowac¢ odpowiednio maty krok
modelowania:

T<<L (1.74)

gdzie: f, — graniczna czgstotliwo$¢ w spodziewanym widmie sygnatow pradowych
lub napigciowych.

1.4. Metoda potencjalow wezlowych

Metoda potencjaléw weztowych jest bardzo czesto stosowana do formulowania réw-
nan sieciowych ze wzgledu na latwos¢ ich tworzenia na podstawie danych parame-
trow galezi oraz znane szybkie algorytmy rozwiazywania tych réwnan. Ponizej przed-
stawiona jest podstawowa metoda weztowa, ktorej zastosowanie jest ograniczone do
sieci o galeziach pradowo-przewodnosciowych, w ktérych moga takze wystepowac
sterowane napig¢ciem zrodla pradu. Jej rozszerzenie na gal¢zie napigciowe i sterowane
pradem zrodia pradowe jest znane pod nazwa zmodyfikowanej metody potencjatow
weztowych. Metoda zmodyfikowana ma zastosowanie do symulacji stanow przej-
sciowych w obwodach elektronicznych i nie bedzie tu omawiana [94, 114].

1.4.1. Tworzenie ré6wnan
Schemat zastgpczy gatezi akceptowalnej w metodzie potencjatow weztowych jest po-
kazana na rys. 1.13. Model tej gatezi jest okreslony nastgpujacym réwnaniem:

ia = Gaua +Gbaub +ja = Ga(uk _u1)+Gba(um _un)+ja (175)
gdzie u, jest napigciem sterujacym zrodtem pradowym o wspolczynniku sterowania
G,, , ktore znajduje si¢ w innej galgzi sieci. Nalezy zauwazy¢, ze zrodlo pradowe j,

moze odnosi¢ si¢ do pradu zwiazanego z historia w schemacie zastgpczym modelu ga-
Iezi lub by¢ niezaleznym zrédiem pradowym.
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Zalozmy, ze w rozpatrywanej sieci znajduje si¢ n, galezi oraz n, +1 weztow,
przy czym jeden z w¢ziow zostat wybrany jako wezel odniesienia. ROwnania o postaci
(1.75) zapisane dla wszystkich n, galgzi sieci mozna wyrazi¢ w nastgpujacym zapisie
macierzowym:

i,=G,A"u+j, (1.76)

gdzie:

£{oen,) jest macierza przewodno$ci gal¢ziowych zawierajaca przewodnosci

poszczegblnych gatgzi G, (na przekatnej) oraz ewentualne przewodnos$ci zro-
det sterowanych G,, (poza przekatna macierzy);

- Anwxng = {a;} jest macierza incydencji, ktorej elementy przyjmuja nastgpujace
wartosci: a; =1 —jesli galaz j ma potaczenie z weztem 7 oraz jest skierowana
od tego wezta, a; =—1 — jesli kierunek galezi jest przeciwny, a; =0 — jesli
galaz j nie ma polaczenia z weztem i

— u jest wektorem potencjatow w n, niezaleznych weztach sieci (wektorem
roéznicy napie¢ pomiedzy poszczegdlnymi weztami i wegzlem odniesienia);

j, Jest wektorem gatgziowych zrodet pradowych.

ua
G
ki /
° a)
o @jﬂ °
>
Gty

Rys. 1.13. Schemat zastgpczy galezi do tworzenia rownan potencjalow weztowych

Pomnozenie rdwnania (1.75) przez macierz incydencji A przeksztalca prady gate-
ziowe w prady weztowe. Jest oczywiste, ze suma pradow gateziowych w wezle jest
réowna zero (pierwsze prawo Kirchhoffa):

Ai, =0 (1.77)

oraz (na podstawie prawej strony (1.75)):

Gu=i (1.78)
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gdzie: G

wektorem pradow weztowych (elementy wektora i sg brane ze znakiem dodatnim,
jesli odpowiednie zrddlo jest skierowane do wezta).

Ze wzgledu na definicjg macierzy A, poszczegodlne elementy wektora i sg utwo-
rzone z sumy pradow gatezi skierowanych do danego wezta.

Roéwnanie (1.78) jest znane jako réwnanie potencjalow weztowych. Przy zadanej
macierzy G oraz znanych wymuszeniach pradowych, reprezentowanych przez wek-
tor i, rozwigzanie tego roéwnania dostarcza informacji o napigciach u pomigdzy we-
ztami niezaleznymi i weztem odniesienia. W celu utatwienia obliczen, w przypadku
symulacji stanow dynamicznych sieci, rownanie (1.78) jest w ré6zny sposob modyfi-
kowane. Dwie takie modyfikacje sa szczegdlnie wazne w sieciach elektroenergetycz-
nych:

— uwzglednienie zrodet napigciowych potaczonych z weztem odniesienia;

nyng =AG gAT Jest macierza przewodnosci weztowych, i, , =—Aj, jest

— ulatwienie kontynuowania obliczen w przypadku zmiany parametrow wybra-

nych gatezi.

Jesli w galezi wystepuje niezalezne zrodlo napigciowe potaczone szeregowo z im-
pedancja, to nalezy je przeksztatci¢ na zrodlo pradowe (zgodnie z twierdzeniem Nor-
tona). W modelach sieci elektroenergetycznych, w charakterze wezta odniesienia jest
najczesciej wybierana ziemia. W takim przypadku wszystkie zrodia napigcia potaczo-
ne z ziemia jednoznacznie okreslaja napigcia w weztach na koncach tych gatezi, a za-
tem wezly te nie sa juz niezalezne. Mozliwe jest wOwczas nastgpujace postgpowanie:
[28, 114]:

e Wybieramy zbior 4 weztow sieci (poza weztem odniesienia), w ktorych napig-

cia nie s okres$lone.

e  Wezly, w ktorych napigcia sa znane, utworza zbior B. Jest oczywiste, ze suma

obu zbioréw tworzy zbior wszystkich niezaleznych weztow sieci:
n,=n,+ng.

e  Wektor napi¢¢ weztowych u w (1.78) mozna przedstawi¢ nastepujaco:

u= {“—A} (1.79)

Uy

przy czym poszukiwany jest tylko wektor u, .

o Uwzgledniajac powyzsze, rownanie (1.78) mozna zapisaé w nastgpujacej po-

staci:
Gy Gy lug ip
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gdzie: G ,, jest macierza przewodnosci tej czg$ci sieci, w ktdrej nie ma we-

ztow graniczacych z gal¢ziami z napigciami zrédlowymi, G,, zawiera prze-

wodnosci wlasne i wzajemne wezlow o znanych napigciach, natomiast G ,,

oraz G ,, przedstawiajg macierze przewodno$ci wzajemnych obu tych zbiorow

weztow; wektor pradow wezlowych jest podzielony podobnie, jak wektor na-

pige.

e Nieznany wektor potencjaldow weztowych u, mozna wyznaczy¢ z rOwnania:

G, u,=i,-Gu, (1.81)

natomiast wektor pradow weztowych zbioru B moze by¢ okreslony na pod-
stawie dolnego roéwnania w (1.80):

i,=G,u,+Gu, (1.82)

Elementy wektora i, sa suma pradéw zrodlowych doplywajacych do odpowied-
nich weztéw zbioru B, z uwzglednieniem gatgzi utworzonych przez zrédla napigcio-
we.

Druga istotna sprawa w odniesieniu do symulacji sieci dynamicznych jest mozli-
woS$¢ tatwej zmiany konfiguracji sieci bez potrzeby kazdorazowego obliczania macie-
rzy parametrow G . Problem ten wystgpuje na przyktad przy zmianie polozenia wy-
lacznikéw. Wyltacznik moze by¢ reprezentowany za pomoca  galezi
przewodnosciowej, ktorej wartos¢ G, zalezy od polozenia wylacznika: G, =F, -

wylacznik zamknigty, G, =0 — wylacznik otwarty; £, — bardzo duza liczba rze-

czywista. Zatem, przy zmianie pozycji wylacznikéw struktura réwnania potencjatow

wezlowych nie zmienia si¢, natomiast zmianie ulegaja jedynie wartosci niektorych

elementéw macierzy G . Wygodnie jest w tym celu umieszcza¢ wezty przylegajace do

galezi z wylacznikami w dolnej czgsci macierzy G [28, 123].

Podany dalej przyktad ilustruje sposob tworzenia rownan potencjalow weztowych

w przypadku wystgpowania w sieci r6znych, oméwionych powyzej elementow, a tak-

ze linii dtugie;j.

Przyklad 1.1. Utworzy¢ réwnanie macierzowe potencjatéw weztowych dla sieci poka-
zanej na rys. 1.14. Przedstawia on fragment sieci 400 kV dla sktadowej
zgodne;.

Parametry systemu: £, =330kV, Z =0,5+j10Q, Z,=4700 +j2800 Q, Z,=415+j200 Q2.

Linia: R =0,0288 Q/km, L =1,0287 mH/km, C =11,232 nF/km, dtugo$¢ /=180 km.
Po uwzglednieniu modeli cyfrowych poszczegdlnych elementdow na rys. 1.14 otrzymujemy
schemat zastgpczy sieci jak na rys. 1.15.
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C s [ °J| linia |

Rys. 1.15. Model dyskretny sieci z rys. 1.14

Uzyskany schemat mozna jeszcze upro$ci¢ przez potaczenie rownolegtych galgzi przewodno-
sciowych i odpowiednich Zrédet pradowych. Przewodno$¢ Gy reprezentuje wylacznik, przyj-
mujac warto$¢ Gy = 10° S — w stanie zalaczenia oraz Gy = 10° S w stanie otwarcia.

W celu sformulowania rownan napi¢¢ weztowych dla tej sieci, w charakterze wezta odniesie-
nia wybieramy ziemig. Napigcie w wezle 1 jest okreSlone przez Zrodlo napigciowe e, (k).
Zgodnie z (1.79) wektor napie¢ weztowych jest zatem okre§lony nastgpujaco (zauwazmy, ze
numery wierszy odpowiednich macierzy nie pokrywaja si¢ z numerami wezlow w schemacie
sieci):

1, (k)
k
e P_} = O ey caym ) =e (0.
ug || uy(k)
u, (k)
Macierz przewodnosci:
G, +G, 0 0 0
G Gu|_ 0 G, +Gy -Gy, 0
Gy Gy - 0 -Gy Gy +Gy +Gy | =Gy
0 O - GZS GZS

oraz wektor pradéw weztowych:
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—Jptk=1)—j,,(k—m)
|:i_A:|: = Jju(k—m)
Jztk=1)=j, (k=1)
Iy = (k=1)

Wyrazenie w ostatnim wierszu tej macierzy okresla sumg pradow zrodtowych doptywajacych
do wezta 1.

Zauwazmy, ze w modelu linii dtugiej nie ma bezposredniego potaczenia migdzy obu koncami
linii, czego konsekwencja jest, w tym przypadku, zerowa warto§¢ przewodno$ci migdzy we-
ztami 3 1 4 w macierzy G ,, (W pierwszym wierszu i w pierwszej kolumnie tej macierzy wy-

1p

stepuje tylko element diagonalny).

W celu okreslenia warto$ci wymienionych parametrow nalezy przyja¢ odpowiednie modele
stowarzyszone oraz wielkos¢ kroku modelowania. Zaktadamy, ze catkowanie numeryczne od-
bywa si¢ zgodnie z formula trapezow, natomiast krok modelowania 7' =5-10"s. Elementy ma-
cierzy przewodnosci przyjmuja zatem nastgpujace wartosci:

_ T _ T B T

2L, +TR, 2L, +TR,,  ° 2L, +TR,

W modelu linii zaktada sig, Ze rezystancja rozproszona jest reprezentowana za pomoca dwoch
rezystancji skupionych. Zatem, zgodnie z (1.50) i (1.65):

1 ’
G =z, =[5 R-R".
' Z,+R/2 c’

Prady zrodtowe mozna okresli¢ na podstawie (1.42). Dla galgzi 1-2 otrzymamy:

G =1 =BG 1y 4 G (k- 1) -y (k- 1), G, =

1+RG, 1+RG, © 2L,
statych dwoch galgzi RL. Prady zrodlowe w modelu linii sa okres§lane zgodnie z (1.65):
Julk=m)==G u;(k —m)—hi;(k—m),
Jratk—=m)==G u,(k —m)—hi,(k —m),

Z1

i podobnie dla pozo-

2Z,—-R /

f Yall

przy czym: h, = ———, m=—~L'C".
2Z,+R T

Nalezy zauwazy¢, ze parametr m jest reprezentowany przez liczbg catkowita, wobec tego
warto$¢ uzyskang z powyzszego wyrazenia nalezy zaokragli¢ do najblizszej liczby catkowite;.
W danym przypadku otrzymujemy m = 12. W ten sposo6b model jest gotowy do symulacji.

Znaki pradéw w wektorze pradow zrodlowych i wynikaja z kierunkoéw przyjetych

w macierzy incydencji A (1.76). W tym wypadku prady skierowane do wezta sa bra-
ne ze znakiem dodatnim, a skierowane od wezta — ze znakiem ujemnym.
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1.4.2. Rozwigzywanie réwnan potencjalow weztowych

Podstawowe réwnanie metody potencjaldéw weztowych ma posta¢ jak w (1.78), w kto-
rym nalezy okresli¢ wektor nieznanych napi¢¢ u migdzy poszczegdlnymi weztami,
a weztem odniesienia. Jest to klasyczny problem z zakresu metod numerycznych alge-
bry liniowej, do rozwiazania ktérego mozna zastosowa¢ metodg eliminacji Gaussa
[66, 103, 113].

Ogodlna posta¢ algorytmu eliminacji Gaussa wywodzi si¢ ze znanej metody ‘recz-
nego’ rozwiazywania uktadu réwnan liniowych, w ktorej dazy si¢ do stopniowej eli-
minacji niewiadomych, tak ze w koncowym etapie pozostaje jedno réwnanie z jedna
niewiadoma. Po jej okresleniu mozna wyznaczy¢ kolejna niewiadoma, posuwajac sig
w kierunku odwrotnym do etapu redukcji liczby zmiennych. Przebieg obu tych etapow
w algorytmie Gaussa jest pokazany w nastgpnym przyktadzie.

Przyklad 1.2. Rozwiaza¢ podany uktad réwnan liniowych za pomoca metody eliminacji
Gaussa.

Macierz G oraz wektor prawej strony i w (1.78) sa nastepujace:

2 2 -1 =2 -5
2 -2 4 -1 2
G= , = .
1 1 4 1 6
-2 1 -2 1 10

Rozwiazanie jest wyznaczane w dwoch etapach.
e Etap I. Eliminacja zmiennych.

Ze wzgledu na formeg uzyskiwanej w tym etapie macierzy parametrow, jest on takze nazywany
procesem trojkatnego rozktadu macierzy. W poszczegoélnych krokach postgpowania nastgpuje
redukcja liczby niezerowych kolumn w kolejnych wierszach macierzy G.

Krok 1. Wiersz pierwszy macierzy nalezy pomnozy¢ kolejno przez wspodtczynnik
Wi =—-Gi/Gyy, k=2, 3, 4 i dodaé kolejno do k-tego wiersza tak, ze w pierwszej kolumnie ma-
cierzy wspolczynnikdéw, poza wierszem pierwszym, wystepuja zera. Operacje mnozenia i do-
dawania nalezy takze wykona¢ na wierszach wektora prawej strony rownania. Wspotczynniki
W,, nalezy przechowywac¢ do dalszego wykorzystania. Po wykonaniu tego kroku otrzymamy:

2 2 -1 -2 -5 |
0 -4 5 1 7

G-= L i= S W=[-1/2].
0 0 9/2 2 17/2
0 3 -3 -1 5

Krok 2. Operacje z Kroku 1 nalezy powtorzy¢, przy czym dziatania nalezy rozpocza¢ od dru-
giego wiersza macierzy uzyskanej w kroku 1. Mozna zauwazy¢, ze w tym przypadku odpo-
wiednie wspolczynniki przyjmuja wartosci Wi, =0, Wy =3/4. Po zakofczeniu obliczen
otrzymamy:
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2 2 -1 -2 -5

-1 0
0 -4 5 1 . 7

G= ,i= ,W=|-1/2 0
0 0 9/2 2 17/2

1 3/4
0 0 3/4 -1/4 41/4

Krok 3. Trzeci wiersz przeksztatconej macierzy nalezy pomnozy¢ przez W,, =—1/6 i dodac¢ do
wiersza czwartego, co redukuje element G, . Otrzymujemy zatem:
2 2 -1 -2 -5

-1 0 0
0 -4 5 1 7
G= ,i= JW=|-1/2 0 0
0 0 9/2 2 17/2
1 3/4 -1/6
0 0 0 -7/12 53/6

e Etap II. Odwrotne podstawianie.
W wyniku tych przeksztatcen uzyskaliSmy nast¢pujacy uktad rownan:

2 2 -1 2w, -5
0 -4 5 Wouy | |7
0 0 9/2 2 uy | [17/2]

0 0 0 -7/12 | u, 53/6

Wida¢, ze z ostatniego rownania (okreslonego przez ostatni wiersz) mozna bezposrednio uzy-
ska¢ jedno rozwiazanie:
u, =—106/7.

Po podstawieniu tego rozwiazania do trzeciego rownania otrzymujemy kolejna niewiadoma:

2(17 181
Uy =—| ——-2u, |[=—.
9(2 ) 21

Podobnie, z drugiego wiersza obliczamy:

-1 110
uy=—I\7-5u; —u, )=—.
2 4 ( 3 4 ) 21
Ostatnia poszukiwana zmienna jest okres§lana z pierwszego wiersza:

1 -130
u, =5(—5—2u2+u3+2u4)=T.

Wida¢, ze w rezultacie pierwszego etapu algorytmu Gaussa otrzymuje si¢ macierz trojkatna
gorna. Macierz wspotczynnikéw W ma forme trdjkatna dolng i moze by¢ przechowywana ja-
ko dopehienie macierzy G.

Operacje na macierzach, zwlaszcza gdy sa one wysokiego stopnia, wymagaja wy-
konania wielu dziatan numerycznych. Sprawno$¢ obliczeniowa réznych komputero-
wych programdw przeznaczonych do obliczen sieciowych w duzym stopniu zalezy od
sposobu formowania rownan i ich rozwiazywania. Projektant takiego systemu powi-
nien bra¢ po uwage nastgpujace czynniki:
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1. Pomimo ze w zapisie rozwiazania rownania (1.78) czgsto stosuje si¢ forme
u=G"i, to w praktyce poszukiwanie rozwiazania przez odwracanie macierzy
wspotczynnikow jest bardzo nieefektywne. Stosowanie ktorej$ z wersji algorytmu
Gaussa jest przynajmniej 3-krotnie mniej zlozone obliczeniowo (a przez to szyb-
sze).

2. Macierz wspotczynnikow w réwnaniu potencjatoéw weztowych jest macierza rzad-
ka (wigkszos¢ wspotczynnikéw ma warto$¢ zerowa). Nalezy wigc stosowac odpo-
wiednie algorytmy przeznaczone do tej klasy zadan [30, 66, 103, 117]. W ogdlnym
zarysie idea metod uzywanych w odniesieniu do macierzy rzadkich (ang. sparsity
matrices) polega na stosowaniu dodatkowego adresowania w stosunku do niezero-
wych elementow macierzy, tak aby wyeliminowa¢ dziatania na zerowych wspot-
czynnikach.

3. Jesli w modelu sieci wystgpuja modele linii dlugich, to jednolity uktad rownan zo-
staje podzielony na podsystemy, zwiazane z koncowymi weztami poszczegdlnych
linii (rys. 1.16). Jest to wynik tego, ze w modelu linii dtugiej, w danym kroku mo-
delowania, nie ma bezposredniego powiazania pomigdzy koncami linii. To powia-
zanie jest odwzorowane w postaci zrodet pradowych, ktére zmieniaja si¢ z odpo-
wiednim opdznieniem.

Rys. 1.16. Schemat sieci z liniami dtugimi

Dla przyktadu z rys. 1.16 struktura rownania potencjatow wezlowych jest nastepu-
jaca:

I
X9
III
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Widaé, Zze zagadnienie rozwiazania rownania mozna rozdzieli¢ na rozwiazanie
czterech niezaleznych réwnan (w danym kroku), zapewniajac jednoczesnie odtworze-
nie odpowiednich powiazan pomigdzy koncami linii.

Przedstawiony tu problem traci na waznosci, jesli stosowane sa metody macierzy
rzadkich [30].

4. W trakcie symulacji stanu przejsciowego znaczna cz¢$¢ macierzy przewodnosci G
nie zmienia si¢ — zmieniaja si¢ jedynie te elementy, ktore reprezentuja zmienne
w czasie parametry, jak na przyktad stan wyltacznikow’. Mozna zatem tak uksztat-
towa¢ macierz przewodnos$ci, aby podstawowa jej czgs$¢ byta sprowadzona do po-
staci trojkatnej przed rozpoczeciem symulacji [123]. W trakcie trwania symulacji
oblicza si¢ postac trojkatna jedynie tej czg¢$ci macierzy, ktora ulega zmianie. Zarys
odpowiedniego algorytmu jest prezentowany ponizej.

Zgodnie z powyzszymi uwagami i wczesniej prezentowanym algorytmem, prze-
twarzanie réwnania potencjatow weztowych odbywa si¢ zgodnie ze schematem przed-
stawionym na rys. 1.17. Jest tam pokazana struktura roéwnania potencjatdéw wezto-
wych utworzonego do symulacji stanéw przejsciowych.

W dolnej czgséci macierzy G4 umieszczone zostaty przewodnosci tych gatezi sieci,
ktore okreslone sa przez zmienne w czasie parametry (obszar 1). Przed rozpoczgciem
symulacji mozna sprowadzi¢ do postaci trojkatnej te¢ czgs¢ macierzy Gy, ktéra nie
zmienia si¢ w trakcie obliczen w kolejnych krokach symulacji (rys. 1.17b). Nalezy
réwniez zapamigta¢ zwigzany z tym przetwarzaniem zbior wspotczynnikow W;. Beda
one wykorzystane do obliczania nowych wartoéci prawej strony réwnania, uwzgled-
niajacych rozktad trojkatny macierzy Gy.

Mozna zauwazy¢, ze z prawej strony rownania wystepuja prady zrodlowe (ze zré-
det niezaleznych oraz tych, ktére wynikaja z przyjetej procedury catkowania — zwia-
zane z historia procesu) oraz te prady zroédtowe, ktore pochodza od zrodet napigcio-
wych up (poréwnaj z (1.81)). W ten sposob rownanie jest przygotowane do
rozpoczecia symulacji stanu przejSciowego, ktora sprowadza si¢ do rozwiazania roz-
patrywanego réwnania w kolejnych krokach czasowych. W kazdym kroku symulacji
nalezy wykona¢ nastgpujace operacje:

— okresli¢ aktualne wartos$ci przewodnos$ci, ktoére zmieniaja si¢ w czasie (w ko-
lejnych krokach symulacji) oraz wartosci pradow i napig¢ prawej strony row-
nania;

— dopehi¢ procedure rozktadu troéjkatnego macierzy G4y (rys. 1.17¢);

— odpowiednio do rozktadu trojkatnego (z wykorzystaniem wspotczynnikéw ma-
cierzy W) obliczy¢é nowe wartosci ekwiwalentnego wektora prawej strony
rownania;

> W sieciach nieliniowych zmieniaja si¢ takze te elementy macierzy G, ktore sa zalezne od
wartosci pradu lub napigcia. Problem ten jest rozwazany w nastgpnym rozdziale.
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— zgodnie z drugim etapem procedury Gaussa (odwrotne podstawianie), zaczyna-
jac od dolnego wiersza, obliczy¢ kolejne wartosci poszukiwanego wektora u , .

o 2)
G, G u, i
X =
Gy, Gy | Yz| ip
— — — b
1 G,
x| u,| = iA - GABX
W,
0
G,
x| u,| = iA - GABX
w

Rys. 1.17. Schemat przetwarzania rownania potencjatow weztowych

Sposob aktualizacji wektora pradow prawej strony rownania mozna przesledzi¢ na
podstawie przyktadu 1.2. Zalézmy, ze w rezultacie rozkladu trojkatnego utworzona
zostanie dolna trojkatna macierz wspotczynnikow W, a wyjsciowy wektor pradow
zrodlowych i zawiera wszystkie elementy prawej strony rownania, tacznie z historig
procesu i pradami w weztach o znanych napigciach, okreslonych przez zrédta napig-
ciowe:

il
Wai o)
W=|wy wy, , =1, (1.83)
_Wnl WnZ e Wn,n—l B _ln _
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G
przy czym: w, =——*% k=12, ..,1-1,1=2,3, ..., n.
Gkk
Nowe wartosci pradow sa okreslane zgodnie z procedura:

iy =w, i +i k=23, .,n,1=2,3 ..n (1.84)

przy warunkach poczatkowych: i =i , m=1,2, .., n, gdzien — rozmiar macierzy

przewodnosci G, .
W rezultacie stosowania procedury (1.84) ekwiwalentny wektor pradow zrddlo-
wych przyjmie nast¢pujaca postac:

DN .2 .3 -Nn
1—[11 i I ln]T,

gdzie gorny indeks wskazuje na liczbe kolejnych operacji w (1.84).

Teraz juz pozostaje tylko wykona¢ Il etap procedury Gaussa, tzn. odwrotne pod-
stawianie, w celu okreslenia warto$ci poszukiwanych napig¢ w weztach niezaleznych.
Ogdlny schemat obliczen jest nastgpujacy:

1 . -
un—k = G ln—k - ZGn—k,n—lun—l (185)
n—k,n—k I1=k—1
120

Nalezy podkresli¢, ze istnieje wiele odmian przedstawionego powyzej algorytmu
Gaussa, ktore uwzgledniaja specyficzne cechy macierzy wspotczynnikéw rownania
[66]. W roznych wersjach programu EMTP stosowane sa rozne odmiany tego algo-
rytmu, a takze r6zne sposoby reprezentacji elementéw o zmiennych w czasie parame-
trach. Istotny jest przy tym sposob przedstawiania wylacznikow. Mozna zauwazy¢, ze
omoOwiona metoda, w ktorej wytacznik jest przedstawiany przewodno$cia o warto$ci
zaleznej od stanu wylacznika, moze prowadzi¢ do probleméw numerycznych przy
rozwiazywaniu rownania, gdy warto$¢ elementu lezacego na przekatnej jest bliska ze-
ru (woéwczas, macierz moze by¢ osobliwa).

1.4.3. Algorytm symulacji

Szczegdlowy algorytm symulacji stanu przejsciowego z wykorzystaniem specjalizo-
wanego programu komputerowego zalezy od sposobu rozwiazania wielu szczegoto-
wych problemow numerycznych i organizacyjnych. Jego ogolna struktura jest poka-
zana na rys. 1.18. Ogdlnie, proces symulacji przebiega w nastgpujacych etapach:

— przygotowanie danych,

— przeprowadzenie obliczen,

— rejestracja wynikow.
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Algorytm ten jest podstawa realizacji wielu réznych wersji programéw do symula-
cji elektromagnetycznych standéw przejsciowych.

Czytanie danych
Ustalenie warunkow poczatkowych

Formowanie macierzy G
Okreslenie gornej czgsci macierzy trojkatnej

v

(]

Zmiana potozenia wylacznikow?

Takl

Nie Okreslenie dolnej czgsci macierzy

trojkatnej G

Okreslenie warto$ci wektora pradow
zroédtowych: zrodha niezalezne i historia
Obliczenie napig¢ weztowych: odwrotne

podstawianie wg procedury Gaussa

Okreslenie wielkosci wyjsciowych *( Zbior wyjsciowy <

Tak

>t ?

max *

Rys. 1.18. Schemat algorytmu obliczania stanu przejsciowego
wedlug metody potencjatéw weztowych

Roéznig si¢ one jednak niekiedy istotnymi szczegotami, ktore decyduja zarowno
o ich efektywnosci obliczeniowej, jak i o stabilno$ci w krytycznych warunkach. Sytu-
acje takie moga si¢ pojawi¢ na przyklad po zmianie polozenia wytacznikow lub w ra-
zie wystapienia bardzo duzych réznic w statych czasowych w analizowane;j sieci. Na-
stepny przykltad ilustruje przebieg obliczen okreslonych przez ten algorytm.

Przyklad 1.3. Przeprowadzi¢ symulacj¢ stanu przejsciowego w sieci omowionej
w przyktadzie 1.1. Zalozy¢, ze w stanie poczatkowym (¢ < 0) wszystkie
napigcia i prady w sieci sa rowne zero.
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Podobnie jak w przyktadzie 1.1, krok modelowania 7=5-10"s. Schemat sieci jest pokazany
na rys. 1.14, natomiast rys. 1.15 przedstawia odpowiadajacy jej model. Wylacznik W jest za-
mknigty (G = 10°S). Symulacja rozpoczyna si¢ (¢ = 0) od zataczenia napigcia zasilania E.
Proces symulacji stanu przejsciowego w rozpatrywanej sieci polega na rozwiazywaniu rownan
(1.81) 1 (1.82) w kolejnych krokach modelowania. Algorytm ten nalezy uzupehi¢ o okreslanie
nowych wymuszen pradowych i napigcia ey(k) w kolejnych krokach.

Wybrane przebiegi pradow i napie¢ w rozpatrywanej sieci podczas zataczenia zrodta napig-
ciowego sa pokazane na rys. 1.19.

a)

Uy, kV-
400 -

200 —

—200 —

~400 -

~600 ; ; ; ; ; ; ; ; ;
A

iLl’
1000 -

500

-500 -

—1000 -

S S S EH SR S
0,00 0,02 0,04 0,06 0,08 t,s

Rys. 1.19. Przebiegi a) napigcia i b) pradu na poczatku linii

Mozna zauwazy¢ intensywny stan przejsciowy zwiazany z tadowaniem linii przesylowej
w pierwszym okresie przebiegu. Okres wystepujacych oscylacji pokrywa si¢ z czasem przej-
Scia fali elektromagnetycznej wzdhuz linii w obu kierunkach. Wolne zanikanie oscylacji jest
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takze wynikiem duzej wrazliwosci zastosowanej metody catkowania (metoda trapezow) na
gwattowne wymuszenia w postaci odbitych fal pradowych i napigciowych. Problem oscylacji
numerycznych jest analizowany w dalszej cz¢$ci rozdziatu.

1.4.4. OKkres$lanie warunkow poczatkowych

Do rozpoczgcia symulacji zgodnie z przedstawionym algorytmem niezbedna jest zna-
jomos¢ warunkow poczatkowych w postaci odpowiednich wartosci napie¢ i pradow
w odniesieniu do gatezi LC, a takze linii dlugich. Poniewaz omawiane tu programy ma-
ja zastosowanie do symulacji stanow przejsciowych, glownie w sieciach pradu prze-
miennego, wigc zada si¢ zazwyczaj, aby warunki poczatkowe odnosity si¢ do stanu
ustalonego przy wymuszeniach sinusoidalnych w sieci przed rozpoczgciem obliczen.

W takiej sytuacji stan ustalony jest okreSlany dla modelu zespolonego sieci
z uwzglednieniem potozenia wyltacznikow przed rozpoczeciem symulacji. Pewna
trudno$¢ moga przedstawia¢ elementy nieliniowe, przez co w wielu przypadkach ten
etap obliczen jest prowadzony przy zalozeniu liniowosci sieci (elementy nieliniowe sa
odpowiednio linearyzowane) [30].

Roéwnania linii dlugich, ktére w programie do analizy stanu przej$ciowego sa
przedstawiane w postaci modeli o parametrach roztozonych, nalezy rowniez przed-
stawi¢ w postaci zalezno$ci odpowiadajacych warunkom pracy linii dtugiej w stanie
ustalonym. Stosujac metode potencjatoéw weztowych, wygodnie jest przedstawi¢ odci-
nek takiej linii w postaci czwornika IT (rys. 1.20).

Rys. 1.20. Schemat zastepczy linii dtugiej dla stanu ustalonego

Parametry tego schematu sa okreslane na podstawie danych jednostkowych linii
[11,22,30]:

Y, :Zl,gdzie: Z, =1(R'+ij')Si“}}7l, y=J(R"+joLYG +jaC’) (1.86)
=
vl
ly =£(G’+ja)C’)& (1.87)
2—1’[’ 2 LI ’
2

gdzie / — dlugos¢ linii. Wielkos$¢ zespolona y jest nazywana stata propagacji linii.
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Roéwnanie stanu ustalonego fragmentu sieci ograniczonej do czwoérnika pokazane-
go na rys. 1.20 ma nastepujaca postaé:

1
Y, +EZI’1’ -Y, U, L,
N e (1.88)
_XL XL +E}_/pp =2 =2

Wielkosci lezace na przekatnej macierzy parametrow mozna uprosci¢ do nastgpujacej
postaci:

XL+%ZW=XLCOSQ/I (1.89)

Przedstawione réwnania przyjmuja znane zaleznosci w warunkach granicznych.
Na przyktad dla linii bezstratnej (R’ = G' =0) otrzymujemy:

ol
1ol 2L JrC
sinfo/I'C') 1, _joc g(z )
a)l\/L'C, 2—pp 2 %l [L/C/

Z, =jall (1.90)

Natomiast w przypadku krotkiej linii wielkosci zwiazane z funkcjami trygonome-
trycznymi (sinhx/x, tghx/x, sinx/x, tgx/x, x = 0) przyjmuja warto$ci bliskie
jednosci i wowcezas linia moze by¢ traktowana jak element skupiony:

1

=——,Y =G+joC 1.91
=L R+J0)L =pp J ( )

przy czym R =I[R' i podobnie dla pozostatych parametrow.

Przy obliczaniu warunkow poczatkowych w sieci zazwyczaj przyjmuje sig, ze
wymuszenia niezalezne majq postac zrodel napigciowych lub pradowych. Dzigki temu
algorytm rozwiazywania sieci reprezentowanej przez rownania zespolone jest podob-
ny do przedstawionego powyzej dla modelu z wielko$ciami rzeczywistymi.

Przejscie pomigdzy przestrzenia zespolona rozwiazania i przestrzenia liczb rze-
czywistych w programie do symulacji stanu przejsciowego odbywa si¢ na zasadzie
konwencji: do dalszych obliczen mozna wzia¢ zardwno czgs¢ rzeczywista, jak i czgs¢
urojong wyniku rozwigzania. W przypadku wybrania czgéci rzeczywistej, zrodta har-
monicznych przebiegéw pradu lub napigcia podczas symulacji powinny by¢ zwiazane
z funkcja kosinus (cze$¢ rzeczywista zespolonej funkcji e’ ). Nastepny przyktad pre-
zentuje sposob okreslania danych poczatkowych do obliczania stanu przej$ciowego.

jor
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Przyklad 14. Przeprowadzi¢ symulacj¢ stanu przejsciowego w sieci omowionej
w przyktadzie 1.1. Symulacja rozpoczyna si¢ w warunkach stanu ustalo-
nego, po czym w czasie £, = 0,02 s nastgpuje zwarcie na koncu linii przez
rezystor o wartosci R, = 1 Q. Okresli¢ warunki stanu ustalonego przed
rozpoczgciem symulacji.

Schemat uktadu jest pokazany na rys. 1.21. Parametry ukfadu sa takie jak w przyktadzie 1.1,
przy czym, w tym przypadku, wylacznik W inicjuje zwarcie.

E

: Z | linia |
W

1 R

z

IN

Z

Rys. 1.21. Schemat sieci z modelem zwarcia na koncu linii

W celu zapisania réwnan potencjatow wegztowych dla stanu ustalonego linia zostaje przedsta-
wiona w postaci czwornika, jak powyzej. Odpowiedni schemat jest pokazany na rys. 1.22.
Admitancja Y, =1/Z,+Y , /2, natomiast admitancja w wezle 3 reprezentuje wszystkie ele-

menty przytaczone do tego wezta: ¥, =1/Z,+Y /2+1/R,, przy czym zwarcie mozna mo-
delowa¢ przez zmiang rezystancji R, (nie ma to znaczenia przy obliczaniu stanu ustalonego,

jesli ¢, = 0). Réwnanie potencjatow weztowych dla tego przypadku jest nastgpujace:

Zs +Xa +XL _XL _Zs gz 0
~Y,  Y,+Y, 0 |U,|=|0 (1.92)
_Z.v 0 Zs E il

Jest to zatem rownanie zespolone, przy czym ogolny algorytm obliczen jest taki sam, jak
w przypadku réwnan rzeczywistych.

I~
I~

Rys. 1.22. Schemat sieci do okreslenia rownan potencjatow weztowych
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Ostatnie réwnanie odnosi si¢ do wezta 1, w ktorym znane jest napigeie E, zatem tylko dwa
pierwsze rownania sg niezalezne. Po przeksztatceniu analogicznym do (1.81), otrzymamy:

_}_/s + Za + }_/L - ZL :|{gzj| [O:| |:_ Zs :||'E]

L - ZL Zb + XL gs 0 0 .

W pierwszym kroku algorytmu Gaussa otrzymamy macierz trojkatng gorna:

_Zs +Xa +XL _ZL U ZsE
0 @s_'_za Yb+ZL)+ZbZL |:_2:|= YY E .
Z.y +Xu +XL

=3

Stad juz bezposrednio, w rezultacie odwrotnego podstawiania, otrzymujemy:

- YY,E v WevVE
=y v,y )y, T (VY Y, Y )Y,

Prad I, =I,, mozna okresli¢ z trzeciego rownania w (1.92): I, =1,, :XS(E—QZ).

Podobnie prady w gateziach okre$lonych przez impedancje Z, i Z,:
1,=U,/2,1,=U,lZ,.

Mozna réwniez zauwazy¢, ze: I,, =—I_, (wylacznik jest otwarty), natomiast prad plynacy
w linii od strony wezta 2: I,, =1, —1, (jest to suma pradu wzdtuznego i poprzecznego linii).
Zaktadajac, ze do dalszej symulacji brane sa czgsci rzeczywiste rozwiazania, nalezy teraz okre-
$li¢ wartosci poczatkowe pradéw i napie¢ w modelach indukcyjnosci, pojemnosci oraz obu
koncow linii diugiej (w tym ostatnim przypadku, wielkosci poczatkowe odnosza si¢ do catej
historii, zapisanej w rejestrach j,, j, o dlugosci m (1.65)).

Przyjmuje sig, ze pierwszy krok obliczen stanu przejsciowego odnosi si¢ do czasu ¢, =0
(k= 0), zatem wszystkie zmienne poczatkowe odnoszace si¢ do poprzedniego kroku (¢, =-T")
odpowiadaja w przestrzeni zespolonej wektorom obréconym o kat Aa=—aT, co jest rowno-

wazne pomnozeniu przez liczbe e ", T'— okres modelowania. Otrzymujemy zatem:

iy (=) = Re{llze*j”}, u,(=1)= Re{(E ~U, k™" };

RN e

i (=1 = Re{lzze*i“’T}, u;(=1) = Re{Q;efjwr}.

W celu obliczenia historii procesu w modelu linii j (1), j,(-2), ..., j,(—m) nalezy okresli¢
warto$ci pradéw i napie¢ w odpowiednich chwilach poprzedzajacych pierwszy krok symulacji:
iy (=) = Re{£32e’jl“’T}, uy(<1) = Re{QSe’ﬂ‘“T}, I=1.2, m

i podobnie dla drugiego konca linii.

Korzystajac z obliczonych danych mozna rozpocza¢ symulacj¢ stanu przej$sciowego od ustalo-
nego stanu poczatkowego. Obliczenia sa prowadzone zgodnie z rbwnaniami przedstawionymi
w przyktadzie 1.1 z odpowiednia modyfikacja wynikajaca z obecno$ci modelu zwarcia z rezy-
stancja R.. Uzyskane przebiegi napigcia i pradu sa pokazane na rys. 1.23.
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Rys. 1.23. Przebiegi: a) napigcia oraz b) pradu na poczatku linii przy zwarciu na jej koncu

Przed wystapieniem zwarcia sie¢ pracuje w stanie ustalonym, co mozna obserwowac¢ w postaci
regularnej sinusoidalnej fali napigcia i pradu. Po zainicjowaniu zwarcia widoczne sa intensyw-
ne zaklocenia, szczegdlnie w przebiegu napigcia. Zwarcie nastapito poza szczytem ustalonego
przebiegu napigciowego, co daje w efekcie zanikajaca sktadowa stala w przebiegu pradu zwar-
ciowego.

Nalezy zauwazy¢, ze w przypadku modelu linii o parametrach roztozonych, ustalo-
ny stan poczatkowy dostarcza informacji o historii przebiegu, zapisanej w m kolejnych
komorkach rejestrow j, i j, modelu linii.

Jesli wymuszenia w sieci nie sa przebiegami harmonicznymi, to okreslenie stanu
poczatkowego staje si¢ klopotliwe i zazwyczaj nie sa w tym celu stosowane jakies$
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ogolne procedury. W przypadku obwoddéw pradu statego generalna zasada jest ‘oszu-
kiwanie’ programu przez podstawienie w miejsce zrodet o statej wartosci, ich odpo-
wiednikéw o przebiegu harmonicznym o bardzo matej czestotliwosci. Na przyktad
zrodlo napigeia statego U, moze by¢ reprezentowane do obliczenia stanu poczatko-
wego W sieci przez zrédto napiecia sinusoidalnego U, cos(wt +¢), przy czym: ¢ =0,
w=10"s"

Dzigki temu, do obliczenia stanu ustalonego mozna korzysta¢ z ogélnej procedury
rozwigzywania obwodu za pomoca rachunku zespolonego. Przyjeta niska czgstotli-
wos¢ przebiegu i zwiazane z tym przesunigcia katowe nie wprowadzaja istotnych od-
chylen od rzeczywistego obrazu rozptywu pradéw w sieci pradu statego.

1.5.  Stabilno$¢ modeli cyfrowych

Omawiany tu algorytm symulacji elektromagnetycznych standw przejsciowych moze
by¢ uznany za uzyteczny, jesli uzyskane wyniki w zadowalajacy sposob przyblizaja
obraz rzeczywistych zjawisk. Sa dwa gtowne zrodla btedow, ktore powoduja, ze to
przyblizenie moze si¢ okaza¢ niezadowalajace:

— pominigcie w modelu istotnych elementow rzeczywistej sieci,

— zastosowanie metod numerycznych nieadekwatnych do obliczania analizowa-

nego zjawiska.

Problemy moga si¢ ujawni¢ jedynie w wybranych zastosowaniach. Na przyktad
idealizowany model wylacznika, reprezentowanego przez dwie skrajne warto$ci
przewodnosci (w zaleznos$ci od jego potozenia), moze by¢ z powodzeniem stosowany
do przypadkow, gdy przerywany przezen prad jest niewielki. Z pewnoscia jednak taki
model nie jest odpowiedni do sytuacji, gdy przerywany prad ma istotne znaczenie dla
odwzorowania zalezno$ci energetycznych w analizowanym obwodzie. Podobnie rzecz
si¢ ma ze stosowaniem metod numerycznych, ktére moga by¢ niestabilne w niekto-
rych obszarach zastosowan.

Pojecie stabilnosci numerycznej taczy si¢ z odpornoscia algorytmu na nieuchronne
btedy w reprezentacji liczb i zaokraglen wynikoéw operacji arytmetycznych. Jesli blg-
dy te powoduja powstawanie kolejnych, narastajacych btedow, to algorytm jest nie-
stabilny numerycznie. W istocie, oba wymienione zrodta btedow sa w praktyce nie-
rozdzielne. Pokazuje to przytoczona dalej analiza zrédet bledow modelowania
cyfrowego i sposoby ich unikania.

1.5.1. Numeryczne oscylacje podczas symulacji stanu przejSciowego

Nastepny przyktad jest klasyczng ilustracja niestabilno$ci modelu cyfrowego sieci
elektryczne;j.



54 1. Dyskretne liniowe modele sieci elektrycznej

Przyklad 1.5. Przeprowadzi¢ symulacjg stanu przej$ciowego w podanej sieci (rys. 1.24).
Wylacznik W otwiera si¢ w czasie ¢, = 0,012 s. Modele stowarzyszone

przyja¢ wedlug metody trapezow.

c

1

LR L i W h
[O u(t) R, ]

Rys. 1.24. Schemat sieci elektrycznej do badania stabilno$ci numerycznej modelu

Parametry sieci: R;=1 Q, L; =100 mH, R,= 1000 Q, C=4,7 uF, £ =100 cos(1007{) V.
Przebieg pradu pltynacego przez wytacznik W — prad i(k) oraz spadek napigcia na indukcyjno-
sci L, — u(k) sa pokazane narys. 1.25.

a) b)
i(k), A u(k), V-
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0,00 (5) e
-0,05
-0,10 \ / 2 =
, -10
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0,20 et 20 S S N
0 4 8 12 16 20 0 4 8 12 16 20
t, ms t, ms

Rys. 1.25. Przebiegi: a) pradu i b) napigcia podczas symulacji stanu przejsciowego
w analizowanej sieci

Wida¢, ze po przerwaniu obwodu, zgodnie z przewidywaniem, prad przyjmuje warto$¢ zero-
wa, natomiast napigcie nieoczekiwanie zaczyna zmienia¢ si¢ oscylacyjnie. Oscylacje te nie za-
nikaja z uplywem czasu. Amplituda oscylacji zalezy od warto$ci pradu w momencie przerwa-
nia obwodu — w przedstawionym przypadku jest ona stosunkowo niewielka, gdyz prad
w chwili wyltaczenia byl réwny zero.

Blizsza analiza obserwowanych oscylacji napigcia wskazuje, ze maja one stala amplitude,
a znak napigcia zmienia si¢ w kazdym kroku modelowania (rys. 1.26).

Zrédlo prezentowanych oscylacji jest, na pierwszy rzut oka, oczywiste: energia zgromadzona
w indukcyjnosci nie ma uj$cia po otwarciu wylacznika. Jest to zatem rezultat blgdu zwiazanego
z budowa modelu — jest on nieadekwatny do analizowanej sytuacji, gdyz nie odzwierciedla
w pehi zachodzacych zjawisk fizycznych. Tak jest w istocie, jednak podobne zjawiska moga
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réwniez wystapi¢ w mniej oczywistych sytuacjach, gdy skokowo zmieniaja si¢ parametry ana-
lizowanego uktadu lub niektore wymuszenia w sieci. Model zbyt czuly na takie zmiany z pew-
noscia nie bedzie wiernie odwzorowywat rzeczywistych zjawisk.

u(k), V

0 L

S o, L[| ]
. | [ AR
s \\II\ [
= W

I\

i

A

10 M

Rys. 1.26. Przebieg oscylacji napigcia

W celu numerycznej analizy oscylacji opisanych w przyktadzie 1.5 ograniczmy
rozwazania do elementu RL z lewej strony wylacznika na rys. 1.24. W przypadku sto-
sowania metody trapezOw napigcie na tym elemencie mozna okresli¢ na podstawie
(1.41):

u(k)= 1+§GL i(k)—l_GRGL k=) —u(k-1) (1.93)

L L

W sytuacji, gdy po otwarciu wylacznika w kolejnych dwoch krokach prad przyj-
muje warto$¢ zerowq (i(k) =i(k—1)=0), otrzymujemy u(k)=—-u(k—-1), co jest wla-
$nie obserwowane jako niegasnace oscylacje.

Jest wiele sposoboéw uniknigcia omawianych oscylacji. Dazy si¢ do tego, aby nie
tylko zlikwidowa¢ niettumione oscylacje, ale takze zapewni¢ ‘rozsadne’ ich zanikanie.
Sposoby te, w istocie, sprowadzaja si¢ do doboru odpowiedniej metody catkowania.
Niektore z nich omowione sa dale;.

1.5.2. Tlumienie oscylacji za pomoca dodatkowej rezystancji

Najbardziej oczywistym sposobem rozwiazania przedstawionego powyzej problemu
oscylacji numerycznych jest odtworzenie w modelu rzeczywistych warunkéw, ktore
powoduja ich powstanie, a wigc odwzorowanie nieliniowych zaleznosci zachodzacych
podczas przelaczen w sieci (najczesciej mamy wowczas do czynienia z tukiem elek-
trycznym). Jest to postulat idealistyczny, gdyz tylko przyblizone jego spetnienie wy-
magatoby znacznej, czgsto nieuzasadnionej przeznaczeniem symulacji, rozbudowy
modelu. Ponadto, zdobycie cho¢by przyblizonych parametréw takiego modelu nie
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zawsze jest tatwe. Nalezy wigc poszukiwaé prostszych rozwiazan. W literaturze an-
glojezycznej stosowany jest w tym kontek$cie termin ‘zastosowanie krytycznego thu-
mienia’ (ang. critical damping adjustment — CDA) [75, 82].

W miejsce realistycznego modelu tuku (lub ogolnie, nieliniowej rezystancji) mozna
rozwazy¢ wprowadzenie do obwodu statej rezystancji. Analizujac schemat na rys.
1.24 mozna oczekiwac¢ powstania przepiec (ktore objawiaja si¢ w postaci niekontro-
lowanych oscylacji) w dwoch miejscach: bezposrednio na zaciskach wytacznika
W oraz na indukcyjnos$ci L. Z pewnoscia bocznikowanie jednego z tych elementow
przez odpowiednio dobrang rezystancj¢ doprowadzi do ttumienia oscylacji. Wybor in-
dukcyjnosci jest bardziej uniwersalny, gdyz zrdédta omawianych oscylacji moga wy-
stapi¢ takze poza wylacznikami [30, 79].

Rozpatrzmy zatem przypadek, gdy w miejsce idealnej indukcyjnosci stosowany
jest element z rownolegle dotaczona rezystancja R (rys. 1.27).

a) I b) i(k)
i(?) — YT

= ¢ Q)i

u(?)

A
[}

Rys. 1.27. Model cyfrowy gatgzi rownolegltej RL: a) schemat zastgpczy oraz b) model

Na podstawie (1.29) otrzymujemy:

i(k) =2—TL (se(le) + (e — 1))+ ik —1) +% (u(ke)—u(k—1)) (1.94)
Po uporzadkowaniu uzyskuje si¢ parametry modelu cyfrowego:
i(k)=Gu(k)+ j(k-1) (1.95)
TR+2L TR -2L

gdzie: G = , jk=1)=i(k-1)+ u(k-1).

2LR
Do analizy oscylacji napigcia wygodnie jest rozpatrywac posta¢ napigciowa tego
réwnania:

u(k) :é(i(k) —i(k—1))-au(k 1) (1.96)
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Wspotezynnik «, stojacy przy wielkosci u(k —1), jest odpowiedzialny za thumie-
nie drgan oscylacyjnych. W przypadku gdy brak jest opornika ( R = o), przyjmuje on
warto$¢ « =1. Wspdtczynnik ten maleje wraz ze zmniejszaniem warto$ci rownolegtej
rezystancji. Jak wida¢, wazna jest przy tym relacja pomigedzy R i 2L/T . Na rysunku
1.28 pokazane sa przebiegi napigcia na indukcyjnosci L, z przyktadu 1.5, po zmianie
modelu indukcyjnosci, dla R =10(2L/T) oraz R=2(2L/T). Odpowiada to warto-
sciom wspoélczynnika thumienia, odpowiednio, o= 0,818 oraz « =0,333. Wida¢, ze
wraz ze zmniejszaniem si¢ wspotczynnika o, a wigc i rezystancji rownoleglej R, oscy-
lacje sa thumione intensywniej.

a) b)
u(k)1;/ l u(k), Z—\
| 2 )
o LA S
Y S
A o |
10 ol |
-15 V -10 '
12,0 13,0 14,0 t,ms 12,0 13,0 14,0 t, ms

Rys. 1.28. Oscylacje napigcia przy roznych wspotczynnikach ttumienia: a) o= 0,818
oraz b) o= 0,333

Podobne rozwazania mozna przeprowadzi¢ w odniesieniu do oscylacji pradu pty-
nacego przez kondensator w przypadku gwattownego zaniku napigcia. Szybka zmiana
napigcia nie moze by¢ kompensowana w formule modelu cyfrowego, ktora staje sig
nieadekwatna do tej sytuacji. W celu ztagodzenia warunkéw prowadzacych do szyb-
kiej zmiany napigcia na kondensatorze mozna w szereg z nim umiesci¢ rezystor.

Wynikajacy stad model jest pokazany na rys. 1.29. Odpowiednie zaleznosci mozna
uzyskac¢ na podstawie (1.37), po uwzglednieniu rezystancji:

i(k) :%(u(k) —Ri(k))—i(k —1) —%(u(k—l) —Ri(k -1)) (1.97)
Po uporzadkowaniu otrzymamy:
i(k) = Glu(k) —u(k =1)) - ai(k -1 (1.98)
T _
. 2C 2C
gdzie: G=———, a=42=——.
T +2RC T e
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a) b) k)
C R o -
° u(k) G

u(t) @ JO=T)
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Rys. 1.29. Model cyfrowy gatgzi szeregowej RC: a) schemat zastgpczy oraz b) model

Wida¢, ze tym razem dla @ =1 (R =0) wystapia oscylacje pradu (jesli w obwo-
dzie nastapi zatamanie napigcia na kondensatorze: u(k) = u(k—1) = 0).

Nalezy sobie zdawac¢ sprawe z tego, ze wprowadzenie takich zmian w obwodzie,
majacych na celu poprawienie przebiegu stanu przejsciowego, zmienia jednoczesnie
jego wilasciwosci, w tym parametry stanu ustalonego. Mozna to analizowa¢ na pod-
stawie charakterystyk czestotliwo§ciowych. Na przyklad powtarzajac rozwazania
z p. 1.3.7 w odniesieniu do (1.96), otrzymamy:

l+ae "
L,(k)= ngd (k)y=Y,U,(k)

(1.99)
przy czym: G oraz — jak w (1.96).

Podobnie jak w (1.73), badamy relacj¢ Y ,/Y, przy czym Y =—j/wl jest admi-
tancja modelu ciagltego. Na rysunku 1.30 sa pokazane przebiegi amplitudy i fazy ba-
danej relacji dla kilku wartosci wspoélczynnika . Wida¢, ze w miar¢ zmniejszania
wspotczynnika ¢, a zatem réwniez rezystancji dotaczonej rownolegle do indukcyjno-
$ci, zmienia si¢ charakterystyka fazowa i amplitudowa modelu. Analogiczne zalezno-
$ci wystgpuja rowniez w skorygowanym modelu pojemnosci.

a) b)
¥, arg(Lﬂ
Y|l 4 | r)
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Rys. 1.30. Charakterystyki czgstotliwo$ciowe: a) amplitudy oraz b) fazy relacji ¥, /Y ;

l-a=1,2-a=0,818,3-a=0,333,4—a=0



1.5. Stabilnosé modeli cyfrowych 59

1.5.3. Tlumienie oscylacji przez zmian¢ metody catkowania

Przeprowadzona w poprzednim podrozdziale analiza pokazuje, ze przyczyna niepoza-
danych oscylacji w przebiegach stanu przejsciowego ma swoje zrodto w sposobie nu-
merycznej aproksymacji zaleznosci z modelu ciagtego, szczego6lnie pochodnej pradu
lub napigcia. Naturg tych oscylacji mozna dostrzec, rozpatrujac na przyktad rézne cy-
frowe modele stowarzyszone indukcyjnosci (tabela 1.1):

u(k) = %(i(k) —i(k —1)) — niejawna metoda Eulera,
2L . : .
u(k)= ?(z(k) —i(k—1))—u(k —1) — metoda trapezow,
u(k) = %(3;’(1{) —4i(k —1)+i(k —2)) — metoda Geara II rzedu.

Na rysunku 1.31 pokazane sa przebiegi napigcia na indukcyjnosci w sieci rozpa-
trywanej w przyktadzie 1.5 w przypadku stosowania metody niejawnej Eulera oraz
metody Geara II rzedu (odpowiedni przebieg dla metody trapezéw jest pokazany na
rys. 1.26).

u(k), V
4 -
2 -

2o 125 130 135 140 145 1,ms

Rys. 1.31. Przebieg napigcia na indukcyjnosci z przyktadu 1.5; 1 — metoda niejawna Eulera,
2 — metoda Geara Il rzedu

Widaé, ze zastosowanie obu metod: Eulera i Geara daje szybkie ttumienie stanu
przejsciowego. W przypadku metody Eulera stan przejSciowy trwa tylko jeden okres
modelowania (jest to wtasnie ttumienie krytyczne). Wydaje si¢ zatem, ze w celu unik-
nigcia oscylacji podczas rozwazanych stanow przejsciowych, nalezy stosowa¢ modele
stowarzyszone elementow oparte na metodzie Eulera lub metodzie Geara. Porownujac
powyzsze formuty dla modelu indukcyjnosci, tatwo to uzasadni¢: w formutach nie-
jawnych Eulera i Geara, po prawej stronie roéwnan, nie wystepuja sktadniki zwiazane
z obliczanym napigciem (w modelu pojemnosci bedzie to dotyczy¢ pradu).
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W opisanej powyze] metodzie tlumienie oscylacji uzyskuje si¢ przez dodanie
wspotczynnika « stojacego przy u(k—1) (1.96). Mozna zauwazy¢, ze dla a = 0, metoda
trapezow (z uwzglednieniem dodanego opornika) przechodzi w niejawna metode Eu-
lera. Zmiana metody catkowania ma zatem w tym wypadku fizykalne uzasadnienie.

Jednak w przypadku stosowania stalego kroku catkowania, metoda trapezow ma
istotne zalety: jest doktadna przy stosunkowo niewielkich kosztach zwiazanych z licz-
ba operacji matematycznych i wymagana pamigcia [30, 79]. Aby jednak uniknaé
oscylacji podczas przetaczen w sieci lub przy gwattownych zmianach parametrow,
stosuje si¢ kombinacje metody trapezéw z niejawna metoda Eulera. Praktyczny algo-
rytm sprowadza si¢ do dwdch nastepujacych krokow [75]:

— jesli w danym kroku w sieci nie wystgpuje zmiana parametrow (przetaczenia,

zmiana charakterystyki elementow o zmiennych w czasie parametrach) — sto-
sowana jest standardowa metoda trapezéw ze stalym krokiem o dtugosci T7;

— w przeciwnym razie — wykonywane sa dwa kolejne kroki modelowania wedtug
metody niejawnej Eulera z krokiem 77/2.

Mozna zauwazy¢, ze przyjecie w metodzie Eulera poldwkowego kroku nie prowa-
dzi do zmiany przewodno$ci zastgpczej w modelach elementdéw sieci, a zatem macierz
przewodno$ci w metodzie potencjalow weztowych nie zmienia sig. To jest istotna ko-
rzy$¢ powyzszego algorytmu. Po wykonaniu dwoch krokéow wedlug metody Eulera
nastepuje powrdt do metody trapezow, az do kolejnej zmiany parametréw sieci. Dzig-
ki zmniejszeniu kroku w metodzie Eulera, zachowana jest rowniez wysoka doktad-
no$¢ modelowania. Ten sposob eliminacji pasozytniczych oscylacji jest stosowany
w wielu programach EMTP [28, 30].

Podobne wlasciwosci maja takze inne metody catkowania, projektowane szczegdl-
nie z mys$la o zastosowaniu w odniesieniu do tzw. sztywnych systemow. Sa to przede
wszystkim metody Geara i niejawne metody Rungego—Kutty (R-K)*, ktore odznacza-
ja sig¢ duza stabilnoscia [23, 113]. Sposrdd tych ostatnich zachecajacy jest 2-stopniowy
algorytm R—K II rzedu. W literaturze anglojezycznej jest on oznaczany akronimem:
2S-DIRK (ang. 2-stage diagonally implicite Runge—Kutta) [1]. Numeryczne przybli-
zenie rozwiazania rownania (1.1) w k-tym kroku jest okreslane za pomoca nastepuja-
cego 2-stopniowego algorytmu [92]:

1. Fky = y(k D)+ T1 (7, 5(k)) (1.100)
aproksymacja: y(k —1)=ay(k 1)+ py(k) (1.101)
2. y(k)=5(k=1)+Tf(t,, y(k)) (1.102)

* Nalezy zauwazy¢, ze powszechnie sa stosowane jawne metody R-K, ktére nie maja wy-
maganych tu wlasciwosci w odniesieniu do uktadéw sztywnych, np. metoda R—K IV rzgdu
[7, 40, 113].
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gdzie zmienne oznaczone tylda sa wielkosciami pomocniczymi, odnoszacymi si¢ do
punktu posredniego w czasie, pomigdzy # | i #:

- ~ & 1
L=t +T, T=(l+—}T (1.103)
04

a=—A2,a+p=1.

Mozna zauwazy¢, ze w obu stopniach algorytmu jest realizowana niejawna metoda
Eulera z poczatkowymi punktami w y(k—1) i y(k—1), odpowiednio, z krokiem
T= (1—\5 /2)T. Latwo wigc wyznaczy¢ odpowiednie zalezno$ci modelu skojarzone-
go dla indukcyjnosci 1 pojemnosci.

W przypadku modelu indukcyjnosci rownanie (1.25) mozna zapisa¢ w postaci
di(#)/dt =u(r)/ L, co prowadzi do nastgpujacego algorytmu numerycznego:

1. T(k):%ﬁ(k)ﬂ(k—l) (1.104)
aproksymacja: 7 (k—1) = —\/Ei(k -+ (1 + \/5)7(16) (1.105)

T ~
2. l(k)=zu(k)+l(k—1) (1.106)

Poroéwnujac powyzsze zaleznosci ze skojarzonym modelem indukcyjno$ci wg nie-
jawnej metody Eulera (tabela 1.1) wida¢, ze w tym przypadku, w kazdym kroku mo-
delowania, nalezy wykona¢ dwa razy procedur¢ catkowania i dodatkowo obliczy¢
aproksymowana warto$¢ pradu. Schemat zastepczy modelu indukcyjno$ci nie ulega
zmianie (rys. 1.3), natomiast parametry modelu maja nast¢pujace wartosci:

G= [1 —%}% , Jjlk=1)=i(k—-1)— w modelu pierwszego stopnia, (1.107)

G= (1 —g]% , jlk=1)=7(k—1)— w modelu drugiego stopnia. (1.108)

Wida¢, ze w obu przypadkach przewodno$¢ zastgpcza modelu indukcyjnosci jest
taka sama, zatem w obu stopniach rozwazanego algorytmu jest stosowana ta sama
macierz przewodnosci sieci (w przypadku sieci liniowej 1 niezaleznej od czasu).

Powyzsze rozwazania mozna powtdrzy¢ w odniesieniu do modelu pojemnosci.
Otrzymamy nast¢pujacy algorytm:
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1. 7(1{):%5(@—%@:(1{—1) (1.109)
aproksymacja: u(k—1)=—/2 u(k—1)+(1+\/5)b7(k) (1.110)
2. i(k)=%u(k)—%b7(k—l) (1.111)

Parametry schematu zastgpczego modelu pojemnosci przyjmuja nastgpujace warto-
Sci:

G= L, j(k—1)=—-Gu(k—1)— w modelu pierwszego stopnia, (1.112)
1-—|T
2
C . ~ . .
G=————, jlk—1)=-Gu(k—-1)— w modelu drugiego stopnia. (1.113)

Gl
2

Wiasciwosci przedstawionego algorytmu ilustruje nastepny przyktad.

Przyklad 1.6. Przeprowadzi¢ symulacje stanu przejsciowego w podanej sieci (rys. 1.32)
po zmianie stanu napigcia zasilajacego. Przyjmuje si¢ zerowe warunki
poczatkowe. Parametry sieci: C =10 pF, R =200 Q, amplituda skoku na-
pigcia £ =200 V, skok napigcia nastgpuje w chwili = 0,001 s. Krok mo-
delowania 7=2E—4s. Modele stowarzyszone przyja¢ wedlug metody
trapezOw, niejawnej metody prostokatow oraz wedlug algorytmu 2S-
DIRK.

i(7)
i(?) (1)
C —1— R

Rys. 1.32. Schemat rozpatrywanej sieci elektrycznej

ET

Poniewaz napigcie na kondensatorze jest narzucone przez zrodlo, wige algorytm (1.109) —
(1.111) mozna upros$ci¢ do jednego kroku:

io(k)=G.E(k)- G, (— 2E(-1)+(1+2)E, (k)),
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gdzie napigcie E, (k) odpowiada wielkosci # (k) w (1.110) i jest okre$lone dla czasu ¢, , +T ;

G- ¢

2

Zaktadajac, ze pomigdzy probkami, wyznaczonymi przez krok k&, napigcie wymuszajace zmie-
nia si¢ liniowo, otrzymamy:

E, (k)=E(k-1)+ [1 —gj(ls(k) —E(k-1)),

co jest istotne tylko w przedziale zwiazanym ze zmiana warto$ci napig¢cia wymuszajacego.
Prad w galezi zasilajacej jest suma pradu kondensatora i opornika:

. . . . E(k)

i(k)=i-(k)+iz (k)= lC(k)+T .

Przebiegi tego pradu dla kilku algorytmow catkowania sa pokazane na rys. 1.33. Widac, ze al-

gorytm 2S-DIRK, podobnie jak niejawna metoda Eulera, ma tlumienie krytyczne.

i(k), A
18
12

>~
N4
e
-

-

e AN

-

-6 \

_ [ \
12 / \
-18
24
0 0,4 0,8 1,2 1,6 £, ms

Rys. 1.33. Przebiegi pradu dla roznych algorytméw: 1 — metoda 2S-DIRK
oraz niejawna Eulera; 2 — metoda trapezow; 3 — metoda trapezé6w z dodana rezystancja, o = 0,5

Aby oceni¢ doktadnos$¢ rozpatrywanych metod, mozna przeprowadzi¢ symulacj¢ stanu przej-
$ciowego w sieci przedstawionej na rys. 1.34.

W tym prostym obwodzie, przy wymuszeniu w postaci skokowo zmieniajacego si¢ napigcia E,
stan przejsciowy pradu jest okre§lony za pomoca nast¢pujacego rownania:

di(?)

dr

Jesli wymuszenie ma postac¢ skoku jednostkowego o amplitudzie E, to rozwiazanie powyzsze-
go rownania daje nastgpujacy przebieg pradu:

i(t) 2%(1_“[}

—%i(l) +%E(t) .
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ity R

E T L

Rys. 1.34. Schemat sieci do analizy doktadno$ci wybranych metod catkowania

Symulacj¢ stanu przej$ciowego metodami: 2S-DIRK, trapezéw oraz niejawnej metody Eulera
przeprowadzono dla nastgpujacych parametrow: R =10 Q, L = 0,1 H, amplituda zrodta napig-
cia £=1000 V. Krok symulacji 7= 1,0 ms. Wyniki sa pokazane na rys. 1.35.

Przejrzysta ocena doktadnosci poszczegdlnych metod jest widoczna na rysunku 1.35b. Widaé,
ze doktadno$¢ metod: 2S DIRK oraz trapezow jest niemal taka sama. Bezposrednio po wymu-
szeniu, w stanie przejsciowym btedy metody prostokatow sa dwa razy wigksze.

a) b)
i(k), A i(k), A

80

60

40

20

|
|
|
‘ l
| |
-2 I I
0 0,02 0,04 0,06 0,08 1,s 0 0,02 0,04 0,06 0,08 ¢,s

k’

Rys. 1.35. Wyniki symulacji stanu przejsciowego w rozpatrywanym obwodzie:

a) przebieg pradu oraz b) odchytki od wartosci doktadnej: 1 — metoda 2S-DIRK,
2 — metoda trapezow, 3 — niejawna metoda prostokatow

Podsumowujac wnioski plynace z tego przyktadu wida¢, ze metoda 2S-DIRK taczy
w sobie zalety obu wczesniej prezentowanych algorytmow: dobrze thumi pasozytnicze
oscylacje (jak metoda prostokatow) oraz zapewnia dobra doktadnos$¢ (jak metoda tra-
pezéw). Ponadto, algorytm ten nie wymaga §ledzenia wystgpowania duzych zaklocen,
ktore moga wywolac pasozytnicze oscylacje — jak w przypadku kombinowanej meto-
dy trapezéw z metoda prostokatéw. Niestety, algorytm 2S-DIRK jest niemal dwa razy
bardziej ztozony obliczeniowo od prostego algorytmu niejawnej metody prostokatow.
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1.5.4. Metoda dopasowania transmitancji

Przedstawione w poprzednim podrozdziale metody ttumienia oscylacji sa zwiazane ze
stosowaniem réznych technik numerycznego rozwiazywania réwnan rézniczkowych.
Inne podejscie polega na numerycznym odwzorowaniu transmitancji rozpatrywanego
elementu obwodu elektrycznego (ang. root-matching technique) [123, 124, 125]. Moz-
na to pokaza¢ na przyktadzie uktadu szeregowo potaczonych elementow R, L (rys.
1.36a), ktory ma swoj odpowiednik w postaci schematu blokowego jak na rys. 1.36b.

a) b)
i(t) R L U(s) 1 1(s)
— — » K |—»
) u(?) +K_ ST

Rys. 1.36. Gataz RL: a) schemat zastgpczy oraz b) jego ekwiwalent w przestrzeni s

Stosujac do opisu wskazanego obwodu transformacj¢ Laplace’a, otrzymamy:
U(s)=(R+sL)I(s) (1.114)

Zaktadajac, ze wymuszeniem jest napigcie, otrzymamy nastgpujaca postaé transmi-
tancji:

1
I R K
H(s)=16) _ RL - (1.115)
U(s) 1452 l+s7
Jest ona bezposrednio zwigzana z rOwnaniem rézniczkowym:
u(t)=Ri(t)+L—dz1(:) (1.116)

z ktérego mozna wyznaczy¢ zmienng i(¢) przy znanym wymuszeniu u(¢) . Idea rozpa-
trywanej metody polega na takim przejsciu do czasu dyskretnego, aby stosowne za-
lezno$ci wyprowadzi¢ na podstawie transmitancji (1.115), a nie réwnania (1.116), jak
to sig¢ dzieje w klasycznym przypadku stosowania metod numerycznych. Algorytm
projektowania odpowiedniej metody numerycznej sktada si¢ z nastgpujacych krokoéw
[123, 124]:

1. Okresli¢ transmitancje H(s) analizowanego elementu (jak powyzej).
2. Dokona¢ przeksztalcenia transmitancji uktadu ciagltego H(s) do transmitancji

uktadu dyskretnego H(z) za pomoca podstawienia: z=e'’ , w odniesieniu do
wszystkich zer i biegunéw transmitancji.
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3. Przeskalowa¢ uzyskana transmitancje H(z), aby odpowiedzi w stanie ustalonym
uktadu ciaglego i dyskretnego byly takie same: £ {h(t)},ﬂw= Z {h(k)} oo

4. Na podstawie transmitancji H(z) napisa¢ odpowiednie rownanie dyskretne, wia-
zace wymuszenie 1 odpowiedz w analizowanym elemencie.

Stosowane w kroku 2 odwzorowanie ptaszczyzny s w plaszczyzng z przypomina
podobne przeksztatcenie stosowane w projektowaniu filtrow cyfrowych (tzw. metoda
niezmiennos$ci charakterystyki impulsowej) [105]. W wyniku jej stosowania, bieguny
1 zera transmitancji H(s) zostaja odwzorowane w transmitancji H(z) zgodnie z relacja:

z, =¢e" (1.117)

gdzie i — numery odpowiednich zer i biegundw.

Wynik tego przeksztalcenia mozna nazwaé transformata Z dopasowana (ang. ma-
tched Z transform [58]). W ogblnym przypadku, dla danej transmitancji uktadu cia-
glego:

_ (=855 =8.5)- (5 —5.)
H(S)_(S—Spl)(S—sz)...(S—SpN) (1.118)

otrzymamy transmitancj¢ uktadu dyskretnego w nastgpujacej formie [124]:

D(z- e’ )z - e’ )z - eS”’T)

(z— e’ )z - e’ )z — es””T)

H,(z)= (1.119)

Stala D powinna by¢ okreslona z warunkéw stanu ustalonego, aby odpowiedzi
obu uktadéw (ciaglego i dyskretnego) byly takie same (w odniesieniu do amplitudy).

W calkowitej transmitancji nalezy jeszcze uwzglgdni¢ sposob probkowania ciagte-
go sygnalu wejsciowego. Niektore sposoby sa pokazane na rys. 1.37. Zwiazane sa
Z nimi nast¢pujace transmitancje:

H (z)=z — dla przypadku a,
H (z)=1 — dla przypadku b,
H (z)= %(2 + 1)— dla przypadku c.

Ogolna transmitancja uwzgledniajaca reprezentacje elementu oraz sposob probko-
wania jest nastgpujaca:

H(z)=H,(2)H (2) (1.120)
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a) b) ©)

u(?) u(?) u(t)
/ /

/ / -

/
‘ ‘ ‘

tk k+1 tkfl tk k+1 tkfl tk k+1

tk— 1

Rys. 1.37. Sposoby probkowania wejsciowego sygnatu ciaglego

Z kontynuacji rozwazan dotyczacych elementu RL wynika, Ze transmitancja
(1.115) nie ma =zer (M =0), natomiast pojedynczy biegun ma wartos$¢
s, =—1/7=-R/L. Zatem, na podstawie (1.120):

D Dz
H(z)= = 1.121
(2) oo TRIL z 5o TRIL ( )

Zaktada sig przy tym, ze probkowanie odbywa sig¢ zgodnie z rys. 1.37a.
W celu okreslenia stanu ustalonego modelu ciagtego zat6zmy, ze uktad jest wymu-
szany skokiem jednostkowym u(¢)=1(¢), dla ktorego transformata Laplace’a jest

rowna L{1(t)}=1/s. A zatem:

K

O )

(1.122)

Odpowiedz w stanie ustalonym mozna okresli¢ na podstawie twierdzenia o warto-
$ciach granicznych [98]:

i), = lim s/ (s) = lim =K (1.123)

5201 +57

Podobnie mozna uzyska¢ wartos¢ odpowiedzi dla skoku jednostkowego
(u(k) =1(k)oraz Z{1(k)}=z/(z —1)) w uktadzie dyskretnym, co prowadzi do nastepu-
jacej transformaty Z odpowiedzi na skok jednostkowy:

Dz’
I(z)=
@) (z—e_TR/L)(Z—l)

Odpowiednie twierdzenie o warto$ciach granicznych ma tu nastgpujaca postac [131]:

(1.124)

2
ik, =lim(z=1I(z) =lim b= ___ D (1.125)

iol g _e TRIL | _ o TRIL

Z poréwnania (1.125) z (1.123) otrzymujemy:
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D=(1-e™" )k (1.126)

W ten sposob uzyskuje sig transmitancjg¢ dyskretna elementu RL:

CI(z) (l_e—TR/L)Z
H(Z)_U(Z)_R(Z—C_TR/L) (1.127)

Aby otrzymaé dyskretna posta¢ algorytmu, wygodnie jest zapisaé transformate Z

odpowiedzi jako funkcje zmiennej z ' :

1(z) =U(z)H(z) =U(z)ﬂ?_‘e%%) (1.128)

Stad, w kolejnych krokach tatwo uzyskuje si¢ posta¢ czasowa:
RI(Z)1—e ™ 2" )=U(2)1-e ™) (1.129)

Ri(k) = Re ™ i(k —1) = (1— e ™" Ju(k) (1.130)
Ostateczna postac algorytmu jest nastgpujaca:

i(k) = Gu(k)+ j(k —1) (1.131)
gdzie: G = ﬁl_e’#), Jk=1y=e ™ ik —1).

Z poréwnania (1.131) z (1.98) wynika, ze tym razem historia procesu (w postaci
zrodha pradowego) jest odtwarzana na podstawie pradu i(k —1) zredukowanego przez
-TR/L

czynnik e , ktory petlni podobna funkcje, jak wspolczynnik o w (1.98), a wigc
niepozadane oscylacje begda stosownie tlumione. Stosujac podobne podejécie, mozna
okresli¢ modele cyfrowe roznych ztozonych elementow elektrycznych (tabela 1.2).

Warto zauwazy¢, ze metode t¢ mozna stosowaé jedynie do elementdéw, ktérych
transmitancja ma przynajmniej jeden biegun lub zero poza poczatkiem uktadu — w od-
niesieniu do pojedynczych elementow R, L mozna stosowac metode trapezow.

Wazna wlasciwoscia metody jest takze ‘naturalne’ jej stosowanie w odniesieniu do
elementow opisanych funkcjami przejscia, jak na przyktad w uktadach sterowania.

Elektryczne ekwiwalenty transmitancji podanych w tabeli 1.2 moga by¢ na og6t
rozne. Niektore przyktady sa podane w tabeli 1.3.

Poréwnanie rozpatrywanego algorytmu z metoda trapezéw jest pokazane na rys.
1.38, gdzie przedstawiono wynik symulacji stanu przejsciowego po zamknigciu wy-
facznika W (rys. 1.38a). Widac, Ze otrzymany rezultat (krzywa 3) jest bardziej stabilny
od wyniku pochodzacego od metody trapezéw. Wynik tej symulacji wedlug metody
Eulera niemal pokrywa si¢ z krzywa 3. Dla uktadow I rzgdu omawiana metoda jest
bardzo bliska metodzie Eulera. Roznice daja si¢ zauwazy¢ dla uktadow II rzedu.
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Tabela 1.2. Parametry modeli cyfrowych uzyskanych wg metody
dopasowania transmitancji [124]

Nr Tra;;g;ti“;gj)ilgr?:)m”: Parametry modelu: i(k) = Gu(k) + j(k 1)
1 H(s)=K/(1+57) G=K(1-¢e"7), jlk-)=e""i(k-1)
2 H(s)=K(1+s7) G=K/1-e""), jlk-1)=—e""Gu(k-1)
3 H(s)=Ks/(1+s7) G=K(1-e"")/T, jlk-1)=e"""i(k-1) - Gu(k -1)
4 | H=K(+st)/(1+s7,) G=K(I-e"M)/1-eT"),
Jk-D=e""i(k-1)—e """ Guk 1)
5 | H(s)=Ka? /(s* +28w,s +w?) G=K(—-A+B), jlk—1)= Ai(k-1)— Bi(k—-2)
6 | H(s)=Kals/(s* +2ém,s +a}) , GoRA=A+ BT,
" T Jlke=1)= Ai(k —1) = Gu(k —1) - Bi(k - 2)
7 H(s)=Ka,s(s* +2lm,5 + @) ) .G:T/(K(I_A+B))’ .
" T jlke=1)=i(k —1)— AGu(k —1) + BGi(k —2)

Warto$ci wspotezynnikow A i B zaleza od pierwiastkdw rownania kwadratowego transmitancji:

E>1: A= zefgm,,r(er(uﬂ/ﬁ N efmﬂ/ﬁj  B= o 20T
E=1: A=2e"", B=e"""
E<l:  A=2e7" cos(a)nT 1-¢&2 ) , B=e?"
a) b)

i(k)

Rl Ll l(l) 755 N 1 /
T 6.0 , B ,
w 45 - o
E 3,0 4 (S5
R, 154 7
Y

0,0

4 0 4 8 12 16 ¢, ms

Rys. 1.38. Przebieg pradu po zamknigciu wyltacznika W: 1 — doktadny wynik,
2 — metoda trapezoéw, 3 — metoda dopasowania transmitancji

Wybor sposrdd prezentowanych metod thumienia oscylacji podczas symulacji sta-
néw przejsciowych nie jest prosty, gdyz kazda z nich ma ograniczone pole zastosowa-
nia. W réznych praktycznych rozwiazaniach stosuje si¢ rézne podejscia, co w duzej
mierze jest zwigzane z historig rozwoju danego programu.
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Tabela 1.3. Przyklady uktadow elektrycznych realizujacych niektore funkcje przejscia

z tabeli 1.2
Model
Nr Schemat Parametry modelu cyfrowego w tabeli 1.2
i( R L
la o——{ 1} ° K=1/R,r=L/R 1
u(t)
i
i) I 1
1b R K=R , T= RC s
L odwrotny
u(®)
L
e
2a ) — ° K=L,t=L/R 3
u(t)
i ¢ F 3
2b o I ° K=C, t=RC ’
u(t) odwrotny
w A" 1 R [C
3a o_,_/W\_”_‘:’_o K:C’a)j—_’gz_J: 6
u(?) LC 2V L
L
YT
i(?) ¢
3b ° 1 ° K:RL,w,f:L,gzﬁ\/E 6,
R LC 2\ L odwrotny
| S )
- u(?)
L
L - | 1 [z 6
3c K=L,o'=—, éE=— = >
" LC 2R\ C odwrotny
. ()
Okreslenie ‘odwrotny’ w ostatniej kolumnie oznacza, ze dla transmitancji H(s) =U(s)/I(s) w odpo-
wiednim algorytmie numerycznym w tabeli 1.2, nalezy zamieni¢ prad z napigciem. Wowczas wielkosé
G oznacza rezystancj¢ w schemacie zastgpczym modelu, a j(k —1) ma wymiar napigcia.
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Zadania

1.1

1.2.

1.3.

1.4.

Metoda Adamsa—Bashfortha I rzedu numerycznego rozwiazywania rownania rozniczko-
wego:

O _
dl _f(y’t)

jest nastepujaca: y(k) =y(k—l)+§(3f(y<k),tk)—f(y<k—DJH ).

Stosujac t¢ metodg, okresli¢ odpowiedni stowarzyszony model:
— indukcyjnosci L,

— pojemnosci C,

— galezi szeregowo polaczonych elementdéw R, L.

Okresli¢ cyfrowe modele skojarzone wedtug metody trapezow podanych gatezi.
a) b)
L
ﬁ YT
i(?) I i(9) ﬁ
o R —©° o— I °
| R
P u(t) —
) 5 u(?)
Rys. Z1.1

Ogdlny model jednofazowej linii dtugiej jest przedstawiony rownaniem (1.67). Symulacja
procesu przej$ciowego z udziatem tego modelu wymaga znajomosci schematoéw zastgp-
czych uktadow po obu koncach linii. Okresli¢ model cyfrowy ukladu przesylowego,
w ktorym linia zasilana jest idealnym zrodtem napigcia, a drugi koniec linii jest:
a) zwarty, b) otwarty.
Jedna z metod transformacji pomigdzy ukladem ciaglym, opisanym za pomoca transmi-
tancji H(s), a ukladem dyskretnym, wyrazonym przez transformat¢ H(z), jest prze-
ksztatcenie biliniowe:
Y

T z+1
Na przyktadzie uktadu I rzedu dowiesé, ze przeksztatcenie biliniowe jest rOwnowazne za-
stosowaniu metody trapezoéw do rozwiazywania rownania roézniczkowego.
Wskazoéwka: ogélne réwnanie rézniczkowe I rzedu przedstawi¢ w postaci transformaty
Laplace’a, zapisa¢ jego rozwiazanie metoda trapezOéw i nastgpnie wyrazi¢ je w postaci
transformaty Z.
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1.5. Okresli¢ transmitancje oraz modele cyfrowe wedlug metody dopasowania transmitancji
dla uktadéw elektrycznych podanych na rys. Z1.2. Zatozy¢, ze probkowanie odbywa sig¢
jak narys. 1.37a.

a) c)

C C
iy _ L IIL i(0) B | -
B u(?) P u(?)
b) d)

C L
. R | . YY)
i(9) 1 Igz | . i(%) c A

— —
B u(?) - u(?)
Rys. Z1.2

1.6. Obwody przedstawione na rys. Z1.3a, b znajduja si¢ w stanie ustalonym przy wylaczonych
wyltacznikach W oraz wymuszeniu: u(¢) =100cos(awt + ¢), o= 100w, ¢ =7n/3. Wylacz-
niki W zamykaja si¢ w czasie ¢, = 0,02 s. Przeprowadzi¢ cyfrowa symulacj¢ stanu przej-
sciowego w tych obwodach przy nastgpujacych warunkach:

— przedstawi¢ model cyfrowy obwodu w postaci jak na rys. Z1.3c, stosujac model skoja-
rzony wg metody prostokatow (wskazowka: wylacznik wraz z przylegltymi rezystancjami
mozna reprezentowac w postaci przewodno$ci o zmieniajacej si¢ warto§ci w rezultacie za-
laczenia wylacznika);

— okresli¢ warunki poczatkowe dla modelu (wartos¢ pradu j(0));

— przyjac okres symulacji: 0,1 s;

Powtorzy¢ symulacj¢ z modelem skojarzonym wg metody trapezow.

a) b) R 9)
i & L i
W i(k)
u(t) u(f) u(k) G @
- W\ © 1)
(o] O

R=10Q,R,=200Q,L=0,1H R,=10Q,R,= R;=2000Q, C=4,7 uF

Rys. Z1.3
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1.7.

1.8.

Schemat na rys. Z1.4 przedstawia obwdd pradu statego. Celem badania jest analiza prze-
pie¢ w prawej czesci obwodu po otwarciu wytacznika W. Warunki poczatkowe w progra-
mach EMTP sa zazwyczaj obliczane jedynie dla obwoddéw pradu przemiennego. Odpo-
wiednie procedury mozna wykorzystaé takze do obliczania warunkéw poczatkowych
w sieci pradu stalego, zaktadajac bardzo niska czestotliwo$¢ wymuszajacych zrodet. W ten
sposob napigcie u =U mozna zastapi¢ przez u = U cos(2nft), f =5-10 Hz.

R L W R

s s )4
o — YT o 1+
A
RO
u C p— C p—
P o Lo
(o
Rys. Z1.4

Zastosowac¢ t¢ metod¢ do okreslenia warunkéw poczatkowych do symulacji stanu przej-
$ciowego w podanym obwodzie, zapisujac odpowiednie rownania potencjatéw wezlowych
dla stanu ustalonego. Rozwiaza¢ réwnania korzystajac z programu MATLAB lub podob-
nego.

Parametry obwodu:

U=24V, R=1Q, L,=64mH, R,=0,5Q, Ry=10Q, Ly=95mH, Cy,=0,5pF,
C, = 0,2 pF. Otwarcie wyltacznika nastepuje w czasie ¢, = 0.

Poda¢ model dyskretny sieci z rys. Z1.4, przyjmujac modele skojarzone elementow we-
dlug metody trapezoéw. Zapisa¢ réwnania potencjatow wezlowych dyskretnego modelu
dynamicznego. Poda¢ rownania okres$lajace wartosci wektora pradow weztowych w kolej-
nych krokach symulacji. Przeprowadzi¢ symulacjg stanu przejsciowego w podanym ob-
wodzie po otwarciu wytacznika W. Odpowiednie rdwnania mozna rozwiazywac za pomo-
ca programu MATLAB (lub podobnego). Przyja¢ krok modelowania 7= 1 pus. Warunki
poczatkowe okresli¢ zgodnie z zad. 1.7.






2.

2.1.

W przypadku sieci elektrycznej okreslenie ‘elementy o parametrach nieliniowych’
oznacza, ze wielkosci, odpowiednio, R, L lub C nie sa state, lecz zaleza od warto$ci
pradu plynacego przez nie lub spadku napigcia na nich. Jesli natomiast wielkosci te
zmieniaja si¢ w czasie, to mamy do czynienia z elementami o parametrach zaleznych
od czasu. W przypadku modelowania cyfrowego znacznie wigksze ktopoty sprawia

Metody rozwigzywania rownan nieliniowych

modelowanie elementéw nieliniowych niz zaleznych od czasu.

W celu ilustracji problemu rozwiazywania obwodéw nieliniowych rozpatrzmy na-

stepujacy przyktad:

Przyklad 2.1.

Okreslic wartos¢ pradu plynacego w obwodzie przedstawionym na

rys. 2.1a.

b)
i A

1,2

0,8+
0,6+
0,4+

0,2 ¢

MODELE ELEMENTOW NIELINIOWYCH
1 ZALEZNYCH OD CZASU

i=f(u,)
N .
Si=(u—u,)/ R
N
N
N
N
N
N
N
AN
N
N
N
S
N
10 20 30 40 50 60 u,V

Rys. 2.1. Przyktadowy obwod nieliniowy: a) schemat

oraz b) graficzna metoda wyznaczania punktu pracy
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Rezystor nieliniowy jest warystorem, ktory jest ogolnie okreslony nastgpujacym réwnaniem:

q
i:k{”WJ @.1)
Uy

W rozwazanym przypadku: k;, =0,001A, u,, =48V, ¢=29, R=50Q. Napigcie zasilajace
u=60V.

Dobrze znany jest graficzny sposob okreslania napigcia na warystorze: na plaszczyznie napig-
cie—prad nalezy narysowac funkcj¢ okreslajaca charakterystyke elementu nieliniowego oraz
pozostatej cze$ci obwodu (rys. 2.1b). W tym przypadku rownanie warystora nalezy uzupetnié
réwnaniem napigciowym:

u=Ri+tu,.

Punkt przecigcia obu charakterystyk (rys. 2.1b) wyznacza rozwiazanie rownania:

)= k{ L J (2.2)

Znanych jest wiele metod rozwiazywania rownan nieliniowych. Z wyjatkiem nie-
licznych przypadkow, nie jest znany algorytm bezposredniego okreslenia doktadnej
warto$ci rozwigzania. Stosowane sa zatem metody iteracyjne, pozwalajace okresli¢
warto$ci przyblizone rozwiazania. Ponizej podane sa niektore z nich, dla przypadku
poszukiwania jednej niewiadome;.

2.1.1. Metoda iteracji prostej

W celu okreslenia miejsc zerowych funkcji f(x) rozpatrzmy réwnanie nieliniowe

wzgledem niewiadome;j x:

S(x)=0 (2.3)
Roéwnanie to mozna zapisa¢ w nastepujacej postaci:

gdzie g(x)= f(x)+x.
W odniesieniu do (2.4) mozna napisa¢ nastgpujacy algorytm iteracyjnego poszuki-
wania rozwiazania [41]:

X' =g(x"",n=12,.. (2.5)

przy czym: x° = x, jest przyblizeniem poczatkowym.
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Proces zbiezno$ci mozna kontrolowaé, sledzac nastgpujaca relacje:
A < (2.6)
gdzie: Ax" =x" —x""'; & jest zalozonym przedziatem zbieznosci.
Formuta (2.5) jest znana jako metoda prostej iteracji. Realizacja tego algorytmu nie
jest ztozona, natomiast jego skuteczno$¢ wynika z nastepujacych ograniczen [23, 41]:
— zbieznos$¢ procedury jest zapewniona tylko dla niektorych funkcji; w przypad-
ku braku zbieznosci wielkosé [Ax"

nie zmniejsza si¢ w kolejnych krokach

(proces jest rozbiezny lub wykazuje ustalone oscylacje);

— szybkos$¢ zbieznosci (jesli taka istnieje) jest stosunkowo wolna (btad ‘Ax” ma-
leje proporcjonalnie do liczby wykonanych iteracji).
[lustruje to nastgpny przyktad.
Przyklad 2.2. Okresli¢ wartos¢ pradu ptynacego w obwodzie z przykladu 2.1 metoda
prostej iteracji.
Roéwnanie (2.2), zapisane w formie (2.4), ma nast¢pujaca postaé:
q
u,
u,=u-— Rk{AJ 2.7
Uper

ktéra bezposrednio prowadzi do schematu iteracji prostej:

q
un—l

u, =u-— Rk{MLJ .
ref

Latwo sprawdzié, ze proces iteracyjny okreslony ta zalezno$cia dla danych z przyktadu 2.1 nie
jest zbiezny. Niezaleznie od poczatkowego przyblizenia, rozwigzanie w kolejnych krokach
przyjmuje powtarzajace sig¢ wartosci (rys. 2.2a).

Obraz ten mozna zmienié, jesli rOwnanie rozpatrywanego obwodu zapisze si¢ wzgledem pradu,
a nie napigcia. Spadek napigcia na warystorze jest okreslony przez funkcj¢ odwrotna do (2.1):

1
il e
U, =U,, (';J , gdzie warto$¢ bezwzgledna pradu jest wprowadzona w celu zachowania dzie-

dziny funkcji rowniez dla ujemnych wartosci pradu.
Poniewaz u, =u—Ri (rys.2.la), wigc pradowe rownanie obwodu ma nastgpujaca postac:

1
o1 i e
I:E u—u,.e,-(L—.J (2.8)

1

skad otrzymuje si¢ formulg prostej iteracji:
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1

-n

I =—|u—-u

R

Tym razem proces iteracyjny jest zbiezny i prowadzi do rozwiazania i = 0,0821 A (rys. 2.2b).

ref

|l-)171

1
| q

k,

i

a) b)
u, V ‘ i, A
ul
50 w 1.2
40 1\ .
L 3 A \
30 \\ l/\ A L B osl
20 ¢ \ / \\ 7\ I (A1 >
10 |y oy dgedidgdin g6t
Vo o
O ‘\ ;oo 0,4
-10 Vo 1
‘ [l ! /kAu",\ / Vil v 0.2y
20 AT B
30 Y Y v v {0
40 i i i 02 i
2 3 4 5 6 7 8 9 a2 1 2 3 4 5 6 7 8

Rys. 2.2. Przebieg procesu iteracji prostej: a) dla réwnania napigciowego
oraz b) dla réwnania pradowego (b)

Tak rézne zachowanie si¢ algorytmoéw iteracyjnych w rozpatrywanych przypad-
kach mozna wytlumaczy¢ za pomoca prostej analizy czutosci obwodu: niewielkie
zmiany napigcia warystora w zakresie nieliniowej czesci charakterystyki prowadza do
duzych zmian pradu, dlatego réwnanie napigciowe jest niestabilne. Odwrotnie jest
w przypadku wynikow oszacowania pradu: nawet duze zmiany wartosci pradu prowa-
dza do niewielkich zmian napigcia — algorytm pradowy jest zatem stabilny.

2.1.2. Metoda Newtona

Jesli funkcja jest dostatecznie gladka, to do okreslenia miejsc zerowych mozna z du-
zym przyblizeniem w miejsce funkcji rozpatrywac prosta, ktora jest styczna do tej
funkcji. Jest to zabieg znany jako linearyzcja funkcji wyzszego rzedu.

Jesli zmienna x; lezy w poblizu miejsca zerowego o funkcji f(x), to wartosc¢

funkcji mozna okre$li¢ za pomoca szeregu Taylora [41]:

f(a)= () + f(x)e —xl)+%f'(x1)(0!—xl)2 +e (2.9)

Ograniczajac reprezentacj¢ funkcji do dwoch pierwszych wyrazéw tego szeregu, za-
danie poszukiwania miejsca zerowego sprowadza si¢ do rozwigzania rOwnania:
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S+ f(2)a=x)=0 (2.10)

Na podstawie tego rownania tworzy si¢ formule iteracyjna, z zaloZeniem, ze « jest
lepszym (kolejnym n-tym) przyblizeniem rozwigzania od z (poprzednim: n—I1-tym).
Uogolniajac t¢ zasadg, otrzymuje si¢ nastgpujaca formule:

no_ -l f(x"_l) @2.11)

X

Formuta (2.11) jest znana jako metoda Newtona rozwiazywania rownania nieliniowe-
go [40, 113]. Ma ona wiele zalet w poréwnaniu z innymi metodami iteracyjnego znaj-
dowania miejsc zerowych funkcji:
— zbiezno$¢ metody jest kwadratowa, co oznacza, ze w kolejnych krokach btad
przyblizenia maleje w kwadracie;
— znacznie szersza jest klasa funkcji, dla ktorych proces iteracyjny jest zbiezny
(w poréwnaniu np. z metoda prostej iteracji).
Stosowanie tego algorytmu ilustruje dalszy przyktad.

Przyklad 2.3. Okresli¢ warto$¢ pradu plynacego w obwodzie z przyktadu 2.2 za pomoca
metody Newtona.

Sprawdzimy zachowanie si¢ metody Newtona dla dwoch rownan obwodu z przyktadu 2.2:
réwnania napigciowego i pradowego.

Zauwazmy, ze w metodzie Newtona nalezy rozpatrywa¢ rownanie funkcji w formie (2.3), za-
tem rownanie (2.7) nalezy zapisa¢ w nastgpujacej postaci:

f(uw)zu—Rk,.[ ”J —u, (2.12)

Ure

Wynika stad nastgpujacy algorytm iteracyjny:
n-1 a1 \4 a1 47!
. Rk.
w =y L (”1 gdzier flul)=u—Ri| L | —ur?, prlurt)e - B |y
7l y iy g

Wynik obliczen jest przedstawiony na rys. 2.3a. Widac, ze proces iteracyjny jest zbiezny.
W przypadku réwnania pradowego (2.8), otrzymujemy:

k,

i

f(i)=u—Ri—uref[|ijq (2.13)
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1

Q=

n—l -n—1 ;
. -1 on—1 l o - uref |l |
gdzie: f(")=u—-Ri" —u,,|— |, f'(@")=——7—| -R.
k_ .n—1 k
i ql i
a) b)
u, V| i, A
\ n r\
50 u,
\\ 0,8} \\
40 by 1 L\
\ L
30 I \\ n 1 0,6 \
\\Auw \/Aln
20+ 1 L \
\ 0,4 \
10} \ ] , \
) 0,2} \ :
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-1 0 /::_ o
Ol 2 3 4 n 1 2 3 4 n

Rys. 2.3. Przebieg procesu iteracji wg metody Newtona: a) dla rownania napigciowego
oraz b) dla réwnania pradowego

Przebieg obliczen jest przedstawiony na rys. 2.3b. Wida¢, ze réwniez tym razem proces itera-
cyjny jest zbiezny.

Metoda Newtona jest bardzo efektywnym narzgdziem do rozwiazywania rownan
nieliniowych. Na jej bazie powstato wiele algorytmow iteracyjnego przyblizania roz-
wiazan. Ponizej przedstawiono niektére z nich.

2.1.3. Metoda siecznych

Stosowanie metody Newtona moze by¢ utrudnione, gdy pochodna funkcji f'(x) nie
moze by¢ bezposrednio okre§lona (brak jawnej postaci funkcji) lub jej obliczenie jest
ztozone. Wowczas w miejsce pochodnej moze by¢ stosowana jej numeryczna aprok-
symacja:

- d X xn—l _ xn—2
f(x l): f( ) z‘f( n_? fn(_z ) (214)
dx | _.- x" —x
Algorytm (2.11) przybiera wowczas nastgpujaca postac:
n-1 n—1 n-2
=yt oI b —a) (2.15)

SEH =)

ktora jest znana jako metoda siecznych.
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Metoda siecznych jest nieco wolniej zbiezna w poréwnaniu z metoda Newtona,
jednak koszt wykonania kolejnego kroku (jesli mierzy¢ go liczba operacji) jest zazwy-
czaj mniejszy [23, 113]. Do rozpoczgcia obliczen wymagana jest znajomo$¢ argumen-
tu x ifunkcji f(x) w dwoch poprzedzajacych krokach.

2.1.4. Metoda Aitkena

W omawianych powyzej metodach kolejne przyblizenie uzyskuje si¢ po wykonaniu
odpowiednich operacji w kazdym kroku iteracji. Pod wzgledem prostoty obliczen wy-
roznia si¢ tu metoda prostej iteracji. Niestety, jak pokazano wyzej, tak sformutowany
proces moze by¢ rozbiezny. Mozna jednak polaczy¢é metodeg prostej iteracji (prostota
obliczen) z metoda siecznych (dobra zbieznos$¢). To potaczenie prowadzi do algoryt-
mu wielokrokowego.

Idea metody polega na zastapieniu funkcji f(x), dla ktérej poszukiwane jest miej-

sce zerowe, przez jej przyrost f(x)= g(x)—x zgodnie z (2.4). W celu okreslenia zera
funkcji f(x) mozna zastosowa¢ metodg siecznych, przy czym przyblizenie nume-
ryczne pochodnej w kroku 4—1 mozna okres$li¢ nastepujaco:

T A RAC)] (2.16)
X—z

przy czym x oraz z naleza do dziedziny funkcji, powinny leze¢ blisko siebie i w oto-
czeniu rozwiazania (miejsca zerowego funkcji f(x)). Aby to zapewni¢, do aproksy-
macji pochodnej (2.16) mozna wziaé trzy punkty: z, g(z) oraz g(g(z)), dla ktorych
definiowane sa funkcje wystepujace w  (2.16):  f(z)=g(z)—z oraz
f(x)= g(g(z))— g(z). Jak wida¢, punkty te sa potaczone nastgpujacym ciagiem ite-
racyjnym: z"', x" = g(z"_'), x" =g(x”*'), a pochodna (2.16) wzgledem $rodka
rozpatrywanego przedziatu jest okre§lona jak we wzorze:

n n—1 n—1 n—1 n n—1 n—1
el ~(x —-X )—(x -z )_x —2x"" +z
f '(x ) ~ n-1 _ Zn—l - n-1 _ Zn—l (2 1 7)

X

Ostatecznie, zastosowanie metody siecznych prowadzi do nastgpujacego algorytmu:

2
n-1 n-1
n n-1 _ (x -z )

z =z n n-1 n—1
x"=2x""+z

(2.18)

W tym zapisie gtowny proces iteracyjny odnosi si¢ do zmiennej z , natomiast zmienna
X petni rolg pomocnicza.

Przedstawiona procedura nosi nazwe metody Aitkena [113]. Jej wykonanie mozna
zapisaC W postaci nastepujacego algorytmu:
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Przyja¢ warunki poczatkowe.
2% =z,, k=0 —numer kroku iteracji.
Wykona¢ dwa kroki prostej iteracji:
xn—l — g(Zn—l ) , xn — g(xn—l) .
Skorygowac¢ wynik:
n-1 n-1
6. A= b —2)
x"=2x"" 42"
7. b= oA

8. Jesli abs(A")>eps, n=n+1, przejdz do 2.

AN i

1

Zastosowanie przedstawionej metody jest pokazane w nastgpnym przyktadzie.

Przyklad 2.4. Okresli¢ warto$¢ napigcia na warystorze w obwodzie z przyktadu 2.2 za
pomoca metody Aitkena.

Sprawdzimy zachowanie si¢ metody Aitkena dla funkcji okreslonej rownaniem (2.7) z przy-
ktadu 2.2. Réwnanie iteracji prostej jest nastgpujace:

q
n-1
n uW
u, =u—Rk| ——| .
uref

Jak widzieli$my, ten proces nie jest zbiezny. Wprowadzenie poprawki Aitkena po wykonaniu
dwoch krokow iteracji prostej zgodnie z przedstawionym algorytmem daje stabilne rozwiaza-
nie.

a) b)
PN 8@
407 S0 frN Ny
3 O | 40 - » \ Z] <

201

10} 30

0 glez)  elez)
10} 200
20 10/
30+t ‘/«'
7)1 A S S A O N N S 0/ : :
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Rys. 2.4. Przebieg procesu iteracji wg metody Aitkena: a) dla rownania napigciowego
oraz b) przebieg wykonania procesu wielokrokowego
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Rezultat obliczen w kolejnych krokach iteracji jest pokazany na rys. 2.4a. Pomimo, ze proces
prostej iteracji nie jest zbiezny, wprowadzenie poprawki po wykonaniu dwoch krokow iteracji
prostej czyni caty proces zbieznym. Jest to pokazane na rys. 2.4b dla trzech pierwszych kokow
obliczen.

2.1.5. Metoda Newtona—Raphsona

Uktad réwnan nieliniowych moze by¢ w ogdlnym przypadku zapisany nast¢pujaco:

Si(x,%,, X))
Foxy=| 2O ) | (2.19)
fm(‘xl’x27 "‘9xm)

przy czym przynajmniej jedno z réwnan tworzacych wymieniony uktad jest rowna-
niem nieliniowym.

Rozwiazanie tego ukladu réwnan oznacza okreSlenie wektora niewiadomych
X = [x1 Xy .. xm]T , dla ktorego jest ono spetnione. Metody rozwiazywania tego za-

gadnienia powstaja przez odpowiednie rozszerzenie metod rozwiazywania pojedyn-
czych réwnan. Rownanie (2.9) dla przypadku wielowymiarowego ma nastgpujaca po-
stac:

fE=fX)+E-x)/'(x")+..=0 (2.20)
gdzie wektor & przedstawia wspotrzedne punktu, w ktorym spetnione sa réwnania
(2.19).

Macierz okreslajaca pochodna f'(x°) jest nazywana Jakobianem (macierza Jako-
biego):
[
ox, 0Ox, 0ox,,
9 9. 9.
of (x Y2 2o Y2
Ww)=ro=-T0-50 5 7 G, 221)
| Ox, Ox, ox,, |

Analogicznie do (2.10), rozwinigcie (2.20) prowadzi do nastgpujacej iteracyjnej pro-
cedury rozwiazywania uktadu rownan (2.19):

X =x =3 () (2.22)
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jesli detld(F(x"™)|=0,
przy czym J(f(x”)) = J(f(x)l‘:x,z .
Algorytm (2.22) jest znany jako metoda Newtona—Raphsona iteracyjnego rozwia-

zywania uktadu rownan nieliniowych. W programach komputerowych procedura
(2.22) jest realizowana w nastepujacej sekwencji:

—  obliczyé¢ f(x"),
— obliczy¢ J(f(x”’l))=f’(xnfl),

— rozwiaza¢ uktad réwnan liniowych J ( f ();{”*1))2’H = f(x"),

—  okresli¢ kolejne przyblizenie x" =x""' —z""'
W charakterze oceny zbieznosci procesu iteracyjnego mozna przyja¢ norme¢ wekto-

n-1,

-1 R
ra 2" odniesiong do normy wektora x

L (2.23)

Ze wzgledu na ograniczona doktadno$é obliczania funkcji f(x""') oraz Jakobianu

J ( f (x"'l)), doktadnos$¢ catego algorytmu jest ograniczona. Objawia si¢ to tym, ze po-

n-1

czawszy od pewnej warto$ci minimalnej, norma wektora z"~ zacznie narastac. Jest to
sygnal, ze nalezy skonczy¢ obliczenia. Wynika z tego nastgpujace kryterium zakon-
czenia obliczen

Zn—l

“ZH >p \ (2.24)
gdzie wspotczynnik p jest rzedu jednosci.

W podobny sposdb mozna réwniez rozszerzy¢ inne metody rozwiazywania rownan
nieliniowych na przypadek wielowymiarowy. W ogoélnym przypadku model sieci nie-
liniowej jest utworzony z modeli elementéw liniowych i nieliniowych. Zbiér znanych
modeli elementdéw liniowych nalezy zatem uzupeti¢ o modele nieliniowych rezystan-
cji, indukcyjnosci i pojemnos$ci. Ponizej podano zasady formulowania takich modeli.
Podobnie jak w obwodach liniowych, modele te beda tworzone w postaci przewodno-
sciowo-pradowej, co pozwala bezposrednio je stosowa¢ w metodzie potencjatow we-
ztowych.

2.2.  Modele elementow nieliniowych obwodu elektrycznego

Na rysunku 2.5 pokazane sa przyktady charakterystyk nieliniowych elementéw obwo-
du elektrycznego jako funkcje i = f(u). Najbardziej typowa jest pierwsza z nich: re-
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zystancja (przewodnos$¢) jest dodatnia i jednoznaczna w catym rozpatrywanym zakre-
sie. Charakterystyki z rys. 2.5b, ¢ maja przedzialami ujemna rezystancj¢ (przewod-
no$¢), przy czym charakterystyka z rys. 2.5c jest niejednoznaczna: moga wystapic trzy
rézne rozwigzania. Charakterystyka z histereza jest typowa dla nieliniowej indukcyj-
nosci.

a) ) . ©) d)

ﬁ

0
0 u 0 u 0 u 0

Rys. 2.5. Charakterystyki i = f(#) nieliniowych elementéw obwodu elektrycznego:
a) monotoniczna, b) typu N, ¢) typu S, d) z histereza

2.2.1. Rezystancja

Jak wspomniano, model rezystancji bedzie rozpatrywany w postaci przewodnoscio-
wej. Jednoznaczne odwzorowanie zachodzi jedynie dla charakterystyk w formie
przedstawionej na rys. 2.5a, b. Zasadniczy schemat formutowania takiego modelu jest
pokazany na rys. 2.6.

\

Rys. 2.6. Idea iteracyjnego modelu nieliniowej przewodnosci

Rozpatrywana charakterystyka i = f(1) jest okreslona przez funkcje ciagla i gtad-

ka. W punkcie o wspotrzednych u”"',i"" moze by¢ zatem okreslona przewodno$é

elementu zgodnie z nastepujaca zaleznosScia:
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di
du

4@
1 du

Glu)=6"" = (2.25)

-1
u=u"

u=u""

Styczna do rozpatrywanej funkcji, przechodzaca przez punkt u"', ", jest okre-
$lona rownaniem (rys. 2.6):

i=G" u+ 1" (2.26)

Jesli napigcie na analizowanym elemencie zmieni si¢ nieznacznie do wartosci u”,
to korzystajac z wymienionych wilasciwosci funkcji i = f(u) , mozna przyjac, ze war-

tos¢ i" = f(u") mozna oszacowaé zgodnie z (2.26):
=G 1! (2.27)

co pozwala wyznaczy¢ wartoéé pradu /"' na podstawie znanych wielkosci w n—1-
tym kroku:

In—l — in—l _ anluﬂfl (228)
przy czym: i"" = f(u"").

Roéwnanie (2.27) wraz z (2.28) okresla iteracyjny model nieliniowej przewodnosci.
Odpowiada mu schemat zastgpczy, jak na rys. 2.7.

a) b)
o L
i G)
1
o—» 5Z5 o uw o ()
- ’ c

Rys. 2.7. Iteracyjny model przewodnosci: a) gataz z przewodnoscia; b) schemat zastgpczy

Schemat ten moze poshuzy¢ do rozwiazywania obwodoéw nieliniowych, jesli row-
nania obwodu zapewnia poprawne odwzorowanie napigcia #" na przewodnosci w ko-
lejnym kroku rozwiazania, jako rezultat poprzedniej oceny pradu "~ . Tlustruje to na-
stepujacy przyktad:

Przyklad 2.5. Zastosowa¢ model (2.27) do rozwigzania obwodu z przyktadu 2.1.

Zasada tworzenia schematow elektrycznych modeli sieci nieliniowej jest taki sam, jak w przy-
padku sieci liniowej. A zatem, w obwodzie rys. 2.1a zamieniamy zrédlo napigciowe na ekwi-
walentne zrodto pradowe, a w miejsce elementu nieliniowego wstawiamy schemat z rys. 2.7b.
W ten sposob powstaje obwod jak na rys. 2.8. Jak widac, jest to sie¢ z dwoma we¢ztami, z kto-
rych jeden wybrano w charakterze we¢zla odniesienia.



2.2. Modele elementow nieliniowych obwodu elektrycznego 87

y

Rys. 2.8. Schemat zast¢pczy obwodu z rys. 2.1a
Roéwnanie tego obwodu, w formie wynikajacej z metody potencjalow weztowych, jest nastgpu-
jace:
(G +1/R)u! =u/R—-1"" (2.29)
n-1

q
gdzie: 1" =" =G i ="f£uw ] (patrz (2.2)) oraz G™ =
uref

q-1
. -1
di _ gk | u,
u,=u""! u"ef u"ef

du

w

Obliczenia sa wykonywane w nastgpujacym porzadku:

1. Warunek poczatkowy: u =u,,,n=0.

2.n=n+1.

3. Obliczy¢: ", G"", "™,

4. Obliczy¢ u;, na podstawie (2.29): u,, :”/f—‘ln_].
G" +1/R

5. Jesli

n n-1
u w - u w

> ¢, to przejdz do 2.

Mozna sprawdzi¢, ze algorytm ten jest rtOwnowazny metodzie Newtona, ktora zastosowano do
tego samego obwodu w przyktadzie 2.3 [23]. W obu przypadkach uzyskuje si¢ rowniez ten
sam rezultat.

W przypadku przewodnosci o charakterystyce jak na rys. 2.5¢ wystepuje niejedno-
znaczno$¢ rozwiazania dla tych samych warto$ci napigcia. Aby tego uniknaé¢, mozna
rozpatrywac rezystancje zwiazana z funkcja u = f (i), w miejsce przewodnosci (rys.
2.9). Podobnie jak w powyzszym przyktadzie, zaklada sig, ze funkcja u = f(i) jest
gladka i ciagla, zatem punkt w n-tym przyblizeniu mozna opisa¢ za pomoca roOwnania
odpowiadajacego stycznej do krzywej w punkcie n—1-tym:

w=R(")i+U" =R+ U™ (2.30)

przy czym: Un—l — un—l _Rn—lin—l , Rn—l — d_{i(l)
1

1

i=i""
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U A
u=f(i)
U1—1
-1 u=R@G"i+U""
ul’l
l'n—l " ;

Rys. 2.9. Idea iteracyjnego modelu nieliniowej przewodno$ci

Na podstawie (2.30) uzyskuje si¢ nastgpujace przyblizenie w kolejnej iteracji:

u"=R"'"+U"" (2.31)
Roéwnanie to wygodnie jest przedstawié¢ w takiej formie, jak (2.27):
i"=G"" 1" (2.32)
gdZie: Gn—l — 1 1 — 1 , In—l — in—l _ Gn—lun—l )
R df (D)
di |_-

Jak wida¢, model nieliniowej przewodnos$ci, sprowadzony do postaci pradowo—
przewodno$ciowej, jest niezalezny od ksztaltu nieliniowej funkcji. Roznica dotyczy
tylko sposobu obliczania ekwiwalentnej przewodnosci. Tym razem jest ona funkcja
pradu plynacego w rozpatrywanym elemencie.

2.2.2. Indukcyjnosé

Model matematyczny indukcyjnosci jest okreslony nastgpujacym rownaniem:

dy (1)

un==_= (2.33)

gdzie: | jest strumieniem magnetycznym.
W réwnaniu (2.33) wydziela si¢ zazwyczaj indukcyjnos$¢ L jako parametr obwodu:

di(t)

u(f) = L(i)T (2.34)

gdzie L(i)= w oraz w(t) = L(i)i(t).
i
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Jesli w(i) jest funkcja nieliniowa, to rowniez indukcyjnos¢ zalezy od pradu:
L=L(j).
W celu utworzenia cyfrowego modelu indukcyjnosci, w odniesieniu do (2.34)
mozna zastosowa¢ model skojarzony (1.31):
i(k)=Gu(k)+ j(k-1) (2.35)

T
w ktorym dla metody trapezow: j(k—1)=i(k—-1)+ Gu(k-1), G= ey
Nalezy jednak pamigtaé, ze w rozpatrywanym przypadku przewodno$¢ G nie jest

stala:

o T
Gli(k)) = 6H) (2.36)

Réwnanie modelu (2.35) nalezy zatem zapisa¢ nastgpujaco:

i) = —— (k) + ik - 1)

“3060) )u(k -1 (2.37)

T
+ —_—
2L(i(k — 1)
W k-tym kroku modelowania indukcyjnosé¢ L(i(k - 1)) jest juz ustalona razem z hi-
storig procesu okreslona przez prad j(k —1). Pierwsza czg$¢ rdwnania (2.37) mozna
natomiast rozpatrywa¢ jako model nieliniowej rezystancji, przy czym

R (i (k)) = M, co prowadzi do rownania o nastgpujacej postaci:
N -
i(k)= R(i(k))u(k) +jk=1) (2.38)
o 1 B oy 2L(ik - 1))
gdzie: j(k—-1)=i(k—-1)+ —R(i(k - 1))u(k 1), Rii(k—1))= —

Do rozwiazania tego uwiktanego roéwnania mozna zatem zastosowaé schemat ite-
racyjny wedtug rownania (2.32), przy czym wielko$¢ j(k—1)ma w k-tym kroku war-
to$¢ stala:

i" (k) = G () Ju" (k) + " (k) + ik —1) (2.39)

adzie: 1" (k) =i"" (k)= G(i"" (k) u" " (), G("H(k)):i(i"zm) (dla metody trape-

Z0wW).
W kolejnych iteracjach warto$¢ indukcyjnosci L(i""1 (k)) zbliza si¢ do znaczenia
odpowiadajacemu pradowi i(k) w danym kroku.
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Latwo zauwazy¢, ze w modelu cyfrowym nieliniowej indukcyjno$ci zbiegaja sig
dwa procesy obliczeniowe: caltkowanie numeryczne, oznaczone krokiem k, oraz itera-
cyjne przyblizenie rozwiazania w kazdym kroku czasowym, oznaczone w (2.39) in-
deksem n. W charakterze pierwszej wartosci pradu w kolejnym kroku czasowym
mozna przyja¢ jego wartos¢ z rozwiazania w kroku poprzednim: i°(k) =i(k —1).
Rownanie (2.39) przedstawia cyfrowy iteracyjny skojarzony model nieliniowej induk-
cyjnosci. Zastosowano w nim metodg trapezow do catkowania numerycznego, jednak
w podobny sposoéb mozna rowniez uzyska¢ model dla innego sposobu catkowania.

Schemat zastepczy modelu jest pokazany na rys. 2.10. Wystepuja tutaj dwa zrodia
pradowe, ktére odwzorowuja, odpowiednio, stan przejsciowy i proces iteracyjny.
W procesie symulacji w kazdym kroku czasowym wykonywane sa obliczenia itera-
cyjne w celu uzyskania zbiezno$ci rozwiazania, wynikajacego z nieliniowej indukcyj-
nosci. Sposdb wykorzystania tego modelu ilustruje ponizszy przyktad.

a) b) i"(k) . .
i(0) QL O Y7
) (1) o B OCIONE
u

Rys. 2.10. Schemat zastgpczy iteracyjnego modelu nieliniowej indukcyjnosci: a) symbol nieli-
niowej indukcyjnosci, b) schemat zastepczy modelu cyfrowego

Przyklad 2.6. Zastosowac¢ cyfrowy model nieliniowej indukcyjnosci do symulacji stanu
przejsciowego w przekltadniku pradowym wedlug schematu jak na rys.
2.11. Zastosowa¢ model skojarzony indukcyjnosci wedlug metody trape-
ZOW.

Obwod z rysunku 2.11a odpowiada uproszczonemu schematowi zastgpczemu przektadnika
pradowego sprowadzonemu do strony wtornej. Ze wzgledu na znikoma impedancjg Zrodia
wymuszajacego (w porownaniu z impedancja przektadnika) przyjeto, ze wymuszeniem jest
zrodto pradowe. Podobnie, pominigto impedancj¢ strony pierwotnej, a impedancj¢ strony
wtornej potaczono z impedancja obciazenia. Po podstawieniu w miejsce nieliniowej indukcyj-
nosci L, oraz gatezi RL stosownych modeli cyfrowych, otrzymuje si¢ schemat jak na rys.
2.11b.

Schemat z rysunku 2.11b mozna tatwo uproscié do takiej postaci, jak na rys. 2.11c. Zrodto L(k)
jest state w danym kroku czasowym, natomiast w procesie iteracyjnego poszukiwania rozwia-
zania bierze udziat zrédto I "' (k). Zastosowanie metody potencjatléw weztowych w odniesieniu
do tego zredukowanego obwodu prowadzi do nast¢pujacego rOwnania:
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Y i0) b £

1
| (k) ,
(0 . @ |la (k}*l“(k) J#(kl) .. ()
0 ‘ I Jik=D)
L, J |

i\ () L ©)

O @ '

)4 G2 (k)

Rys. 2.11. Schemat obwodu z przektadnikiem pradowym

G2 (k) (k) =1, (k) — 1" (k) (2.40)
: n— n— n— T .
gdzie: G"' (k)= G, "(k)+ Gy, G (k)= ARG T na podstawie (1.42),

1. (k)=i,(k)— jr(k—1)—j,(k—1) — ten prad jest staty w kazdym kroku modelowania,

2L—RT .
mzLR(k—l)+GLRul(k—1), przy czym

prad i;’l (k)= iZ" (k)= j,(k—1) jest ta czescia pradu magnesujacego, ktory zmienia si¢ w pro-

(k) =i, () =G (™ (k) jp(k=1) =

cesie iteracyjnym.
Dla dopetnienia nalezy jeszcze uwzgledni¢ zalezno$ci zwigzane z modelami elementow:

i, (k)= GZ’I(k)ul”(k) +J, k=1, j, (k=) =i, (k-1)+G,(k—Du(k-1),
i (k) =G ppu; (k) + jp(k—1).
W celu okreslenia przewodno$ci GZ’I zalbzmy, ze charakterystyka magnesowania y = f'(i,)

jest okreslona za pomoca funkcji:

w = aarctg(bi,) +ci, (2.41)

gdzie: a =0,9009, b= 14,2, ¢ =0,0012.
Przebieg charakterystyki magnesowania dla przyjetych parametrow jest pokazany na rys. 2.12.
Indukcja jest zatem okre$lona nast¢pujaca zaleznoscia:

dy ab

_dy __ ab 2.42
di, e (2:42)

Pozostate parametry schematu z rys. 2.11a sa nastepujace: R=8,0 Q, L =10,0 mH. Do symu-

lacji przyjeto krok modelowania 7= 0,0001 s. W charakterze pradu zrodtowego przyjeto prze-
bieg sinusoidalny ze sktadowa aperiodyczna o czasie zanikania 7, = 0,02 s:

i,(t) =—100(cos(et) —exp(—t/T,)) .
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v, Vs

0,5

0 5 10 15 ; A

Rys. 2.12. Charakterystyka magnesowania rdzenia rozpatrywanego
przektadnika pradowego

Obliczenia sa wykonywane w nastgpujacym porzadku.

1.

Warunki poczatkowe do petli symulacji w czasie zgodnie z krokiem &: k= 0.
Okresli¢: u,(0), i,(0), G,(0), T, T, (stala czasowa zanikania sktadowej aperiodycznej),

a=2nTf (kat pomigdzy kolejnymi probkami, /= 50 Hz), ampl = 100,

T
Gro= .
LR~ o1 4+ RT
k=k+1.
J =1y =i, (k =1)+ G, (k- D, (k ~1),
. 2L—RT .
Jir(k=1) =mlue(k—l)+Gue”1(k—l) .

i, (k) = —ampl (cos(a(k - 1))— exp(— k-1D)T/T, )) — nowa warto$¢ zrodta pradowego.

I =i(k) = jup(k=1) = j,(k=1).

Warunki poczatkowe do petli iteracyjnego poprawiania rozwiazania: u, (k) =u,(k—1),
n=0,

ig = iz (k)= j,(k—1) —prad w nieliniowej przewodnosci.

n=n+ 1 —kolejny krok iteracyjny.

Obliczy¢:

G (k)= GZ’I K)+G,p,

" =i =Gl (k)uy ™ (k) — 2rodto pradowe w procesie iteracyjnym,

n—1

uy (k)= (Z;':l ® — wg metody potencjatéw weztowych,

i, (k)= G (b (k) + j (k= 1),
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L") = G, (k)= —(—) )
M H 1 (b ) A
iy =G, (kuy (k) — skorygowana wartos¢ pradu.

9. Jesli |uf' (k) —u"' (k)| > £, to przejdz do 7.

10. i (k) =Gu, (k) + jp(k=1).
11. Jesli k < kyay, to przejdz do 2.
12. Stop.

Nalezy zauwazy¢, ze wielkosci bez indeksu k& wystgpuja tylko w procesie iteracyjnym i spet-

niaja rolg pomocnicza.

Wyniki symulacji sa pokazane na rys. 2.13. Wida¢, ze warto$¢ pradu magnesujacego i, (rys.
2.13b) jest duza takze po zaniku sktadowej aperiodycznej, co wynika z duzej amplitudy pradu
wymuszajacego i duzych zmian indukcyjnosci L, (rys. 2.13c). Prad wyjsciowy przektadnika i,

jest zatem silnie odksztatcony (rys. 2.13a).

a)
i A

150 ¢
100 ¢
50+

0
501

—1000—0.02 0,04 006 008 75

Rys. 2.13. Przebiegi uzyskane w wyniku sy-
mulacji stanu przejSciowego w przektadniku
pradowym: a) prad pierwotny 1 wtorny;
b) prad magnesowania; c) indukcyjnosé

b)

iy

—50¢

vy

~100
©)

0

0,02 0,04 0,06 008 &5

L. H

w

107

||

1

0,02 0,04 006 0,08 s

Zbiezno$¢ procesu iteracyjnego w kazdym kroku czasowym jest kontrolowana przez spraw-
dzenie warto$ci zmian napigcia w kroku 9. W rozpatrywanym przypadku przyjgto e =1E -4 .
Liczba wymaganych iteracji do uzyskania zbieznos$ci zalezy od aktualnego obszaru pracy na
nieliniowej charakterystyce magnesowania i jest najwigksza w obszarze kolanowym. Dla ma-
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lych i bardzo duzych pradéw magnesujacych charakterystyka ta jest niemal liniowa i proces
schodzi si¢ po wykonaniu 3—4 iteracji.

Doktadnos$¢ symulacji i szybko$¢ zbieznosci procesu iteracyjnego zaleza od wy-
branego kroku modelowania oraz od przyjgtego sposobu catkowania. Nastepny przy-
ktad pokazuje wykorzystanie do symulacji stanu przejsciowego w tej samej sieci cat-
kowanie metoda Geara II rzedu.

Przyklad 2.7. Do symulacji stanu przejsciowego w przektadniku pradowym jak w przy-
ktadzie 2.6 zastosowa¢ model skojarzony indukcyjnosci wedlug metody
Geara II.

Schemat zastgpczy obwodu z przekladnikiem pradowym jest taki sam jak na rys. 2.11. Przy
zatozeniu, ze parametry obwodu sa takie same, rowniez charakterystyka magnesowania jest
okreslona zaleznos$ciami (2.41) i (2.42). Ze wzgledu na stosowana teraz metode Geara II rzedu,
odpowiednie wielkosci w (2.40) sa okreslone nastgpujaco:

. 2T .
GZ 1(k)= n—1 H GR H ]LR(k_l)

2T . .
=3 e (i, (k=) i (k—2))

T 3L+2RT
oraz:

i" (k)= G (kyuf (k) + j,(k=1), j,(k=1)=(di, (k-1)~i,(k-2))/3,
i1p(K) = Gty (k) + jp(k=1)..

Obliczenia sa zatem wykonywane w nastgpujacym porzadku:

1. Warunki poczatkowe do petli symulacji w czasie zgodnie z krokiem &: k= 0.
Okresli¢: ,(0), i,(0), G,(0), T=0,00002 s, T, (stata czasowa zanikania sktadowej ape-

riodycznej), a =2nTf (kat pomigdzy kolejnymi probkami, f= 50 Hz), amp! = 500 A
_r
3L+2RT

2. k=k+l.
3. k=)= (4, (k-1)~i,(k-2))/3,

, L N
Juale=1) = 5= iy (k=) =i (£ =2)) .

4. i (k)=—ampl (cos(a(k - 1))— exp(— k-D)T/T, )) —nowa warto$¢ zrodta pradowego.

5. L =i(k) = jp(k=1)=j,(k=1).

6. Warunki poczatkowe do petli iteracyjnego poprawiania rozwiazania: u, (k) =u,(k—-1),
n=0,
iy =i, (k)= j,(k—1) —prad w nieliniowej przewodnosci.

GLR

7. n=n+1.
8. Obliczy¢:
G (k) =G, (k) + Gy,
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[)171 — l-gfl _ G’Zfl (k)ulnfl (k) ,

. -1

uy (k) =—“——,
G (k)
i (k)= G;’l (Bu' (k) +j,(k=1),
ab 2T

L ({)=———+c, G'(k)= ,

a2 1-1—(bi:;(k))2 #(0) 3Lyiif,(k)i
ig = GZ (kyu/ (k) — skorygowana warto$¢ pradu.

9. Jesli [u] (k)—u]"' (k)| > &, to przejdz do 6.

10, ipp(k) = Gppuy (k) + jp (k1)

11. Jesli k < kpax, to przejdz do 2.

12. Stop.

Wyniki symulacji dla pradu pierwotnego o amplitudzie /; =500 A oraz kroku symulacji
T=10,00002 s sa pokazane na rys. 2.14. Wida¢, ze ze wzgledu na duza amplitudg pradu pier-
wotnego takze warto$¢ pradu magnesujacego i, (rys. 2.14 b) jest duza. W obszarze duzego

nasycenia znacznie maleje indukcyjno$¢ L, a przejscie pomiedzy obszarem o duzej indukcyj-

a) b)
i, A S B e B iﬂ’A
g 600 |\ 1 pd ]
,'\ | | | | | | | |
N A | | | | [ T2 Yo N M AL U A AR W A 4 VR B [ W !
SO0/ {4 :
| | | | o o h L i A
T AR
A TR A A 0 S R
1 _ J,\ | | | | |
TV TV Y Y 200} -4k b
A IR TR VAN (N A AP I SRR G VAR | AN T
I‘QU)::\u:\y:\:/:\ R A A
5000 0,02 004 006 008 is ‘60)00 0,02 004 006 008 15
C

Rys. 2.14. Przebiegi uzyskane w wyniku sy-
mulacji stanu przejsciowego w przektadniku
pradowym wedlug metody Geara II: a) prad
pierwotny i wtorny; b) prad magnesowania; L]
¢) indukcyjnosé 0 002 004 006 0,08 ¢s
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nosci (model liniowy) i jej malej wartosci (stan nasycenia) jest gwattowny (rys. 2.14c). Ten
efekt wykorzystuje si¢ niekiedy do uproszczonej reprezentacji charakterystyki magnesowania
za pomoca dwoch odcinkow.

2.2.3. Pojemnos$¢

Podobna struktur¢ modelu mozna uzyska¢ dla przypadku nieliniowej pojemnosci.
Model matematyczny pojemnosci jest okreslony nastgpujacym réwnaniem:

. dq(?)
t)y=—-— 243
i(?) o (2.43)
gdzie g jest ladunkiem elektrycznym: q(z) = C(u)u(?).
Wowczas:
du) _ Li(t) (2.44)
d C(u)

gdzie: C(u)= M
du

Model skojarzony pradowy wedlug metody trapezow jest okre§lony réwnaniem
(1.37):

Glu(k)) .

i(k) = Glu(k) Ju(k) + Gt ) ¢ (2.45)

w ktorym: G(u(k))= M ke =1y =i(k = 1)+ Glu(k = 1) )u(k ~1).

Poniewaz tym razem przewodno$¢ jest funkcja napigcia, wigec do rozwiazania tego
rownania nalezy zastosowac¢ schemat iteracyjny zgodnie z (2.27):

i" (k)= Glu"" (k) Ju" + 1" (k) (2.46)

gdzie: 1" (k) =i"" (k)= Glu"" (k) Ju"" .

Zauwazmy, ze rozwiazanie rownania (2.45) wymaga zastosowania metody itera-
cyjnej, podobnej jak w (2.38) (w tym przypadku napigcie jest zamienione z pradem).
Schemat zastgpczy modelu pojemnosci nieliniowe;j jest pokazany na rys. 2.15.

Prad i, (k) jest czgscia pradu i"(k) zgodnie z (2.46). Ekwiwalentne zrédto prado-
we ["'(k) zwiazane jest z iteracyjnym poprawianiem rozwiazania. Uwzgledniony jest
w nim réwniez prad j(k—1), ktory odzwierciedla historie catkowania. Nalezy go
uwzgledni¢ zgodnie z (2.45) przy przejsciu do kolejnego kroku modelowania.
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2) by b
. i (k)
iy _C ' .
o N o n 1" (k)
- L o G (k) {j(k_1>}
u(t)

o -

Rys. 2.15. Schemat zastgpczy: a) iteracyjnego modelu nieliniowej pojemnosci
oraz b) schemat zast¢pczy modelu cyfrowego

2.3.  Model sieci nieliniowej i zaleznej od czasu

2.3.1. Obwdd z elementami nieliniowymi i zaleznymi od czasu

Sie¢ elektryczna staje si¢ nieliniowa, je§li przynajmniej jeden jej element jest nieli-
niowy. W takim przypadku znane metody rozwiazywania sieci, na przyktad metoda
potencjatow wezlowych, nie moga by¢ bezposrednio stosowane. Sie¢ taka mozna
rozwiazywa¢ wedlug metody Newtona—Raphsona. Wymaga to jednak zapisu roéwnan
sieci w postaci (2.19), co zazwyczaj prowadzi do ztozonych algorytmoéw obliczenio-
wych.

Mozna takze stosowa¢ metodg potencjatow wezlowych z wykorzystaniem przed-
stawionych powyzej modeli elementéw nieliniowych oraz znanych juz modeli ele-
mentow liniowych. Metoda ta, w przypadku sieci liniowej, prowadzi do ogodlnego
rownania (1.78), ktore, dla przypadku nieliniowego, mozna zapisa¢ w nastgpujacej po-
staci:

G " =i" 2.47
(2.47)

Nalezy zauwazy¢, ze macierz G"' jest zbudowana z przewodnoéci elementow li-
niowych sieci (wartos$ci state) oraz przewodnosci elementow nieliniowych, ktore sa
odpowiednio zmieniane w kazdym kroku procesu iteracyjnego. Wektor pradéw zro-
dlowych i" jest utworzony z niezaleznych zrodet pradowych (I(k) — state wzgledem
kroku iteracyjnego n), z ekwiwalentnych zrodet pradowych, wynikajacych z linio-
wych modeli elementow L, C (j(k—1), (jc(k— 1) — sa one takze stale w procesie ite-
racyjnym), oraz ekwiwalentnych zrddet pradowych zwigzanych z nieliniowymi mode-
lami elementéw rezystancyjnych i przewodnosciowych, a takze nieliniowej
indukcyjnos$ci i pojemnosci: 1" (k), 1" (k), I} (k) . Mozna to zapisa¢ w postaci na-
stepujacej funkcji:

i = flIR). (k=) ok =1, 17 (), 127 (), 17 (R). 17 () (2.48)
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W przypadku nieliniowych pojemnosci prad zwiazany z historig procesu catkowa-
nia jest korygowany w kazdym kroku iteracji.
Szczegoly organizacji procesu obliczeniowego wyjasnia nastgpny przyktad.

Przyklad 2.8. Przeprowadzi¢ symulacje¢ stanu przej$ciowego w obwodzie z rys. 2.16.
Przyja¢, ze warunki poczatkowe sa zerowe. Zastosowa¢ modele skojarzo-
ne indukcyjnosci i pojemnosci wedlug metody trapezow. Wartosci para-
metréw obwodu i wymuszenia podane sa ponizej.

Rys. 2.16. Schemat rozpatrywanego obwodu

u,(t)=U cos(wt), U=8300 V, =100ms ",

R =04Q, L =24 mH, C, =22 nF, C,=8,7 nF, C, =120 nF,

R,=02Q, L, =5 mH, Ry =24MQ.

Charakterystyka magnesowania indukcyjnosei L, jest okreslona zgodnie z (2.41), gdzie:
a=17,829,b=1,5, c=0,0149.

Przyjeto krok modelowania 7 =10""s.

W obwodzie wystgpuja cztery wezty niezalezne (numery widoczne sg na rys. 2.16), przy czym
napigcie w wezle 4 jest znane. Rownanie (2.47) przyjmie zatem taka postaé, jak w (1.80):

G ] 1] »
Gy Gy Uz ip
przy czym:
8+ 8t L ~ 8 0
Gﬂ = — 8 8o T 8218 —8p >
0 - & gpte, &,

Ghi=| o |,G=(cn), cl=g,
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T T 2C 2C 2C 1

_ 1 _ 2 _ w _
> 8a = > 82 = s 8ew = > & = b

= ) gl =
2L +RT "7 2L, +R,T T T T R,

gls

g, = %, gdzie indukcyjnos¢ L, =L, (i,) jest okreslona zgodnie z (2.42).
u
Pozostate elementy réwnania (2.49) sa nastgpujace:

u; Js = Ja = Jes
u,=\uy |, Wy =uy=ug, iy = Jy— o, |, i =i,

Uy jlp_j//
przy czym:
Jy = o Ge=1)y = ki, Gk =1+ g, (i, (k=) = (k =1)), &y =%
o . 2L,-R,T
Jp = Jp =1 =kyi, (k=1)+ g, (u,(k =1)—uy (k= 1), k,, L ART

Ja=Jalk=D)=—i(k=1)=g,u(k=1), jo,=j,(k=1)=—i,(k-1)=gu,(k-1),
Ju=Juk =D =i, (k=D+g,li, (k= 1)uy (k-1).
Mozna zauwazy¢, ze w rozpatrywanym przypadku wszystkie elementy wektora i, sa okreslo-

ne w kroku A—1, zatem wektor ten nie zmienia si¢ w trakcie procesu iteracyjnego. Macierz
G ,; jest takze stata podczas obliczen. Wektor u, =u (k) jest reprezentowany przez zrédto

napigciowe, ktore zmienia si¢ wraz z krokiem £ i tez nie zalezy od iteracyjnego przyblizania
rozwiazania.
Podstawowa procedura obliczeniowa, wynikajaca z (2.49), ma zatem nastgpujaca postac:

n=l_-n 0
G, =i, -G zu, (2.50)
przy czym w procesie iteracyjnym zmienia sig jedynie jeden element macierzy G ,,: g, , na-
tomiast w miejsce pradu j,=j,(k—1) w wektorze i,=1i) nalezy zastosowa¢ wielkoS¢

I (k) =i ()= Gl () Jul™ (k) jak w (2.40).

Formalnie rownanie (2.50) mozna rozwiaza¢ zgodnie z zaleznoScia:

o, = (G ) [ -G u,) (2.51)

W przypadku wigkszych sieci nalezy jednak stosowaé bardziej efektywna metode rozwiazy-
wania rownania (2.50). W odniesieniu do macierzy G ,, mozna takze wykorzysta¢ fakt, ze

tylko nieliczne jej elementy zmieniaja si¢ w trakcie obliczen (patrz poprzedni rozdziat).
Przebiegi napigcia w wezle 2 oraz pradu w galezi 2-3 sa pokazane na rys. 2.17. Wida¢ nieregu-
larnosci charakterystyczne dla ferrorezonansu, ktoéry powstaje w wyniku przemieszczania si¢
energii pomigdzy nieliniowa indukcyjnos$cia i pojemno$ciami sieci.
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0 005 01 015 02 15 0 005 01 015 02 15
Rys. 2.17. Napigcie (a) i prad (b) w analizowane;j sieci

Przedstawiony przyktad pokazuje sposob stosowania metody potencjatow wezto-
wych w odniesieniu do obwodow z elementami nieliniowymi, zgodnie z (2.47). Jesli
niektore elementy sieci sg takze zalezne od czasu, to macierz przewodnosci bedzie
rowniez zalezna od czasu. Bardziej ogdlna posta¢ metody potencjatéw weztowych
przybiera zatem nast¢pujaca forme:

G (" (k) =i"(k,k 1) (2.52)

gdzie: dwa indeksy przy wektorze prawej strony wskazuja na to, ze jest on okreslony
przez niezalezne zrodta (w k-tym kroku) oraz te zrodta, ktore pochodza z historii pro-
cesu.

Rozwiazywanie rownan o postaci (2.52) jest bardzo utrudnione, gdyz nie mozna tu
skutecznie stosowac algorytméw faktoryzacji macierzy wspotczynnikow (patrz
rozdz. 1), poniewaz macierz G"~' (k) zmienia sie zaréwno z krokiem k, jak i w proce-
sie iteracyjnym, z krokiem n. Metoda ta jest zatem malo efektywna obliczeniowo i nie
jest stosowana w odniesieniu do duzych sieci z elementami nieliniowymi lub zalez-
nymi od czasu.

2.3.2. Metoda kompensacji

Metoda kompensacji ma bezposredni zwiazek z twierdzeniem Thévenina (twierdze-
niem o zast¢pczym zrodle napigciowym), zgodnie z ktorym dowolna sie¢ liniowa,
rozpatrywana jako dwdjnik o zaciskach &, m, moze by¢ zastapiona przez szeregowo
polaczone zrodto napigciowe o sile elektromotorycznej E, oraz rezystancje R, , przy
czym E, jest rowne napigciu na rozwartych zaciskach &, m dwdjnika, natomiast R,

jest rezystancja wewngtrzng tego zrodla zastgpczego. Jest ona rownowazna oporowi
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zastgpczemu dwodjnika bezzrédlowego, otrzymanego w wyniku zastapienia w rozwa-
zanym dwojniku wszystkich niezaleznych zrodet napigeciowych zwarciami i wszyst-
kich niezaleznych zrédet pradowych rozwarciami [68, 114].

a) Sie¢ z jednym elementem nieliniowym

Idea tej metody zostanie pokazana dla przypadku, gdy w sieci wystepuje tylko jeden
element nieliniowy (rys. 2.18).

a)
b)
k RT ikm k
—e
Sie¢ liniowa E, KQ/RM E, q) u,, R,
L o m
m

Rys. 2.18. Metoda kompensacji: a) schemat rozwazanej sieci z usunigta gatezia km
oraz b) uktad rownowazny

Rozwazana sie¢ jest liniowa, z wyjatkiem elementu tworzacego galaz km (rys.
2.18a). Czes¢ liniowg sieci zamieniamy na uktad réwnowazny zgodnie z twierdzeniem
Thévenina (rys. 2.18b). Latwo okresli¢ rownania powstatego obwodu:

E

=—7 u =E, —R/i 2.53
RT‘l‘ka km T T km ( )

lkm

gdzie: R, = g(im, Qi ]

Prad i,, wystepuje tu w charakterze zrodta pradowego, ktdrego warto$¢ rownowa-
zy nieobecnos¢ gatezi k, m w obwodzie. W przypadku nieliniowej indukcyjnosci i po-
jemno$ci w modelu wystapia takze zrodta pradowe lub napigciowe, ktore odzwiercie-
dlaja odpowiedni model matematyczny takiego elementu. Nieliniowy element moze
by¢ rowniez reprezentowany przez model z przewodnos$cia G,, zalezna od napigcia.

Jesli funkcja, okre$lajaca rezystancje R,, (przewodnos$¢ G, ), jest dana w jawnej po-

staci, to do rozwiazania powyzszych réwnan mozna zastosowa¢ metode Newtona.
Czesto charakterystyka nieliniowa jest dana w postaci odcinkowej’ (rys. 2.19). Wow-

> Taki model elementu w programie EMTP jest nazywany pseudonieliniowym, w odrdznie-
niu od modelu jawnie nieliniowego (ang. true-nonlinear), ktory jest reprezentowany charakte-
rystyka w postaci analitycznej.
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czas warunek rozwigzania jest liniowy dla odcinka, ktéry przecina prosta charaktery-
styki uktadu réwnowaznego.

Do rozwiazania rownan (2.53) nalezy najpierw okresli¢ parametry uktadu réwno-
waznego: £, oraz R, . Sila elektromotoryczna moze by¢ okreslona w wyniku rozwia-

zania roOwnania potencjatow weztowych (1.78) uktadu, w ktérym usunigta zostata ga-
1az km (a zatem, w macierzy przewodnosci G : G,, =0) [29]. Powstala w ten sposob

stata macierz oznaczymy jako G! . Sita elektromotoryczna E, jest okre$lana w wy-

niku rozwiazania réwnania:

G u' =i (2.54)

przy czym: E, =u, —u' , gdzie u;, u, sa elementami wektora u’, zwigzanymi z we-

ztami k i m, odpowiednio; i jest wektorem pradow weztowych ekwiwalentnej sieci.

A
ukm
TN
N
N
~ _ .
N Upw = f(lkm)
N
N
N
N
\gkm = ET - Rlem
AN
N
AN
N
N
N
N
, , , , , N -
0 Lim

Rys. 2.19. Metoda rozwigzania rownania nieliniowego z charakterystyka odcinkowa

Rezystancje Ry okresla si¢ w wyniku odjegcia elementéw & i m wektora r, ktory po-
wstaje przez odjgcie kolumn £ i m macierzy (Ggm )7I [29]. Wektor r mozna takze ob-
liczy¢ w wyniku rozwiazania rownania:

G;,r=p (2.55)

gdzie elementy wektora p przyjmuja nastgpujace wartosci:
1 jeslil=k
p,=4—1 jeslil=m

0  inaczej
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przy czym, warunek dla / =m jest wazny wowczas, gdy w m-tym wezle nie jest zde-
finiowane napigcie (lub nie jest to wezet odniesienia).

Ostatecznie poszukiwany wektor napie¢ weztowych sieci z elementem nielinio-
wym jest okreslony nastgpujacym rownaniem [29]:

u=u’-ri, (2.56)

Stosowanie przedstawionej metody wymaga wykonania w kazdym kroku modelo-
wania nastgpujacego algorytmu:

1. Okresli¢ wektor u’ i sitg elektromotoryczna E, zgodnie z (2.54).

2. Okresli¢ wektor r irezystancje R, zgodnie z (2.55).
3. Obliczy¢ prad i,, przez rozwiazanie nieliniowego rownania (2.53).
4. Obliczy¢ skorygowany wektor napie¢ wezlowych zgodnie z (2.56).

Drugi krok algorytmu wykonywany jest tylko wowczas, gdy w liniowej czgsci sie-
ci nastgpita zmiana potaczen. Wida¢, ze jedyna istotng r6znica w numerycznym roz-
wiazywaniu analizowanej sieci, w stosunku do sieci liniowej, jest wyznaczenie
w trzecim kroku warto$ci pradu 7, w galgzi nieliniowej. Jest to zatem znaczne

uproszczenie zagadnienia w porownaniu z metoda Newtona—Raphsona w wersji
przedstawionej w poprzednim punkcie.

b) Sie¢ z wieloma elementami nieliniowymi

Przedstawiony algorytm, z pewnymi ograniczeniami, moze by¢ takze stosowany
w odniesieniu do sieci z wieloma elementami nieliniowymi. Zatézmy, ze w sieci wy-
stepuje M elementdow nieliniowych. W pierwszym kroku przedstawionego algorytmu
nalezy obliczy¢ wektor u’ wedtug (2.54), przy czym w macierzy G! zostana usu-

nigte wszystkie wartosci zwiazane z M gateziami znajdujacymi si¢ pomiedzy weztami
k,— m, k, — m,, .., k, — m,,. W rezultacie otrzymuje si¢ zbior sit elektromoto-

rycznych E;, =uy —u, , i=1,2,..,M .
W drugim kroku procedury obliczane sa wektory r, zgodnie z (2.55), przy czym

réwnanie to nalezy powtarza¢ dla kazdej pary weztéw ze zmieniajacym sig¢ wektorem
prawej strony p,. Najbardziej skomplikowany obliczeniowo jest krok trzeci, w ktérym

nalezy rozwiaza¢ jednoczesny uktad réwnan nieliniowych, wynikajacych z warunkéw
(2.53) dla wszystkich nieliniowych galezi. Znaczne uproszczenie tej procedury uzy-
skuje si¢ dzigki zastosowaniu modeli elementow pseudonieliniowych (z odcinkowymi
charakterystykami).

Ostateczng posta¢ wektora napig¢ weztowych uzyskuje si¢ w kroku czwartym,
przy czym w rownaniu (2.56) nalezy uwzglednic¢ korekcjg od wszystkich gatezi nieli-
niowych:
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_ .0 . . .
u=u —ri, —i, —..—Fyl 2.57)

Nalezy zauwazy¢, ze na wszystkich etapach przedstawionej procedury macierz
G! powinna by¢ nieosobliwa, co jest rtownowazne mozliwosci rozwiazania obwodu
po usunigciu gatezi nieliniowych. Zwykle wystepuja takze klopoty z rozwigzaniem
zadania, jesli elementy nieliniowe wystepuja w sasiednich galeziach sieci. Jednym ze
sposobow uniknigcia tych trudnosci jest rozdzielenie takich galezi przez sztuczne
wprowadzenie linii dtugiej (linii opdzniajacej), o opdznieniu rownowaznym jednemu
krokowi modelowania. Uzyskuje si¢ przez to rozdzielenie wzajemnego wpltywu sa-
siednich nieliniowo$ci w danym kroku modelowania. Przy dostatecznie matej wartos$ci
tego kroku operacja ta nie wptywa istotnie na odwzorowanie dynamiki procesu.

U, h

km

-

0 .

Rys. 2.20. Straty zwiazane z trajektoria rozwiazania (zakreslony obszar)

Inng charakterystyczna cecha modelowania obwodéw nieliniowych jest wystepo-
wanie zjawiska sztucznej histerezy lub strat (thumienia) (rys. 2.20). Jest ono zwiazane
z obszarem zakre$lanym przez kolejne punkty rozwiazania na charakterystyce elemen-
tu nieliniowego, co jest szczegdlnie niekorzystne w przypadku nieliniowej indukcyj-
nosci, gdyz moze by¢ zrédlem pasozytniczych oscylacji [29]. W celu ograniczenia
tych zjawisk nalezy stosowaé¢ odpowiednio zmniejszony krok modelowania. Z tego
powodu krok modelowania sieci z elementami nieliniowymi powinien by¢ zazwyczaj
mniejszy niz wynika to z dynamiki tego procesu.

Szczegdly stosowania metody kompensacji sa pokazane w kolejnym przyktadzie.

Przyklad 2.9. Przeprowadzi¢ symulacj¢ stanu przejsciowego w obwodzie z przyktadu
2.8 (rys. 2.16).

Zaktada sig, ze wszystkie parametry obwodu i jego modelu sa takie same jak w przyktadzie
2.8. Elementem nieliniowym jest indukcyjnos¢ L, =L, (i,) , okreslona zgodnie z (2.42).
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W kazdym kroku symulacji nalezy wykonac¢ cztery etapy przedstawionej powyzej procedury.
Bedziemy ja tu powtarzac¢, przywotujac odpowiednie réwnania.

W pierwszym etapie nalezy okre$li¢ site elektromotoryczna E, =u, —u’ dla czesci liniowe;
sieci (z pominigciem galgzi nieliniowej indukeyjnosci L, ), przy czym k=3, m=0 (rys.
2.21a).

a)
ul(t) 4

Rys. 2.21. Schemat rozpatrywanej sieci z wydzieleniem czg¢$ci liniowej i nieliniowej

Nalezy przy tym uwzgledni¢ fakt, ze w wezle 4 napigcie jest znane. Odpowiednie réwnanie ma
postaé, jak (2.49), przy czym indeks n nie jest tu potrzebny, natomiast, zgodnie z (2.54),
wprowadzono goérny indeks O dla zaznaczenia, ze w macierzy przewodno$ci usunigto prze-
wodno$¢ g, zwiazana z usunigta galezia:

B e
Gy Gy ug Iz

gdzie
Qi 8t & ~ & 0 ~ &
G(,:A = — 8 8t 8218 —8p | Gi=| 0 |, Gy :(GAB)T’ Gy =8,
0 -8 g+ 8&m 0

W tym réwnaniu, zgodnie z pierwszym krokiem algorytmu, nalezy obliczy¢ wektor potencja-
16w weztowych u’ liniowej czesei sieci:

G(/)mu(jn :i(jn _GABuB (2'59)

Ostatecznie E, = ufw . Warto$¢ tej sity elektromotorycznej zmienia si¢ w czasie w zwiazku ze
zmiang wymuszenia W, = u_(k) oraz wektora pradow zrodtowych i ,:

j s j cl j cs
I I Jiy | (pominigto tu takze prad pochodzacy od nieliniowej indukcyjnosci).

I
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Zastgpcza rezystancja czgsci liniowej sieci jest okreslana zgodnie z réwnaniem (2.55), ktore
przyjmuje tu nastgpujaca postac:

G r=p (2.60)
gdzie: p=[0 0 1]".
Wektor r jest zatem réwny ostatniej kolumnie macierzy (G(j1 y )_1 , a rezystancja R, (rys.
2.21b) jest okreslona przez ostatni wiersz tego wektora. Zauwazmy, ze poniewaz macierz G,
nie zmienia si¢ podczas calego analizowanego procesu, wigc rowniez rezystancja R, jest stata

1 wystarczy ja obliczy¢ na poczatku symulacji.
W celu okreslenia pradu i, (rys. 2.21b) nalezy skorzysta¢ z zaleznosci (2.53), przyjmujac od-

powiedni model nieliniowej indukcyjnosci. Zaktadajac, ze model indukcyjnosci jest okreslony
jak w (2.37) z nieliniowa charakterystyka L, wedlug (2.42), otrzymamy nastgpujacy ukiad

rownan:

i, (k) =mfw)uﬂ<k>+ju(k—l),
u, (k) = Ey (k) — Ryi, (k),

S . T . ab . o
gdzie: j (k-D)=i, (k-1)+ 2L D) u,(k-1), L(zﬂ(k)): ) + ¢ , wspotczynniki
u u

a, b, ¢ — jak w przyktadzie 2.8.
W rezultacie podstawienia otrzymuje si¢ pojedyncze roéwnanie nieliniowe, ktére mozna roz-
wiaza¢ metoda Newtona. Rekursywny zapis procedury ma nastgpujaca postac:

iZ(k)=iZI(k)—fL,((lﬁl—((];()))) )

gdzie: f(i(k))=i"" (k) - m(@ ()= Ry (k)= j, (k=1

oy T[ R (L w)-c

2| L) a
Ostatecznie wektor nieznanych potencjatow wezlowych u , jest korygowany zgodnie z (2.56):

2
] (B, (k) - Ry () )i (k) |
u,=uj-ri,.
Uzyskane przebiegi sa identyczne jak w przyktadzie 2.8. Tym razem jednak, w kazdym kroku

modelowania iteracyjna procedura jest ograniczona tylko do pojedynczego réwnania. Do uzy-
skania satysfakcjonujacej zbieznosci wystarczy wykona¢ 1-2 kroki tej procedury.

Dodatkowe uproszczenie obliczen mozna uzyska¢ przez stosowanie pseudo-
nieliniowych modeli, gdzie rzeczywista charakterystyka niecliniowa jest zastapiona
przez szereg prostych odcinkow.
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2.3.3. Metoda odcinkowo-liniowej aproksymacji charakterystyki nieliniowej

Aproksymacje odcinkowo-liniowe (ang. piecewise approximation) umozliwiaja zasto-
sowanie w procesie obliczeniowym efektywnych metod analizy liniowej. W ogolnym
przypadku nieliniowa funkcja reprezentujaca charakterystyke danego elementu jest
aproksymowana za pomoca dowolnej liczby odcinkow, co sprawia, ze sie¢ staje si¢
przedziatami liniowa. Pomimo atrakcyjnosci tego podej$cia, pojawiaja si¢ problemy
zwiazane z konieczno$cia rozstrzygania sposobu post¢gpowania na granicach obszaréw
wyznaczonych przez odcinki prostoliniowe. Aproksymacja liniowa sprawia, ze roz-
wiazanie w danym kroku moze by¢ uzyskane poza przedzialem obowigzywania danej
aproksymacji. Dotyczy to zwlaszcza przypadkow ztozonych sieci, z wieloma elemen-
tami nieliniowymi. Jest wiele sposobow analizy takich sieci [12, 23, 29, 69, 110, 114].

W programach EMTP spotykamy si¢ zazwyczaj z elementami nieliniowymi o jed-
nostajnej charakterystyce (jak charakterystyka magnesowania, charakterystyka nieli-
niowa warystora i inne), co umozliwia wprowadzenie dalszych uproszczen, ktore
przyczyniaja si¢ do zwigkszenia efektywnosci obliczeniowej algorytmu. Przyjmuje sig
przy tym ograniczenia, ktore najczesciej powinien kontrolowac uzytkownik:

— dlugos¢ kroku modelowania oraz dtugos¢ liniowych przedzialow aproksymacji
sa tak dobrane, aby rozwiazania w kolejnych krokach symulacji nie wykracza-
ly poza sasiednie odcinki charakterystyki (sygnalizowany jest blad, jesli roz-
wiazanie w kolejnym kroku przekracza sasiedni odcinek — rys. 2.22);

— pomijane sa bledy zwiazane z przekroczeniem liniowego obszaru w dwodch ko-
lejnych krokach symulacji (rozwigzanie £’ na rys. 2.22).

v t dopuszczalne punkty rozwiazania

rozwigzanie
niedopuszczalne

-

o i

Rys. 2.22. Tlustracja rozwiazania w dwoch kolejnych krokach w pseudonieliniowym modelu

Nieliniowa charakterystyka nie powinna by¢ wigc aproksymowana zbyt duza licz-
ba odcinkow, gdyz wiazaloby si¢ to z konieczno$cia odpowiedniego skrocenia kroku
symulacji [37]. Dla uproszczenia operacj¢ zmiany przewodnosci odpowiednich ele-
mentow i ponownej faktoryzacji macierzy przewodnosci G (nachylenie odcinka wy-
znacza parametry modelu rozpatrywanej gatezi) przeprowadza si¢ przy przejsciu do
kolejnego kroku modelowania [68].
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Wynikajace stad uproszczenie jest zazwyczaj nieistotne z uwagi na wierno$¢ od-
wzorowania procesu, dajac mozliwos¢ projektowania bardzo efektownych oblicze-
niowo programéw symulacyjnych. Ilustruja to przebiegi z rys. 2.23 — i;(k) oraz ir(k) sa
takie same jak w przyktadzie 2.6 (charakterystyka magnesowania jest doktadna).

Krzywa i3(k) (linia kropkowana) zostala uzyskana w tym samym modelu, przy
czym charakterystyka magnesowania zostata ograniczona do dwoch odcinkow, ktore
lacza si¢ w punkcie kolanowym charakterystyki. Wida¢, ze przebiegi obu pradow
wtornych sa niemal identyczne.

i, A
) "
100+ /- \ ~
I \ \
501 \13(t) \ \\ |
|
0 )
~100 0 0 02 0,0 0 06 0,0 , S

Rys. 2.23. Przebiegi uzyskane w wyniku symulacji stanu przej$ciowego
w przektadniku pradowym: prad pierwotny #;(k) oraz wtorny dla doktadnej reprezentac;ji
charakterystyki magnesowania (iy(k)) oraz zredukowanej do dwoch odcinkow (i5(k))

Stosowanie modeli jawnie nieliniowych mozna wowczas ograniczy¢ tylko do ta-
kich elementéw, w ktorych przebieg charakterystyki jest dobrze znany, a odstgpstwa
od niej maja istotny wplyw na przebieg rozpatrywanego procesu.

Zadania

2.1. W nieliniowym obwodzie z rys. Z2.1 rezystancja R, jest okreslona nastgpujaca zalezno-
Scia: i = 10(u,,)’ . Napiecie zasilajace: u =100 V, R =5 Q.
Okresli¢ warto$¢ pradu i za pomoca nast¢pujacych metod:
prostej iteracji, Newtona, Aitkena.
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2.2.

2.3.

2.4.

W obwodzie przedstawionym na rys. Z2.2 napigcie zasilajace u zostaje zataczone w chwili
t=0 przy zerowych warunkach poczatkowych. Sformulowaé rownania dynamicznego
modelu cyfrowego tego obwodu wedlug metody potencjatéw weztowych, przyjmujac mo-
del skojarzony trapezoéw dla indukcyjnosci. Napisaé algorytm rozwiazywania tych réwnan
w czasie. Wykona¢ obliczenia symulacyjne za pomoca programu MATLAB.

Dane: L=100 mH, pozostate — jak w zad. 2.1.

i R L 1

Rys. 72.2

Stosujac metod¢ kompensacji, zbudowaé model obwodu z przektadnikiem pradowym, jak
w przykladzie 2.6. Wykona¢ obliczenia i poréwna¢ wyniki z rezultatami uzyskanymi
w przyktadzie 2.6 oraz przykladzie 2.7.

Wskazowka: nalezy utworzy¢ model dyskretny sieci z rys. 2.11, w ktérym nieliniowa ga-
taz dotaczona bedzie stanowi¢ model indukcyjnosci L,. Warto$¢ tej indukcyjnosci mozna
okresli¢ zgodnie z (2.42).

Dany jest obwdd pradu statego jak na rys. Z2.3a. Charakterystyka nieliniowej rezystancji
jest aproksymowana za pomoca podanego wykresu (rys. b). Poda¢ sposob obliczenia pra-
du w tym obwodzie oraz okresli¢ jego wartos¢ dla parametrow: Ry =1 Q, u; =20 V.

a) b) VA
14,0

i R, 12,0}

01,0 16,0 i A

>

Rys. Z2.3






3. METODA ZMIENNYCH STANU

3.1. Wprowadzenie

Teoria zmiennych stanu postuguje si¢ modelem matematycznym procesu dynamicz-
nego, w ktorym wielkosci wejsciowe, okreslone przez wektor f(¢) , i wyjSciowe, okre-
slone przez wektor y(¢) (rys. 3.1), sa powiazane za pomocg nastgpujacych rownan
[26, 70]:

x(¢) = Ax(¢) + Bf ()

(3.1)
y(©) =Cx(¢) + Df(¢)

gdzie: A B C
X(¢) — wektor zmiennych stanu.

wen> Buxrs Cosns D,y — Macierze parametrow,

N g
R —_—
f by
£ uktad skupiony y
3 xl’ xz’ 2 x 3
J, i
— e

Rys. 3.1. Schemat uktadu do opisu zmiennymi stanu

W ogoélnym przypadku macierze parametrow moga by¢ zmienne w czasie (uktad
niestacjonarny) lub zaleze¢ od zmiennych stanu (uktad nieliniowy). W odniesieniu do
ukladu reprezentowanego za pomoca rownan stanu bedziemy zaktadaé, ze nie ma
w nim opdznienia (uktad o statych skupionych).

Pierwsze z podanych rownan nazywane jest rownaniem stanu, a drugie — rowna-
niem wyj$¢. Zmienne stanu w (3.1) sa zwiazane z elementami inercyjnymi (reaktan-
cyjnymi), co daje wskazowke co do sposobu tworzenia takich rownan dla danego sys-
temu. W przypadku obwodu elektrycznego zmienne stanu wynikaja z zaleznosci
pomigdzy napigciami a pradami w kondensatorach:
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Lcue®)=ic) (3.2)
oraz w cewkach:
L1y 0)=u,0) (3.3)

Parametry L, C w powyzszych réwnaniach moga by¢ nieliniowe.

W sposdb oczywisty wynika stad, ze w charakterze zmiennych stanu w obwodach
elektrycznych nalezy wybraé napigcia (fadunki) na kondensatorach i prady (strumie-
nie) w cewkach. Ilustruje to symbolicznie schemat na rys. 3.2. Jesli wszystkie elemen-
ty L, C oraz niezalezne zrodla zostana wydzielone z sieci, to pozostata jej czg$¢ two-
rzy sie¢ bezinercyjng o parametrach skupionych.

Us
l§ I
Ul == C sie¢ bezinercyjna L u

Ls
Rys. 3.2. Graficzna reprezentacja sieci opisanej rownaniami stanu

W przypadku zlozonej sieci wydzielone elementy inercyjne mozna opisac nastgpu-
jacymi réwnaniami:

i (0) ng(uC’iL’uS’iS’t)

. . (3.4
u, (7) :gL(“c’lL:“Sals’t)

gdzie: funkcje g., g, zaleza od parametrow i konfiguracji sieci.

Zaleznosci (3.4), po uwzglednieniu (3.2) i (3.3), prowadza do réwnan stanu. Liczba
niezaleznych rownan stanu okresla rzad uktadu. Niekoniecznie jest ona rowna sumie
elementéw L, C w sieci, gdyz wszystkie rownania powinny by¢ niezalezne. W odnie-
sieniu do sieci liniowych stacjonarnych o elementach skupionych mozna tg kwestig
rozstrzygnac¢, rozwazajac warunki poczatkowe, niezbgdne do rozwiazania odpowied-
nich réwnan rézniczkowych stanu. Stosowne przyktady sa pokazane na rys. 3.3.
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Rys. 3.3. Ilustracja: a) niezaleznego obwodu CE i b) niezaleznego przekroju LJ

W przypadku obwodu z rys. 3.3a spetnione jest rOwnanie:
ug(t) + e (1) + ey (1) + ey (1) =0 (3.5)

Jesli warunki poczatkowe odpowiednich réwnan rozniczkowych tego obwodu
(oczka) maja by¢ niezalezne, to powyzsze rownanie musi by¢ takze spetnione dla
t =0 przy niezaleznym wyborze wszystkich jego sktadnikow, co, jak widaé, nie jest
mozliwe (wielko$¢ ug(#) z definicji jest niezalezna jako niezalezne Zrodlo napigcio-
we). Wida¢ zatem, ze dla spelnienia postulatu niezaleznosci rownan obwodu jedna ze
zmiennych w zalezno$ci (3.5) moze by¢ zredukowana.

Podobne zwiazki mozna wyprowadzi¢ dla przekroju (rozcigcia) z rys. 3.3b (w tym
przypadku jest to wezel):

ig(t)+i,(t)+i,(t)+i,;()=0 (3.6)

Prady ptynace w cewkach w momencie =0 okreslaja warunki poczatkowe do
rozwiazywania rownan rézniczkowych opisujacych te cewki. Znow tylko dwa z tych
pradow sa niezalezne, a trzeci wynika z rownania (3.6).

W przypadku sieci liniowych stacjonarnych z elementami skupionymi, w ktorej
wystepuja tylko niezalezne zrodia pradu i napigcia, liczba n niezaleznych rownan sta-
nu jest okreslona nastepujaca zaleznos$cia [23, 99]:

n=nye—(neg +n,) (3.7)

zie: n,,. —Ssuma wsz 1 row 1 cewek w sieci,
dzie: n,. ma wszystkich kondensatorow i cewek eci
nq; — liczba niezaleznych obwodéw CE w sieci,
n,, — liczba niezaleznych przekrojow LJ w sieci.

Przyktady niezaleznych oczek oraz niezaleznych przekrojow sa pokazane na rys. 3.4.
Jesli w sieci wystepuja zrodla sterowane, to zaleznos¢ (3.7) okresla gorng granice
minimalnego wymiaru uktadu rownan stanu [23, 99].
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|C3

Rys. 3.4. Topologia sieci: a) niezalezne przekroje LJ i b) niezalezne obwody CE

Redukcja liczby rownan zgodnie z (3.7) prowadzi do tego, ze wsrdod wielko$ci
wymuszajacych, tworzacych wektory napig¢ zrodtowych ug 1 pradow zrodtowych i,
moga si¢ takze znalez¢ ich pochodne.

3.2. Formulowanie rownan stanu

Roéwnania stanu obwodu elektrycznego tworzone sg zgodnie z regutami wynikajacymi
z praw Kirchhoffa. Ich przeksztatcenie powinno odbywac si¢ zgodnie z zalozeniem,
ze zmiennymi stanu sa prady (strumienie) w cewkach oraz napigcia (fadunki) na kon-
densatorach. Liczba rownan powinna by¢ zgodna z zalezno$cia (3.7). Ilustruje to ko-
lejny przyktad.

Przyklad 3.1. Utworzy¢ rownania stanu opisujace dynamike sieci pokazanej na rys. 3.5.
Jako zmienne wyjsciowe przyja¢ prady w elementach reaktancyjnych.

Obwod zawiera trzy elementy LC (n,. = 3), przy czym n., = 1 (oczko utworzone z elementéw

e, Cy, (), n,;=0. Zatem liczba rownan niezaleznych: n = 2.

W charakterze zmiennych stanu wybieramy prad i, oraz napigcie u, .

Piszemy rownania obwodu:
du,

J—i, =gy =0, C,—E 4, —i=0,

e—Up —Uc, =0, L%

Nalezy z nich wyeliminowa¢ wszystkie zmienne, z wyjatkiem pradu i, , napiecia u,., oraz

~Ryip, =0, Ryij—up =0.

wymuszen e ij.
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Rys. 3.5. Schemat analizowanej sieci elektryczne;j

Po niezbyt ztozonych przeksztalceniach otrzymamy:

di, R,. R, . dug, 1 1 . 1 C, de
——=——0 +—], =- Uey + j+ e+ .
dr L L dr R(C,+C,) C,+C,7 R(C+C,)  C +C,dt
Prad i, jest takze wielkoécia wyjSciowa, natomiast pozostale prady sa okreslone nastgpujaco:
i = G Upy — ¢ G e+ G de
CTREC )T oG TR C) T CHG A
3 C C C, CC, de

Iy =

- 2 Upy +——2—j + e+ —.
RC+c) " cv6,  TR(C+G) T C G i

Rownania te mozna zapisa¢ w postaci macierzowe;j:

R, R
; -—— 0 , = 0 . .
g{n } L { } L H o2 iH
dr [uc, 0 N Ucy ! 1 e 0 C +C, dt|e
R(C +C)) C+C R(G+G)
:Ax+Bf+Blif,
dr
1 0 0 0 0 0
i ro. . .
iL=0L - G - G T4lo G |d]J
im RI(C1+C2) [Yc2 G +GC, R(C +C,) |e C+C, |dt|e
el |, ¢ c, o ce,
R(C +C)) C+C,  R(C ’ 0
1\&q 2/ e ) . 1+C2) ] i C1+C2_

:Cx+Df+Dlif.
dt

W rownaniach tych wystgpuje rozniczkowanie sygnalu wymuszajacego, co nie jest korzystne.
Mozna to wyeliminowac¢ przez podstawienie:
Cl
e
C +C,

U, =Ucy —
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Woéweczas rownania stanu przyjma postac (3.1), gdzie:

; & 0 ECY 0 . I
e’ _ L _ L 1/ .
X_|:u:|’A_ 0 B 1 » B= 1 C, ’f_|:e:|9y— Iy |
Rl(cl +C2) Cl +C2 Rl (Cl +C2)2 lCZ
1 0 0 0 0 0
clo G | p | G <G | p,- c
R, (Cl + Cz) G+G, R, (Cl + Cz) G +C,
G G, & 0 GG
R(C+C)] | ¢+C  R(G+O) | UG+ |

Wyeliminowanie pochodnych wzgledem wielko$ci wymuszajacych w réwnaniu stanu nie pro-
wadzi jednak do podobnej redukcji w rownaniach wy;jsé.

Jak wida¢, réwnania stanu sa formutlowane zgodnie z ogdlnymi zasadami opisu
obwodow elektrycznych. Liczba tych rownan moze by¢ zredukowana do warto$ci
okreslonej przez (3.7). W og6lnym przypadku rownania te przyjmuja nast¢pujaca po-
stac:

x(t) = Ax(t) + Bf(t) + B, %f(t) +..+B, ;T';f(t) (3.8)

d d?
y(t)_Cx(z)+Df(t)+D1af(z)+...+DpFf(t) (3.9

gdzie 0< p<n. +n,,.
Na drodze kolejnych podstawien zmiennych:
dr!
z(t)=x(t)—Bpr(t) (3.10)
(jak w przyktadzie 3.1), mozna wyeliminowa¢ pochodne wzgledem wymuszenia
z réwnania stanu (3.8). Rownanie wyjs$¢, w ogolnym przypadku, moze zawiera¢ po-
chodne wymuszenia [23].

Roéwnania zmiennych stanu dla zadanego uktadu moga by¢ tworzone automatycz-
nie, za pomoca odpowiednich programéw komputerowych [23].

W przypadku nieliniowych obwodow dynamicznych (z obecnoscia nieliniowych
indukcyjnosci lub pojemnosci) zazwyczaj nalezy przyjac¢, ze zmiennymi stanu sa
strumienie elektromagnetyczne w indukcyjnosciach oraz tadunki na pojemnosciach.
W takim przypadku wygodnie jest postugiwac si¢ ogdlng forma zapisu rownan stanu:

x(t) =g(x,1) (3.11)
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Zaréwno formutowanie rownan stanu uktadéw nieliniowych, jak i ich redukcja do
postaci minimalnej s zazwyczaj znacznie bardziej zlozone niz w przypadku uktadow
liniowych.

3.3. Rozwigzywanie rownan stanu

3.3.1. Uklady liniowe

W dynamice procesu istotne jest uzyskanie jedynie rozwigzania rownania stanu
w (3.1). W przypadku liniowym istnieje mozliwo$¢ uzyskania rozwiazania doktadne-
go tego rOwnania.

Klasyczny sposob rozwigzania rownania rozniczkowego pierwszego rzedu polega
na wstgpnym wyznaczeniu rozwigzania rownania jednorodnego, ktore w danym przy-
padku ma nastepujaca posta¢ (brak wymuszenia):

x(1) = Ax(¢) (3.12)
Latwo sprawdzi¢ przez podstawienie, ze rozwigzanie og6élne rownania (3.12) jest na-
stepujace:

x(¢) = e*k(?) (3.13)
gdzie: k(¢) jest pewnym wektorem funkcji, ktoéry powinien spetnia¢ takze rownanie

niejednorodne (a wigc o postaci jak w (3.1)).
W celu podstawienia (3.13) do (3.1) okreslimy najpierw pochodna zalezno$ci
(3.13):

X(1) = AeMk (1) + ek (1) (3.14)
Po podstawieniu (3.14) do (3.1) otrzymamy:
AeMk(1)+eMk(7) = Ae*k(¢) + Bf (¢) (3.15)
przy czym warto zauwazy¢, ze [23]:

Ae* =e™A = %e” (3.16)

Na tej podstawie wida¢, ze pierwsze sktadniki obu stron réwnania (3.15) redukuja
si¢, co pozwala zapisac:

k(1) =e “Bf(¢) (3.17)

Rozwiazanie tego rownania mozna uzyska¢ przez catkowanie:
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k(t) = je’A’Bf(r)dr +k(t,) (3.18)

l

Po podstawieniu tego wyniku do (3.13) otrzymamy:

x(t) = eA’Ue"A’Bf(r)dr + k(zo)J (3.19)

ty

Stad tez mozna uzyskac sposob okreslania wartosci poczatkowej. Przyjmujac w (3.19)
t=t,, otrzymamy:

x(t,) =e*k(t,) , a wigc:
k(z,) =e *"x(t,) (3.20)

Ostatecznie rozwiazanie liniowego rownania stanu (3.1) ma nastgpujaca postac:

x(t) = e [e VBf()dr + M x(1,) (3.21)

l

Po podstawieniu powyzszej zaleznosci do rownania (3.9) uzyskuje si¢ rowniez osta-
teczng forme roéwnania wyjsc.

Jesli funkcja wymuszajaca f(¢) jest stala lub liniowa w przedziatach pomigdzy
punktami czasu, w ktorych nalezy uzyska¢ wynik w postaci dyskretnej, to rozwiazanie
réownania (3.19) mozna uzyska¢ w postaci analitycznej. Mozliwo$¢ zastosowania ta-
kiego podejscia jest jednak ograniczona tylko do uktadow liniowych.

Nalezy zauwazy¢, ze réwnanie (3.21) przedstawia rozwiazanie rOwnania stanu
w ciaglej przestrzeni czasu. Uzyskanie rozwigzania dla czasu dyskretnego wymaga
numerycznego obliczenia catki w tym réwnaniu. Mozna tu zastosowa¢ jedna ze zna-
nych metod numerycznego catkowania [7, 41]. Do obliczenia funkcji wykladniczej
w (3.21) mozna postuzy¢ si¢ jej reprezentacja w postaci szeregu wyktadniczego:

e =1+Az+l(Az)2 +...+i(Az)'” +... (3.22)
2! m!

Niestety, szereg ten jest wolno zbiezny i aby uzyska¢ przyzwoita doktadnos¢, za-
zwyczaj nalezy uzy¢ wielu jego sktadnikow. W literaturze mozna znalez¢ sposoby
aproksymacji funkcji e, ktére zapewniaja duza doktadnos¢ przy matej liczbie opera-
cji arytmetycznych, na przyktad za pomoca aproksymacji Pade’a [100].



3.3. Rozwiqzywanie rownan stanu 119

3.3.2. Uklady nieliniowe

W przypadku nieliniowych rownan rézniczkowych, zapisanych w formie (3.11) sto-
sowane sg roézne formy aproksymacji rozwiazania. Poniewaz mozna tego dokona¢ na
wiele sposobdw, istnieja rozne sposoby rozwiazywania takich réwnan. Ogolnie, wy-
wodzg si¢ one z rozwinigcia rozwiazania w postaci szeregu Taylora lub aproksymacji
wielomianowe;j.

W pierwszym przypadku, przy wyprowadzaniu odpowiednich formut rozwiagzania
numerycznego zaklada sig, ze przy warunku poczatkowym: x(#,) = x,, x(¢) jest roz-
wiazaniem dokladnym réwnania (3.11). Rozpatruje si¢ dwa dyskretne punkty czaso-
we: t=t, , oraz t=t, powiazane zalezno$cia: ¢, =¢,_,+71 , przy czym T jest dosta-
tecznie matym przedzialem czasu. Rozwinigcie funkcji x(¢) w szereg Taylora

w otoczeniu czasu dyskretnego ¢ =¢, , jest nast¢pujace:
. 1 1 .
x(t,) =x(t, )+ Tx(t, )+ 5T2x<2> (t )+t —T'XP (1, ) +O(T")  (3.23)
! p!
Po uwzglednieniu, ze: x(¢) = g(x,t), otrzymamy:

1.,
xX(1,) =x(1, )+ Tg(x(t, )1, )+ =T a(x(t, )t )+ ..
2!
| (3.24)
+ —'T”g(p"l) (x(t,_)st,, )+ OT)
p.

Wida¢, ze przy ograniczeniu rozwinigecia do p skladnikow btad obcigcia jest pro-
porcjonalny do 77 . Dla pierwszych dwoch sktadnikow (p = 1) otrzymamy zaleznos¢:

X, =X, + Tg(xk—lotk-l) (3.25)

gdzie: x,_; =x(t,_,),
ktora jest znana jako jawna (ekstrapolacyjna) metoda Eulera (prostokatow).

Przy aproksymacji wyzszego rzedu niezbegdne jest obliczanie pochodnej funkcji
g(x,?), co moze by¢ ktopotliwe. Problem ten omingli Runge i Kutta, ktoérzy zapropo-

nowali odpowiednia aproksymacj¢ pochodnej przy zachowaniu tego samego rze¢du
btedu odcigcia, co algorytm Taylora. Metoda Rungego—Kutty ma nastgpujaca postac
ogolng [41]:

X, =X, +Tkp(xk7,,tk71;T) (3.26)
gdzie p okresla rzad metody, z ktora zwiazana jest takze posta¢ funkcji
Kp(xk—l’tkfl;T)‘

Dla metody Rungego—Kutty czwartego rzgdu mamy:
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K, (x, .1, ;T)= %(k1 +2k, + 2k, +k,) (3.27)

gdzie: k, = g(xk—l’tk—l )a

T T
k, = g(xkl "‘Ekntkq +E] )

T T
k; = g[xkl +Ekzatk,1 +E],

k,= g(xk—l + Tyt +T).
W przypadku pojedynczego rownania stanu odpowiednie wektory w tych wyrazeniach
zamienig si¢ na pojedyncze wielkosci (funkcje).

Aproksymacja w przytoczonych powyzej rownaniach obejmuje przedziat jednego
kroku catkowania o dlugosci 7. Stad tez powstale w ten sposob metody okresla sig¢
mianem jednokrokowych metod rozwiazywania rownan rézniczkowych.

Aproksymacja rozwigzania rownania (3.11) za pomoca wielomianu prowadzi do
metod wielokrokowych, w ktorych rozwiazanie w kolejnym kroku jest okreslane na
podstawie rozwigzan w wielu krokach poprzednich. W celu nakreslenia sposobu wy-
prowadzenia odpowiednich formut ograniczymy rozwazania do przypadku poje-
dynczego rownania w formie (3.11). Zaktadamy, ze przy znanym warunku poczatko-
wym: x(t,) = x, , doktadne rozwiazanie ma posta¢ wielomianu stopnia m:

x)=a, +at+ot’ +..+at" (3.28)

gdzie: ¢, «,, ..., @, sa stalymi wspolczynnikami wielomianu, ktore mozna okresli¢

na podstawie znanych warto$ci tego wielomianu w m + 1 punktach.
Zakladamy roéwniez, ze funkcja aproksymacyjna (3.28) oraz jej pochodna

x'(t) = g(x,t) sa znane w punktach ¢, #;_,, ..., t,_, . Poszukiwana jest formuta, kto-
ra na tej podstawie pozwala okres§lic warto§¢ rozwiazania w punkcie 7, :

x(¢,)=x(t,_, + T) . Ogolna postac¢ tego rozwiazania jest nastgpujaca [26, 41]:

Xy =g, tax, ,+.ta,x,

) p (3.29)
+ T(b—lg(xk 1) hog(x st )+t bpg(xkfp’tkfp)): Z a; X, + zbz’g(‘xk—i’lk—i)
P =0

Wspotczynniki w formule (3.29) mozna okres$li¢ na podstawie (3.28), przyjmujac
okreslona wartos¢ p oraz dodatkowe warunki dla pozostatych wspotczynnikow.
Otrzymuje sig stad wiele r6znych form numerycznego catkowania, ktore niekiedy 1a-
czy si¢ z nazwiskami matematykow, ktorzy je zaproponowali. Oto niektore przyktady
[7,23,41].
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Wzory Adamsa—Moultona:

X, =x,_, + Tg(xk,tk) (niejawna metoda Eulera) (3.30)
T .
X, =X, +5(g(xk,tk)+ g(x,{fl,t,{f1 )) (metoda trapezow) (3.31)
T
Xp =X E(Sg(xk’tk )+ 8g(xk—l o li )_ g(‘xk—2’ lia )) (3.32)
Wzory Adamsa—Bashfortha:
X, =X, + Tg(xH , t,H) (jawna metoda Eulera) (3.33)
T
Xy =X E(3g('xk—l L )_ g('xk—Z’tk—Z ))’ (3.34)
T
X = X 6(238()%71”‘/«71)_ 16g(xk—2’tk—2)+ Sg('xk—3’tk—3 )) : (3.35)
Wzory Geara:
X, =X, + Tg(xk,tk) (niejawna metoda Eulera) (3.36)
4 1 2T
X, =§xk_l —gxk_2+Tg(xk,tk), 3.37)
18 9 2 6T
X =7 X —ka72+ﬁxk73+ﬁg(xk,tk). (3.38)

W formutach Adamsa—Bashfortha, po prawej stronie wystepuja wyrazy, ktore zo-
staly okreslone w poprzednich krokach catkowania, zatem wzory te mozna stosowac
bezposrednio. Stad ich nazwa: metody bezposrednie lub jawne (ekstrapolacyjne).
W pozostatych przypadkach po prawej stronie rownania wystepuje niewiadoma, ktora
powinna by¢ wstepnie okreslona (odpowiednie algorytmy nosza nazwe metod pro-
gnozy i korekcji). Formuta moze by¢ niekiedy przeksztalcona tak, aby wszystkie nie-
wiadome znalazly si¢ po lewej stronie rownania. Nazywaja si¢ one metodami niejaw-
nymi (interpolacyjnymi).

Na uwagg zashuguja metody Geara, ktore nadaja sig¢ do rozwiazywania tzw. sztyw-
nych (ang. stiff’) rownan roézniczkowych. Sa to rOwnania opisujace uktady dynamicz-
ne, w ktorych wystepuja bardzo roézne stale czasowe (szybkos¢ analizowanych proce-
sow jest bardzo rozna). Z tego punktu widzenia dobre wiasciwos$ci maja takze



122 3. Metoda zmiennych stanu

niejawne metody Rungego—Kutty, jak na przyktad wspominana w rozdz. 1 metoda 2S-
DIRK [7]. Pozostale metody moga si¢ okaza¢ niestabilne w takich przypadkach.

Wsréd wymienionych metod znajdziemy réwniez formuly, ktére byly stosowane
w modelach skojarzonych elementéw obwodu elektrycznego (rozdz. 1).

3.4. Podsumowanie

Metoda zmiennych stanu znalazta zastosowanie do probleméw symulacji stanow
przejsciowych w uktadach elektrycznych stosunkowo niedawno, gdy zdefiniowane
zostaty efektywne algorytmy tworzenia takich rownan dla ztozonych uktadéw. Wazne
jest takze pojawienie si¢ skutecznych algorytméw catkowania numerycznego uktadow
nieliniowych oraz systemow sztywnych.

Wazna cecha stosowanych metod numerycznego rozwigzywania rownan roznicz-
kowych jest mozliwos¢ stosunkowo prostej zmiany dtugosci kroku catkowania, co
umozliwia jego dobor ze wzgledu na zatozona doktadnos¢. Dzigki temu mozna skro-
ci¢ czas obliczen.

Reprezentacja systemu w postaci rownan stanu stwarza takze mozliwo$¢ — w przy-
padku uktadéw liniowych — prostego okreslenia wybranej jego transmitancji. Dzigki
temu mozna tatwo bada¢ wlasciwosci czgstotliwosciowe analizowanego systemu, wa-
runki stabilno$ci czy tez problemy czuto$ci na zmiany wybranych parametrow.

Warto takze zauwazy¢, ze prezentowane w tym rozdziale podej$cie do numerycz-
nej symulacji stanéw dynamicznych jest zasadniczo rézne od stosowanego w po-
przednich rozdziatach. W tym przypadku system (oraz jego sktadowe) jest reprezen-
towany odpowiednim modelem matematycznym w ciaglej przestrzeni czasu. Nie ma
wigc etapu ‘modelowania cyfrowego’, natomiast stosowane sa tylko cyfrowe metody
numeryczne do rozwiazywania ciaglych w czasie rownan rézniczkowych.

W og6lnym przypadku metoda zmiennych stanu moze by¢ stosowana w odniesie-
niu do systemu opisanego w dziedzinie czasu (jak powyzej), ale rowniez w przestrzeni
czgstotliwosci. W odniesieniu do systemow ciagtych odbywa sig to z wykorzystaniem
przeksztatcenia Laplace’a, natomiast w przypadku systemow dyskretnych — prze-
ksztalcenia Z [26]. Znane sa efektywne algorytmy przeksztatcania odpowiednich za-
leznosci odnoszacych si¢ do dziedziny czasu i dziedziny czgstotliwosci [53, 89]. Nie
znalazly one dotychczas szerszego zastosowania do analizy stanéw przejsciowych
w sieciach elektrycznych, ze wzgledu na duza zlozonos$¢ numeryczng i problemy
z wykorzystaniem tych metod do analizy obwodéw nieliniowych.

Uzywane powszechnie komputerowe programy matematyczne typu MATLAB,
MATHEMATICA i inne maja gotowe procedury do numerycznego rozwigzywania
przedstawionych problemow. Uzytkownik powinien jedynie ulozy¢ stosowne rowna-
nia stanu i wyj$¢ oraz wybra¢ odpowiednia procedurg catkowania numerycznego.
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Zadania

3.1. Ulozy¢ réwnania stanu (w postaci minimalnej) dla podanych obwodow elektrycznych.
Przyja¢, ze w charakterze wielkosci wyjsciowych wystepuja napigcia na wszystkich opor-
nikach.

a)

-
“l

Rys. Z3.1

3.2. Okresli¢ warunki poczatkowe (¢ = 0) dla rownan stanu z zad. 1, przyjmujac wymuszenie
napigciowe w postaci:
a) u=10V,
b) u=10sin(wt + ) V, @=100m, ¢ =0.

3.3. Opracowac¢ stanowy model sieci z przektadnikiem pradowym z przyktadu 2.6. Zapisac¢
réwnania obwodu i przeprowadzi¢ symulacjg stanu przejsciowego z warunkami podanymi
w przyktadzie. Do rozwiazywania réwnania rézniczkowego zastosowac algorytm R—K IV.
Nalezy zauwazy¢, ze po redukcji sie¢ bedzie opisana jednym rownaniem roézniczkowym.






4. MODEL LINII ELEKTROENERGETYCZNEJ

4.1. Linia jednofazowa

Podstawowe zalezno$ci modelu cyfrowego linii rozpatrywanej jako element o parame-
trach roztozonych zostaly podane w p. 1.3.6. Ponizej przedstawione sa rozne szczego-
lowe zagadnienia zwiazane z modelowaniem linii jednofazowej. Podane zostaty pod-
stawowe informacje na temat sposobu obliczania parametréow linii na podstawie jej
danych konstrukcyjnych. Szczegdlowo przedstawiony jest model linii z parametrami
zaleznymi od czgstotliwo$ci. Omoéwione podejscie jest nastepnie wykorzystane w mo-
delu linii wielofazowe;.

4.1.1. Parametry linii

Parametry elektryczne linii napowietrznych i kablowych zaleza od ich wymiarow
geometrycznych oraz fizycznych wlasciwosci uzytych materiatléw i §rodowiska. War-
tosci tych parametrow mozna obliczy¢ na podstawie znanych zwiazkéw [3, 18, 30].
W profesjonalnych programach do modelowania linii dostgpne sa zazwyczaj procedu-
ry do obliczen tych parametrow na podstawie geometrii linii 1 danych materialowych
uzytych przewodnikow — zaréwno dla linii napowietrznych, jak i kablowych. Uzyt-
kownik musi si¢ jednak liczy¢ z koniecznos$cia dostarczenia bardzo szczegodtowych
danych. Ilustruje to nastepujacy przyklad.

Przyklad 4.1. Okresli¢ parametry elektryczne linii napowietrznej 400 kV o podanych
wymiarach geometrycznych oraz stalych fizycznych uzytych materiatow.
W przypadku przewodéow podane sa wysokosci zawieszenia na stupach
oraz w §rodku przgsta (wartosci pod kreska na rys. 4.1). Obliczenia wy-
kona¢ za pomoca procedury LINE CONSTANTS dostgpnej w programie
ATP-EMTP [8].

Konstrukcja linii wraz z wymiarami geometrycznymi jest pokazana na rys. 4.1. Dane wejScio-
we do procedury maja nast¢pujacy format.

BEGIN NEW DATA CASE
C Linia 400 kV
LINE CONSTANTS
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METRIC
C Dane do moduiu LINE CONSTANTS
C 345678901234567890123456789012345678901234567890123456789012345678901234567890

1 .231 .0564 4 3.15 -10.3 24.5 12.0 40.0 0.0 2
2 .231 .0564 4 3.15 0.0 24.5 12.0 40.0 0.0 2
3 .231 .0564 4 3.15 10.3 24.5 12.0 40.0 0.0 2
0 0.5 .2388 4 1.565 -6.87 31.0 23.5
0 0.5 .2388 4 1.565 6.87 31.0 23.5

BLANK CARD ENDING CONDUCTOR CARDS OF "LINE CONSTANTS" CASE

C 1 2 3 4 5 6 7 8
C 345678901234567890123456789012345678901234567890123456789012345678901234567890
C >< Freq >< FCar > <ICPR> <IZPR> =< DIST > <PP>==< >< >< >I><3>

100.0 50.0 1 1 0 180.0 0

BLANK CARD ENDING FREQUENCY CARDS
BLANK CARD ENDING "LINE CONSTANTS"
BEGIN NEW DATA CASE

BLANK

Ze wzgledu na wymagania programu w danych tych przyjeto, ze dtugos$¢ linii wynosi 180 km,
chociaz nie ma to wplywu na obliczanie parametrow na jednostk¢ dlugosci.

, [ :

I «— 6,87 m —>

i i 40 cm “—FI ot

«—— 10,3m ——

Przewody fazowe:
31,0m D=3,15cm
23,5m R'=0,0564 Q/km
7/D = 0,231

24,5 m
12,0 m Przewody odgromowe:
D =1,565 cm
R'=0,2388 Q/km
7/D=0,5

Rezystywno$¢ gruntu:
p,=100 Qm

7

Rys. 4.1. Parametry konstrukcyjne rozwazanej linii
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Rezultaty odnosza si¢ do sktadowej zgodnej i zerowej systemu trojfazowego. Parametry skta-
dowej zgodnej sa rownowazne parametrom ekwiwalentnej linii dwuprzewodowej faza—faza.
Obwdd sktadowej zerowej odpowiada ekwiwalentnej linii faza—ziemia. Parametr 7/D jest wy-
jasniony w przyktadzie 4.2.

Dla czgstotliwosci f, =50 Hz parametry linii sa nastgpujace:

R, =0,1576 Q/km, L', =2,2966 mH/km, C', =0,007729 pF/km,

R, =0,0291 Q/km, L', =1,0296 mH/km, C’,=0,01123 pF/km.

Predkosci rozprzestrzeniania sig fali elektromagnetycznej oraz impedancja falowa (charaktery-
styczna) wynosza odpowiednio:

v, =235968 kmy/s, v, =293798 km/s, Z,, =548,3 Q, Z,. =302,8 Q.

Wida¢, ze parametry dla sktadowej zerowej znacznie r6znia si¢ od parametréw dla sktadowe;j
zgodnej. Wiaze si¢ to przede wszystkim z tym, ze ekwiwalentny przewod ziemnopowrotny
(ziemia oraz przewdd odgromowy) ma parametry znacznie odbiegajace od parametrow prze-
wodu fazowego. Przewodno$¢ poprzeczna linii G’ jest zazwyczaj pomijana w omawianych tu
zastosowaniach.

4.1.2. Uwzglednienie zalezno$ci parametréow od czestotliwosci

Zalezno$¢ parametréw przewodnika od czgstotliwosci jest efektem zjawiska naskor-
kowosci, ktore jakosciowo tlumaczy si¢ jako wypieranie pradu na zewnatrz przewod-
nika w wyniku wzrostu czg¢stotliwosci. W ten sposob zmniejsza si¢ efektywny prze-
kroj przewodnika, zatem jego rezystancja ro$nie. Poniewaz jednocze$nie zmniejsza sig
strumien magnetyczny  w otoczeniu osi przewodu, wigc przy danym pradzie i
zmniejsza si¢ indukcyjnos¢ L (L =w /i) [22].

Stopien tej zalezno$ci zmienia si¢ w funkcji materialu przewodnika, jego ksztaltu
oraz sposobu usytuowania wzgledem ziemi. W przypadku linii elektroenergetyczne;j
moga wystepowaé przewody wiazkowe, gdy jeden przewod fazowy jest utworzony
z kilku przewodow odlegtych od siebie o kilkadziesiat centymetrow. W uktadzie wie-
lofazowym parametry poszczegoélnych faz oraz ekwiwalentnego obwodu z ziemia, ja-
ko przewodem powrotnym, zaleza od wzajemnego ich usytuowania oraz od sposobu
modelowania ziemi, jako przewodnika, gdyz w rzeczywistosci nie jest to sSrodowisko
jednorodne. Wszystko to sprawia, ze okres$lenie ekwiwalentnych parametrow linii
w zaleznosci od czegstotliwos$ci jest problemem dosy¢ ztozonym.

Profesjonalne programy zawieraja zazwyczaj procedury do obliczen tych parame-
trow na podstawie geometrii linii napowietrznych lub kablowych i danych materiato-
wych uzytych przewodnikow. Kolejny przyktad ilustruje sposéb przygotowania sto-
sownych danych wejsciowych w programie ATP-EMTP.

Przyklad 4.2. Przeprowadzi¢ analiz¢ zalezno$ci parametrow linii 400 kV z przyktadu
4.1 od czestotliwosci. Wspolezynnik 7/D (od ang. Thickness/Diameter)
odnosi si¢ do modelowania zjawiska naskérkowosci (rys. 4.1). Przewod
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jest tu reprezentowany w postaci rurki o zewngtrznej Srednicy D oraz
grubosci 7. W przypadku jednolitego przewodu 7/D = 0,5.

Dla przedstawionej linii zostalty wykonane obliczenia jednostkowych parametrow elektrycz-
nych w funkcji czgstotliwoséci za pomoca modutu LINE CONSTANTS w programie ATP—
EMTP [8]. Dane wej$ciowe maja nastepujacy format.

BEGIN NEW DATA CASE

C Linia 400 kV

C

LINE CONSTANTS

METRIC

FREQUENCY

C Dane do moduiu LINE CONSTANTS

C 345678901234567890123456789012345678901234567890123456789012345678901234567890

1 .231 .0564 4 3.15 -10.3 24.5 12.0 40.0 0.0 2
2 .231 .0564 4 3.15 0.0 24.5 12.0 40.0 0.0 2
3 .231 .0564 4 3.15 10.3 24.5 12.0 40.0 0.0 2
0 0.5 .2388 4 1.565 -6.87 31.0 23.5
0 0.5 .2388 4 1.565 6.87 31.0 23.5

BLANK CARD ENDING CONDUCTOR CARDS OF LINE CONSTANTS CASE

C 345678901234567890123456789012345678901234567890123456789012345678901234567890
100.0 0.1 1 5 5

BLANK CARD ENDING FREQUENCY CARDS

BLANK CARD ENDING "LINE CONSTANTS"

BEGIN NEW DATA CASE

BLANK

Uzyskane parametry w funkcji czgstotliwosci sq pokazane na rys. 4.2. Wida¢, ze parametry dla
skladowej zerowej (R', —rys. 4.2a oraz L', —rys. 4.2b) w znacznie wigkszym stopniu zaleza

od czgstotliwosci niz parametry dla sktadowej zgodnej (R', —rys. 4.2a oraz L'} —rys. 4.2b).

a‘) R! b) LVO L’l
Q/km /1 mH/km[~ A mH/km
/ 590 N L, 190
S/ 4,5 0 0,9
L0 7 4,0 : 0,8
/ \

’ // , 3,5 \ 0,7
o1 R, 3,0 0,6

0’1 s 9 \ b
v e 2,5 S 0,5
== 2,0 e 04

0,01 5

1 0,3
0,1 1 10 100 1000 £ Hz 0,1 1 10 100 1000 £ Hz

Rys. 4.2. Charakterystyki czgstotliwosciowe linii 400 kV:
a) rezystancji oraz b) indukcyjnos$ci
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Wiaze si¢ to z tym, ze ekwiwalentny przewod ziemnopowrotny ma znacznie wigksza Srednicg
niz odpowiedni przewdd wynikajacy z dwuprzewodowej wiazki przewodoéw fazowych. W ta-
kim przypadku efekt naskorkowy jest znacznie wigkszy.

Parametry poprzeczne linii (pojemnos$¢ oraz przewodnos¢) praktycznie nie zaleza od czgstotli-
wosci. Przewodno$¢ linii G’ jest zazwyczaj pomijana w omawianych tu zastosowaniach, cho-
ciaz w celu stabilizacji wielkosci zaleznych od czgstotliwosci przyjmuje sig¢ matg warto$¢, np.
0,03 puS/km [3].

Uwzglednienie zalezno$ci parametrow od czgstotliwo$ci w modelu linii nie jest
proste, gdyz rownania modelu (1.45) odnosza si¢ do dziedziny czasu i w uzyskanym
sygnale wystepuja sktadowe o réznej czgstotliwosci. Model powinien si¢ wtedy odno-
si¢ do dziedziny czgstotliwosci. Wyjsciowa baza takiego modelu jest przeksztalcenie
Fouriera.

Aby okresli¢ transformaty Fouriera réwnan (1.45) mozna zastosowac nastgpujace
zwiazki:

J.Meijmdl = iju(x,t)e*jmdt _
ox dx

0 0

o]

dU(x,jo)

& 4.1

I%e”‘”dt =0u(x,t)e

0

Tt j u(x,t)e'dt = joU(x,jo)  (4.2)
0

Ta ostatnia zaleznos$¢ jest przyktadem zastosowania wzoru na catkowanie przez
czesci. Pierwszy skladnik zastosowania tej reguty znika, gdyz u(x,2o0)=0. Wielkos¢
U(x,jw) jest funkcja zespolona odleglosci i czgstotliwosci. Dla ustalonej czgstotliwo-
sci U(x,jw) przedstawia wektor napigcia, znany z zastosowania rachunku symbo-
licznego do analizy standéw ustalonych w obwodach elektrycznych.

Zaleznosci (4.1), (4.2) mozna rowniez powtorzy¢ w odniesieniu do rownan prado-
wych w (1.45). Rownania linii (1.45), po przejsciu z dziedziny czasu do dziedziny
czgstotliwosci, przyjma zatem nastgpujaca postac:

J U _ (e s oLV, o)
_%JGH@C')U(XJ“’)

co po podstawieniu:
Z'(jo)=R'+ jwl'
Qo) =fe] (43)
Y(jow)=G'+joC'

prowadzi do nastepujacych zwiazkow:
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-z oz jo)
dI(x,jw) (+4)
—T’J ~Y'(jo)U(x, o)

Pierwsze z tych rownan odnosi si¢ do modelu podluznego linii. Impedancja
Z'(jw) jest funkcja nieliniowa, gdyz R'= R'(w) oraz L'=L'(w). Natomiast drugie
rownanie przedstawia model wzgledem parametréw poprzecznych linii. Najczgsciej
przyjmuje sig, ze sktadowe admitancji Y'(jw) nie zaleza od czgstotliwosci.

Podobnie jak w przypadku réwnan czasowych, zaleznosci (4.4) mozna rozdzieli¢
na dwa niezalezne roéwnania pradowe i napigciowe. W tym celu pierwsze roéwnanie
(4.4) roézniczkujemy wzgledem zmiennej x 1 po uwzglednieniu drugiego réwnania
otrzymujemy:

d*U(x, jo)

o Z'(jo)Y'(jo)U(x, jo) (4.5)

Przyjmujac oznaczenie y° = Z'(jw)Y'(jw), otrzymamy:

d’U(x,jo) _

i yU(x,jw) (4.6)
Ogodlna posta¢ rozwiazania tego rownania jest nastgpujaca [96]:
U(x,jw) = Ach(y x) + B;sh(y x) 4.7

gdzie: 4,, B, — state, ktore mozna wyznaczy¢ z warunkow brzegowych, natomiast

y=\Y(o)Z'(jo) =a+]p (4.8)

przy czym z dwoch pierwiastkéw w tym wyrazeniu nalezy wzia¢ ten, dla ktorego
a>0. Wielkos¢ y (1/km) jest nazywana stalq propagacji (wspolczynnikiem przeno-
szenia) linii, a jest stalq tiumienia (Np/km)®, a [ jest nazywana stalq fazowq
(rad/km).

Po podstawieniu (4.7) do drugiego rownania (4.4) otrzymamy ogolne rozwiazanie
dla pradu:

I(x,jo) = —ZL(Alsh(yx) + Bch(y x)) (4.9)

s

% Np (neper) jest jednostka thumienia (podobnie, jak dB) i odpowiada mu zmiana wartosci
sygnahlu co do modutu w stopniu e = 2,718 ...; 1 Np = 8,686 dB.
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Z(jo) _Z(jo)

dzie: Z.=7Z.(jo)=
¢ A T R

(4.10)

jest zespolong impedancja falowa linii.

Stale 4,, B, mozna wyznaczy¢ na podstawie warunkow dla obu koficow linii: po-
czatku, gdy x =0 (indeks 1) oraz konca, gdy x =1/ (2). Dla tych przypadkéw rowna-
nia (4.7), (4.9) przyjmuja nastgpujaca postac:

U,(jo)=U(x,jo)| _, = Ach(y x)+ Bsh(yx)| _, =4, 4.11)

x=0

U,(jo)= U(x,ja))|x:/ = Ach(yx)+ B1Sh(7’x)|x:, = Acch(y)+ B;sh(yl) (4.12)

. . 1 B
L(jo)=1(x,jo)| _, = —Z—(Alsh(yx) +Bch(yx)) _, = - (4.13)
f f

L(jo)= I(x,ja))|x=l = —%(Alsh(yx) + B,ch(y x)XFl
| ! (4.14)
= ———(4,sh(y1) + B,ch(y1))
Z,

Zalézmy, ze z tego uktadu réwnan nalezy wyznaczy¢ wielkosci U, (jo), [,(jo)

odnoszace si¢ do poczatku linii, przy zalozeniu, ze odpowiednie wielko$ci na koncu
linii sa znane. Po prostych przeksztalceniach otrzymamy:

(4.15)

Z;(jo)

o] | 0 BRI o)
I,(jo) sh(yl) ch(y7) ~L(jo)

przy czym przyjeto, ze prady na obu koncach linii sa skierowane do linii (rys. 4.3).

Mozna zauwazy¢, ze dzieki zmianie strzatkowania kierunku pradu na koncu linii
macierz parametréw w powyzszym réwnaniu pozostaje stala niezaleznie od tego,
wzgledem ktoérego konca linii obliczane sa odpowiednie wielkosci — nalezy tylko za-
mieni¢ indeksy odpowiednich zmiennych.

Rownanie (4.15) przedstawia model odcinka linii w stanie ustalonym, o dtugosci /
i weztach granicznych, oznaczonych, odpowiednio, 1 1 2. Latwo sprawdzi¢ (zadanie
4.1), ze model ten mozna przedstawi¢ w postaci czwornika IT (rys. 4.3), ktorego pa-
rametry sa okreslone nastgpujaco:
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2,210 R (@) + joL ()
Ve

th(yl/2) (4.16)
¥ .
Y =YI———=G,(w)+ joC (w
» 12 (o) + joC (@)
1 2
ol % L,
Y Y
Ul -+ - UZ
2 2
[e, O

Rys. 4.3. Czwornik IT reprezentujacy linig dluga w stanie ustalonym

Reprezentacja linii w postaci czwornika [T moze by¢ wykorzystana do obliczenia
warunkow poczatkowych do symulacji, jezeli odpowiadaja one ustalonemu stanowi
sinusoidalnemu. Model ten mozna tatwo rozszerzy¢ do przypadku linii wielofazowej
przez zastapienie parametréw linii przez odpowiednie macierze parametréw linii wie-
lofazowe;j.

Zatrzymajmy sig¢ chwilg na interpretacji tych znanych réwnan. Zapisujac rownanie
(4.15) wzgledem konca linii i zaktadajac, ze drugi koniec (indeks 2) potozony jest
w odleglosci x, mozna otrzymaé zaleznosci dla napie¢ i praddéw w dowolnym miejscu
linii, na przyktad:

U(x,jo)=U,(jo)ch(y x) = Z,(jo) I,(jw)sh(y x) (4.17)

Wyrazajac funkcje hiperboliczne przez funkcje wyktadnicze, po odpowiednim
zgrupowaniu wyrazow, otrzymamy:

Ux,jo)=U,(jo)e”" +U,(jo)e"" = A(x,jo)U, (jo) +;.Ub(ja>) (4.18)
A(x, jo)

gdzie: mum=%@awnzammuml m0@=%@am—4ummmw,

Alx,jo)y=¢e"".

Wielkosci U, (jw), U,(jw) przedstawiaja zespolone amplitudy fali poczatkowe;j
(U,(jw)) oraz odbitej (U, (jw) ), ktore sa roztozone wzdtuz linii zgodnie ze stala pro-
pagacji y , reprezentowana przez funkcje A(x, jw). W przypadku odksztalconego sy-
gnatu napigciowego jego sktadowe sa odpowiednio ttumione i przesuwane w fazie
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zgodnie ze stala propagacji. Dla danej odlegtosci x funkcje t¢ mozna rozpatrywaé jak
transmitancje¢ filtru o charakterystyce czestotliwosciowej amplitudy okreslonej przez
|A(x, ja))| =e ™ oraz odpowiedniej charakterystyce fazowe;j: arg(A(x, ja)))z e

W przypadku catej dlugoéci linii (x =) otrzymamy:
A(jo)= Al jo)=e",

A(jo)=e, arg(A(jw))=e"" (4.19)

Podana interpretacja stalej propagacji jest wykorzystana w syntezie modelu linii
z uwzglednieniem zmian parametréw od czgstotliwosci [30, 78]. Kolejny przyktad
przybliza interpretacje analizowanych charakterystyk linii oraz podaje ich przyktado-
we parametry.

Przyklad 4.3. Przeanalizowa¢ podane powyzej charakterystyki linii na przyktadzie linii

400 kV z przyktadu 4.1.
Przyktadowy rozklad sktadowej urojonej fali podstawowej dla czgstotliwosei f, =2000 Hz

w linii 400 kV o dhugosci / =300 km jest pokazany na rys. 4.4. Dla pordwnania pokazane sa
dwie fale stojace napigcia sktadowej zgodnej oraz sktadowej zerowej. Krzywe te odpowiadaja
nastgpujacym funkcjom:

U,(x) =RelA, (x, jo,) U, (j®,)), Uy(x) = Re(A, (x, jo,) U (j@,)),

U,(jo,)| =

deks p odnosi si¢ do wybranej czgstotliwosci (pominigto go w oznaczeniu napigé¢ U, (x)

przy czym: A (x,jo,)=e 4 (xjo,) ="

Uao(jw,,)|=1; in-

i U,(x)), natomiast indeksy 0, 1 wskazuja na odpowiednie sktadowe.
Parametry linii dla czgstotliwosci f, = 2000 Hz (przyktad 4.1) sa podane w tabeli 4.1.

Tabela 4.1. Parametry linii 400 kV dla czgstotliwosci 2 kHz

Wielkosé Sktadowa zgodna Sktadowa zerowa
R', Q/km 0,09619 2,0075
L', mH/km 1,0194 1,968
C', uF 0,01123 0,00779
a , Np/km 1,596-107* 0,0020
B, rad/km 0,0425 0,0491

Dhugosé¢ fali rozpatrywanych przebiegbw mozna okre$li¢, badajac zmiang fazy funkcji
4,(x,jw,) oraz A4,(x,jw,) . Otrzymamy nastepujaca 0golng zaleznos¢:
2
B
co w danym przypadku daje nastgpujace wartosci: A4, =128,097 km oraz 4, =147,776 km.
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0 50 100 150 200 250  km
Rys. 4.4. Rozktad fali pierwotnej wzdhuz linii

Predkos$¢ rozchodzenia si¢ fali zalezy od jej dtugos$ci i czestotliwos$ci zgodnie ze znang zalez-
noscia:

v=/1f=%,zatem: vy =2,562-10° kms, v, =2,955-10° kms.

Jak wida¢, predkos¢ rozchodzenia si¢ fali elektromagnetycznej w duzym stopniu zalezy od pa-
rametréow linii. Ponadto ttumienie w ekwiwalentnej linii faza—faza jest znacznie mniejsze niz
w przypadku, gdy przewodem powrotnym jest ziemia (dla sktadowej zerowe;j).

Zaleznos¢ (4.15) przedstawia réwnanie linii w dziedzinie czgstotliwos$ci, z uwzgle-
dnieniem zalezno$ci jej parametrow od czgstotliwosci. Mnozac réwnanie pradowe
w (4.15) przez Z, iodejmujac od pierwszego rownania (napigciowego), otrzymamy:

U(jo)-Z,(jo)],(jw) =(U2(ja))+Zf(ja))lz(ja)))e’” (4.20)

co moze by¢ zapisane w postaci rOwnania napi¢ciowego lub pradowego:
U,(jo)=Z;(jo)],(jo) +(U2(jca) +Zf(ja1)12(jw))A(jw) (4.21)
L(jo)=U,(jo)/ Z,(jo) —(Uz(ja))/Zf(jw)+12(jw))A(jw) (4.22)

gdzie: A(jw) jest okreslone jak w (4.19).
Mozna zauwazyc¢, ze jesli wyrazenie (4.20) odnies¢ do linii bezstratnej, z parame-
trami niezaleznymi od czgstotliwosci:

Z,(jo)=2Z,=JL'/C", y=joJL'C', e =¢7",
to dokonujac odwrotnego przeksztatcenia Fouriera zaleznosci (4.20), otrzymamy:

w(O) = Z (O =u,(t =)+ Z (1 - 7),

przy czym: T{x(t - r)} = X(jo)e " .
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Wyrazenie to jest analogiczne do zwiazku (1.51), ktory odpowiada modelowi
w dziedzinie czasu dla linii bezstratnej. Mozna zatem rozpatrywac (4.21) jako opera-
torowe rownania modelu linii w dziedzinie czgstotliwo$ci. Parametry Z;(jw) oraz
A(jw) mozna traktowac jako transmitancje filtrow o odpowiednich charakterystykach
czestotliwosciowych.

Zespolona funkcjg propagacji A(jw) mozna rozpatrywaé jako potaczenie transmi-
tancji filtru o parametrach skupionych P(jw) oraz linii opdzniajacej:

A(jw) = P(jo)e " (4.23)

gdzie: 7, jest czasem przejscia przez linig skladowej o najwigkszej szybkosci.

W ten sposob transmitancj¢ A(jw) rozpatruje si¢ jako polaczenie transmitancji
uktadu minimalno-fazowego P(jw) oraz linii op6zniajacej, ktora nie jest ukladem mi-
nimalno-fazowym’ (jednostkowej amplitudzie odpowiada wiele roznych charaktery-
styk fazowych).

Wielko$¢ opoznienia 7, mozna okresli¢ ze zwiazku:

ot = arg(P(jw))-arg(A(jo)) = arg(P(jw))+ B1 (4.24)

przy czym, do okreslenia funkcji P(jw) wazna jest zalezno$¢ bezposrednio wynikajaca
z (4.19) oraz (4.23):

|P(jo)|=|A(jo)| ="' (4.25)

Przedstawione zalezno$ci sa podstawa syntezy odpowiednich filtrow, reprezentuja-
cych parametry czgstotliwosciowe linii wyrazone za pomoca funkcji Z;(jw) oraz A(j o)
w (4.21), (4.22). Funkcje te zaleza od parametréw konstrukcyjnych linii i ekwiwalent-
nej rezystywnosci gruntu. Ich wlasciwosci czgstotliwosciowe dla typowej linii trojfa-
zowej sa przedstawione w nastgpujacym przykladzie.

Przyklad 4.4. Zbadac¢ charakterystyki czgstotliwosciowe dla sktadowej zgodnej i zero-
wej linii 400 kV o parametrach jak w przykladzie 4.1. Przyjaé, ze linia ma
dtugosé 180 km.

Podobnie jak w przyktadzie 4.1, obliczenia wykonano za pomoca procedury LINE
CONSTANTS w programie ATP-EMTP. Rozwazany zakres zmian czg¢stotliwosci: 0,001 Hz—
1 MHz. Czgstotliwosciowe charakterystyki funkcji propagacji A(jw) sa pokazane na rys. 4.5.
Linia ciagta (1) odnosi si¢ do sktadowej zgodnej, a przerywana (2) — do sktadowej zerowe;j li-

7 Transmitancja uktadu minimalno-fazowego nie ma zer w dodatniej czesci plaszczyzny ze-
spolonej s, dzigki czemu charakterystyce amplitudowej jednoznacznie odpowiada charaktery-
styka fazowa i odwrotnie [99]. Wlasciwo$¢ ta jest wykorzystywana do syntezy uktadow, dla
ktérych znana jest tylko czgstotliwosciowa charakterystyka amplitudy.
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nii. Wida¢, ze faza tej funkcji arg(A( j a))) = —[f niemal liniowo narasta w kierunku ujemnym
wraz ze wzrostem czestotliwosci. Wynika to z zaleznosci f = w/v, co przy nieznacznie zmie-
niajacej si¢ predkosci v powoduje niemal liniowe narastanie fazy propagacji. Jest to rowniez
zrozumiate w sensie interpretacji fizycznej: wspotczynnik [ wskazuje na przesunigcie fazo-
we pomigdzy koncami linii, a przesunigcie to jest, obrazowo méwiac, rowne dtugosci (liczonej
w stopniach lub radianach) fali odtozonej wzdtuz linii. Ta miara jest wigc proporcjonalna do
czestotliwosci fali.

Dla linii bezstratnej mamy y=a+jf=jo/v=joJL'C', co daje A(jw)= e IVLC Funkcja
propagacji przedstawia zatem tylko przesunigcie fazowe, proporcjonalne do czgstotliwosci.

W takim przypadku funkcja A(jw) reprezentuje réwniez odksztatcenie zwiazane ze stratami
w linii, a takze ze zmianami parametréw w funkcji czgstotliwosci.

a) b)
A — /
(o) — \ B <
<
\ N
0,6 Vo >
’ v 0 2
-10 N
0,4 \\ NG
0.2 2V O\ | -10? AN
b \ \ \
\ 4 \
0 \ ~10
102 10 10> 10 fHz 102 10 10> 10* fHz

Rys. 4.5. Czgstotliwosciowe charakterystyki funkcji propagaciji 4(jw):
a) charakterystyka amplitudowa, b) charakterystyka fazowa

Przez analogi¢ do opisu filtru, funkcjg t¢ mozna traktowa¢ jako transmitancj¢ uktadu thumiace-
go o charakterystyce amplitudowej jak na rys. 4.5a. Racjonalnie jest wowczas charakterystyke
fazowa podzieli¢ na dwie czgsci, z ktdrych pierwsza zwiazana jest ze wspomnianym odksztal-
ceniem, a druga odnosi si¢ do przesunigcia fazowego wynikajacego z propagacji fali (4.23).
W tej zaleznosci wr, jest faza propagacji (dla wybranej pulsacji @ jest to kat przesunigcia fa-
zowego fali na obu koncach linii).

W charakterze czasu propagacji 7, nalezy wybra¢ minimalng warto$¢ w rozpatrywanym prze-
dziale zmian czestotliwosci [78]. Odnosi si¢ to zazwyczaj do najwigkszej czgstotliwosci w tym
przedziale. Mozna zauwazy¢, ze funkcja propagacji jest iloczynem transmitancji P(jw) oraz
przesuniecia fazowego e ", przy czym |P( j a))| = |A( j a))| (wzor (4.25)). Charakterystyki fa-
ZOWe arg{P( ] a))} = ot , — fl funkeji P(jo) dla sktadowej zgodnej (krzywa 1) oraz sktadowej
zerowej (2) rozpatrywane;j linii 400 kV sa pokazane na rys. 4.6.
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Rys. 4.6. Czgstotliwosciowe charakterystyki fazy transmitancji P(jw) linii 400 kV:
1 — dla sktadowej zgodnej, 2 — dla sktadowej zerowe;j

Wartosci czasu propagacji zr dla obu sktadowych zostaty oszacowane dla czestotliwosci fy,
przy ktorej amplitudy funkcji |P( J a))| zmniejszaja si¢ do wartosci ponizej 0,01 (rys. 4.5a) we-

dlug nastepujacej relacji: 7, = (l/ v] oy = (ﬂl / a)] o Prég ten mozna uznaé za graniczna

warto$¢ poprawnego oszacowania amplitudy transmitancji P(j ).

Charakterystyki z rys. 4.5a oraz 4.6 odnosza si¢ zatem do impedancji ekwiwalentnego obwodu
thumiacego, ktory odzwierciedla w schemacie zastgpczym odpowiednich linii straty oraz zalez-
no$¢ jej parametrow od czestotliwosci.

Charakterystyki impedancji falowej sa pokazane na rys. 4.7. Rowniez w tym przypadku zalez-
na od czgstotliwos$ci zastgpcza impedancja falowa moze by¢ traktowana jak impedancja sku-
piona o odpowiedniej charakterystyce amplitudowe;j i fazowe;.

a) b)
1000 - 0 < —
900 \\\ & N\\ < o
800 N2 5 N 2
G 700 \ %\:710 \ L
3 600 ] \\\\ 3\715 1 \ /
3 500 \ Sl %20
400 N 5 \/
300 —25”’***** bl it e S e o =
200 -30
102 10 102 10* fHz 102 10° 10> 10* fHz

Rys. 4.7. Czgstotliwosciowe charakterystyki impedancji falowej linii: a) charakterystyka
amplitudowa, b) charakterystyka fazowa; 1 — dla sktadowej zgodnej, 2 — dla sktadowej zerowej

Transmitancje operatorowe filtrow odpowiadajacych parametrom linii Z(s)
=7 f(ja))“ oraz P(s)=P(ja))|j ~ mozna okre$li¢ zgodnie z zasadami syntezy
jo=s w=s
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uktadéw minimalno-fazowych [22, 70, 99]. Zaktada si¢, ze znane sa charakterystyki
amplitudowe ‘Zf G a))‘ oraz |P( j a))| (mozna je wyznaczy¢ na podstawie znanych pa-

rametrow konstrukcyjnych linii — przyktad 4.1). W przypadku impedancji falowe;j linii
poszukiwana jest transmitancja o nastgpujacej postaci:

L(s) aosk“ +as "+ .+ a, i (s=z)(s—2)(s—z )

= = 4.26
M(s) bosk”’ + blsk'”_1 +..+ bkm ? (s =b)(s—by)..(s _bk,,,) ( :

Z,(s)=

Do okreslenia czynnikow w reprezentacji iloczynowej funkcji (4.26) mozna postu-
zy¢ sig procedura aproksymacji logarytmicznej charakterystyki amplitudowej (metoda
Bodego [78]). Po zlogarytmowaniu (4.26) otrzymuje sig:

20log|Z ,(s)| = 20logk. +20logls — z,|+ 20logls — z,| +..+ 20logls - z, | w2
—20logls — b;| - 201ogls — b,| ..~ 20logls — b, | '

Ta zasada aproksymacji jest czgsto stosowana do pobieznego sposobu analizy
i syntezy uktadoéw regulacji automatycznej. Rzeczywista charakterystyka amplitudowa
(przedstawiona w skali logarytmicznej) jest aproksymowana za pomoca sumy odcin-
kow, ktorych kat nachylenia jest okreslony przez +20dB/dekade (zerowe nachylenia
odpowiada warto$ci statej). Kazdy ze sktadnikow (4.27) (poza wartos$cia stala) jest re-
prezentowany dwoma potprostymi, ktdrych parametry sa okre§lane wedlug nastepuja-
cego schematu (na przyktadzie sktadnika zwigzanego z pierwszym zerem transmitan-

cji):
2010g|s—z]||s=jw =2Olog|ja)—zl|=2Olog,/a)2 +2z7 =20logz\ @’/ z] +1.

Wyrazenie to jest aproksymowane zgodnie z przyblizeniem asymptotycznym:

201o dla o<z,
20logz,\ @’/ 2} +1 z{ 85 -

20logw dlaw2z,.

Btad przyblizenia maleje wraz z oddalaniem si¢ argumentu @ od warto$ci pulsacji
odpowiadajacej zeru mianownika z, (rys. 4.8 — linia przerywana oznaczono przebieg
rzeczywistej charakterystyki, a linig ciagta — aproksymacje¢ logarytmiczna). Podobne
zaleznos$ci odnosza si¢ roéwniez do czlondw zwigzanych z biegunami transmitancji,
przy czym nalezy woéwczas uwzgledni¢ ujemny znak, co zmienia kierunek nachylenia
polproste;.

Na tej zasadzie mozna utworzy¢ procedure aproksymacji charakterystyki amplitu-
dowej przedstawionej w postaci logarytmicznej (obie osie: pulsacji oraz amplitudy).
Do okre$lenia najlepszego przyblizenia mozna stosowaé kryterium najmniejszych
kwadratow [81].
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Rys. 4.8. Charakterystyka logarytmiczna transmitancji H(s) = (s —10)

Zaleta przedstawionego sposobu aproksymacji jest mozliwos¢ bezposredniego
okreslenia zer i biegunow transmitancji uktadu, ktére przy dodatkowych zatozeniach,
moga spetnia¢ zatozone warunki. Na przyktad, jesli transmitancja ma by¢ fizycznie
realizowana w postaci tancucha dwojnikoéw RC, to zera i bieguny transmitancji po-
winny by¢ rozmieszczone naprzemiennie na ujemnej osi rzeczywistej plaszczyzny s,
przy czym najblizej poczatku uktadu znajduje si¢ biegun.

Sposéb syntezy takiego uktadu jest pokazany w nastgpujacym przyktadzie.

Przyklad 4.5. Dokona¢ syntezy tancucha dwojnikow RC, ktory aproksymuje impedan-
cj¢ falowaq linii 400 kV dla sktadowej zerowej Zy(jw). Parametry linii
przyjac jak w przyktadzie 4.1.
Charakterystyka amplitudowa rozpatrywanej impedancji falowej jest pokazana na rys. 4.7,
krzywa 2. Zaktadajac aproksymacje piatego stopnia otrzymuje si¢ nastgpujaca transmitancje
(obliczenia wykonano z zastosowaniem procedur programu MATLAB [85]):
(s=z)(s = z)(s —z5)(s —z,)(s — z5)
zZ >
(s =b,)(s = b,)(s —b;)(s — by )(s = bs)

Z,o(s)=k

gdzie:
k, =446,15 2z, =-37112 z,=-1266,4 2z,=-18,708 z, =—4,469 z, =-1,088
b =-33789 b,=-1165,5 b,=-14,013 b, =-3,929 b, =—-0,9057 .

Jak wida¢, spetnione sa warunki reprezentacji tej transmitancji za pomoca dwojnikéw RC.
Po rozlozeniu transmitancji Z ,,(s) na utamki proste otrzymamy:

K, + K, + K, + K, K , gdzie: Ki:Zfo(S)(S_b;)| .
s=b s-b, s—b;, s-b, s-b, ‘ s=b,

Z () =k, +

W ten sposéb otrzymuje sig:

K, =1478-10° K, =4,935-10* K,=23352 K,=396,0 K,=15586.
Postepujac zgodnie z metoda Fostera syntezy dwojnikow, otrzymamy tancuch RC (rys. 4.9),
w ktorym parametry poszczeg6lnych elementow sa okreslane nastgpujaco [70]:

Ry=k,, R=-K,/b, C. =1/K,,i=1,..,5.

Po podstawieniu, otrzymamy:

Ry=446,15Q, R, =43,738 Q, R, =42,345 Q, R; = 166,65 Q, R, = 100,78 Q, Rs =172,10 Q,
C1=0,6766 puF, C, =20,26 uF, C; =428,2 uF, C4, =2525 pF, Cs= 6416 pF.
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E{:HW,WW

1 2 3 4

Rys. 4.9. Lancuch RC reprezentujacy transmitancjg Z ,(j@)

Porownanie charakterystyk czestotliwosciowych impedancji uzyskanych z obliczen i w rezul-
tacie modelowania jest pokazane na rys. 4.10.

a) b)
1000 N 0 =
///
900 o 2 \\ /&7_\7
C 800 D 4 2
= \ 2 \
< 600 \ 2 4 |
N 2 /
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400 -12
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Rys. 4.10. Charakterystyki czestotliwo$ciowe: a) amplitudy i b) fazy impedancji falowej
sktadowej zerowej Zy (jw); 1 — uklad oryginalny, 2 — model w postaci taficucha RC

Model cyfrowy uzyskanego w ten sposdb obwodu zastepczego moze by¢ utworzo-
ny zgodnie z zasadami modelowania sieci o parametrach skupionych. Pojedynczy i-ty
czton RC tancucha jest opisany nastgpujacym modelem ciaglym:

du, (1) 1
- (¢ + i, (t 4.28
py RC. u, (1) ' () (4.28)
ktoéry ma nastgpujace rozwigzanie ogdlne:
—a;; (1= 1 0 —a..(t—)-
(1) = €y 1)+ [e i, (e (4.29)

i f
gdzie: a, =1/R,C;, t, oznacza poczatek obserwacji. Nalezy zauwazy¢, ze prad
iy, (t) odnosi si¢ do wszystkich cztonéw schematu.

Stosujac metodg trapezow do aproksymacji catki, otrzymamy (¢ —¢, =7 — okres
modelowania):
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u,(k)=e “"u,(k-1)+ %(e‘“ff i, (k=1)+i, (k)),

co po uporzadkowaniu daje:
u, (k)= R,y (k) +v,(k~1) (4.30)

) T TK, N —aT
dzie: R, =—=—L, v(k-D=e“ \u.(k-D+R i, (k-1)).
g ei 2CI 2 z( ) (z( ) ei Z,( ))
Szeregowe potaczenie m cztondéw RC oraz rezystancji Ry moze by¢ przedstawione
nastepujacym modelem cyfrowym:

u(k)=R, i, (k)+v, (k-1) 4.31)

Ky, L
gdzie: R, =R+ ZREI. s Vg, (k=1)= Z e’ (ui (k=D +Ri, (k- 1)).
i=1 i=1

Napigcie u(k) jest suma napigé u, (k) wszystkich elementéw tancucha RC, co jest
roéwnowazne napigciu linii w rozpatrywanym wezle. Zapisujac zaleznos¢ (4.31) w po-
staci pradowej, otrzymamy:

i, (k)=Gu(k)+j, (k-1) (4.32)

gdzie: G, =1/R, . j, (k=1)=-Gv, (k-1).

Jak wida¢, aproksymacja impedancji falowej linii w postaci tancucha dwodjnikow
RC prowadzi do prostego zastepczego modelu cyfrowego. Nalezy jednak zauwazy¢,
ze zalezno$¢ (4.29) ma bardziej ogoélny charakter: mozna ja zastosowaé do sktado-
wych pierwszego rzedu, ktore uzyskuje si¢ w wyniku rozkladu transmitancji (4.26) na
utamki proste (takze wowczas, gdy na przyktad ujemna rezystancja nie moze by¢ re-
alizowana fizycznie).

W przypadku aproksymacji funkcji propagacji A(jw) analogiczna procedur¢ mozna
zastosowa¢ w odniesieniu do transmitancji minimalno-fazowej P(jw) (wzor (4.23))
[lustruje to kolejny przyktad.

Przyklad 4.6. Dokona¢ syntezy uktadu, ktory aproksymuje funkcje Py(jw), odpowiada-
jaca sktadowej zerowej linii 400 kV o parametrach jak w przykladzie 4.4.

Charakterystyka amplitudowa funkcji Py(jw) jest pokazana na rys. 4.5a, krzywa 2. Przedziat
rozpatrywanych czgstotliwos$ci mozna sensownie ograniczy¢, zaktadajac, ze pomija si¢ dane
dla amplitudy mniejszej od 0,01. Postgpujac podobnie jak w poprzednim przypadku (aproksy-
macja piatego stopnia), otrzymuje si¢ nastgpujaca transmitancje:

(s —z)(s —2,)(s —23)(s — 2,)
" (s=b)(s=b,)(s —by)(s—b,)(s —bs)

F(s)=k
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gdzie:
kp =0,0465, z,=-29424, z,=-659,99, z;=-1289, z,=-0,1915,
b =-9842,8, b,=-3089,5, b, =-5694, b,=-12,58, b,=-0,1908.
Rozkladajac transmitancj¢ F,(s) na ulamki proste otrzymamy:
Py(s)=k,+ K, K K KK ,
s—=b s-b, s-b; s-b, s-—b

gdzie: K, = P()(S)(S_bi)L:h ‘

W ten sposdb otrzymuje sig:

K, =-2372,6, K, =3106,3, K, =92,41, K, =0,2916, K, =6,0-107*.

W przyjetym sposobie aproksymacji amplitudowej charakterystyki logarytmicznej [43] wspot-
czynnik K, jest ujemny, co uniemozliwia reprezentacj¢ tej transmitancji w postaci fafcucha
RC (transmitancja P, (jw) nie jest odpowiednikiem impedancji, jak w przypadku Zy (jw)), jed-
nak w dalszym ciagu mozna stosowac obliczenia zgodnie z zaleznosciami (4.28)—(4.31), przy
czym, «, =—b, . Przy wymuszeniu pradowym i, (k) (prad wejSciowy) zaleznos$¢ (4.32) mozna
zapisa¢ nastepujaco (uzyskuje si¢ w rezultacie prad skorygowany):

ip(k) = ip, (k) + jp(k=1),

S
gdzie: j,(k-1)=G,v,(k—-1)= Zipl.(k —1), przy czym, analogicznie do (4.31):

i=1

2 : TK,
Gp=——, vp(k-1)= Ze*”(u,-(k -1) +71ipw(k-1>j .
2k, +TY K, =
i=1
Po uproszczeniu uzyskuje sig¢ nastgpujace zaleznosci, pozwalajace okresli¢ prad i, (k):

ip (k)= Lip, (k) + jp(k=1),i=1, ..., 5,
przy czym: j,,(k—1)=e"i, (k=1)+ L,(k=1)i,,(k=1), L, = %GPKi :

W przedstawionych zalezno$ciach i, (k) jest pradem wejSciowych do bloku o transmitancji
Py (jw), natomiast i, (k) jest pradem wyjSciowym (skorygowanym).

Porownanie uzyskanych w ten sposdb charakterystyk czgstotliwo$ciowych z charakterystyka-
mi oryginalnymi jest pokazane na rys. 4.11.

Stosujac aproksymacj¢ Bodego (jak powyzej), rowniez mozna uzyskaé realizacj¢ aproksymu-
jacej transmitancji w postaci rzeczywistego tancucha RC [78].

Stosunkowo duza réznica charakterystyk fazowych (rys. 4.11b) wynika z tego, ze
charakterystyka funkcji oryginalnej zostala oszacowana bardzo niedoktadnie, na pod-
stawie czasu propagacji sktadowej o najwyzszej czestotliwosci. Poniewaz w tym za-
kresie czestotliwosci thumienie jest bardzo duze, wigc doktadnosé tej czgsci charakte-
rystyki jest takze niewielka. Zakladajac, ze charakterystyka funkcji P(jw) jest
poprawnie reprezentowana przez transmitancj¢ P(s) , opoznienie 7, mozna okresli¢
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ze zwiazku (4.24). Wygodnie jest odnies¢ obliczenia do pulsacji znamionowej syste-
mu @;. Uwzgledniajac (4.8), uzyskamy:

£, = lare(P(Goy)+ tarelyZ )Y (e ) (4.33)

1
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Rys. 4.11. Charakterystyki czgstotliwo$ciowe: a) amplitudy
1 b) fazy funkcji propagacji Py (jw); 1 —uktad oryginalny, 2 — model piatego rzedu

Obie funkcje okreslajace wiasciwosci czgstotliwosciowe linii Z(jw) oraz A(jw)
moga by¢ zatem przedstawione w postaci zastgpczych obwodow skupionych, repre-
zentujacych odpowiednie transmitancje Z,(s), P(s), a takze przesunigcie 7,. To
ostatnie moze by¢ przedstawione w postaci linii op6zniajacej, jak w modelu linii bez-
stratnej. Nalezy zauwazy¢, ze w modelu pradowym (4.22) rozpatrywanej linii transmi-
tancja A(jw) pemi role odpowiedniego wspdtczynnika ttumienia z historig (jest to
wielko$¢ bezwymiarowa). Wymuszeniem dla tej transmitancji sa parametry elektrycz-
ne okreslone na drugim koncu linii: U;(jo) / Z;(jw) + I, (jw), ktore przedstawiaja su-
meg pradu ptynacego z wezta do linii oraz plynacego przez impedancjg falowa Z;(jw).
Uwzgledniajac strukture transmitancji A(jw), réwnanie (4.22) w dziedzinie czasu
mozna napisa¢ w nastgpujacej formie:

(k) =i, (k) + ji(k—m) (4.34)

gdzie: i z, jest okreslone zgodnie z (4.32) dla wezta 1; j,(k—m) jest pradem okre-

slonym na podstawie parametréw drugiego konca linii, z uwzglednieniem thumienia
przez transmitancje P(s); m jest liczba probek opodznienia, ktora nalezy okresli¢ po-
dobnie jak dla linii bezstratnej, na podstawie czasu 7.
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Jesli sig uwzgledni (4.32), warto$¢ dyskretna wymuszenia w stosunku do impedan-
cji P(s) w k-tym kroku, w 2 wezle linii, bedzie okreslona przez sume pradow:

I, (k) = by, (k) +1,(k) = G pu, (k) + i, (k) + jzz, (k=1) (4.35)

Biorac pod uwage opdznienie o m probek oraz rezultat przetwarzania przez blok
transmitancji P(s), otrzymamy (patrz przyktad 4.6):

Jik=m) =iy, (k=m) + jop(k=m—1) (4.36)

km
gdzie: jop(k—m=1)= i, (k—m=1),

i=1
bpi (k) = Liiyp,, (k) + Jop(k=1), i=1,..,k,,
T 2
Japi(k=1)= ebirizpi (k=D+Liyp,(k=1), L, = EGPKi , Gp= k :
2k, +TY K,
i=1
k, jestliczba biegunow b, transmitancji P(s), natomiast k, oraz K, to odpowiednie
wspotczynniki rozktadu transmitancji na utamki proste.

Zaleznosci (4.32)—(4.36) tworza cyfrowy model linii z parametrami zaleznymi od
czestotliwosci. Pomimo wielu parametrow wystepujacych w tych rownaniach, struktu-
ra modelu jest prosta (rys. 4.12).

Prady j,(k—m), j,(k—m), podobnie jak w linii bezstratnej, sa odbiciem propa-
gacji fali elektromagnetycznej wzdhuz linii 1 nalezy je okresla¢ na podstawie parame-
trow z drugiej strony linii, zgodnie z (4.35), (4.36) (gdzie uwzglednia si¢ transmitancje
P(s)).

G . . k) 2
Faz,(k)
ul(k){ N ©® @ @II v u,(h)
~Djk-m) iy (k-m)[ (k1)

Rys. 4.12. Schemat zastepczy linii z uwzglednieniem zaleznoSci parametrow
od czestotliwosci

Prady j, (k-1), j, z, (k—1) wraz z przewodnoscia G, tworza obwody reprezentu-

jace impedancjg¢ falowa Z(jw) zgodnie z (4.32).
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4.2. Linia wielofazowa

4.2.1. Model o parametrach skupionych

Model linii o dowolnej liczbie przewodow zostal pierwotnie sformutowany w pracy
[18]. Carson wprowadzit tam model uogdlniony, w ktorym rozwaza si¢ uktad z prze-
wodami fizycznymi oraz ekwiwalentnymi przewodami powrotnymi (rys. 4.13). Za-
ktada sig, ze przewody powrotne sa identyczne jak przewody fizyczne i sa rozmiesz-
czone symetrycznie wzgledem powierzchni ziemi.

Parametry schematu zastepczego rozpatrywanej linii mozna wyprowadzi¢ z zalo-
zenia, ze suma pradow we wszystkich przewodach linii z rys. 4.13 jest réwna zero.
Schemat zastepczy odcinka linii jest pokazany na rys. 4.14. Wektor okres$lajacy spa-
dek napigcia na tym odcinku linii jest okreslony nastgpujacym rownaniem:

_AQA_ I,
AU, Iy
AU L.
0 |=(R+jwL) I, (4.37)
0 Iy,
L O _ _lNM
gdzie:
'R, +R, b R, R, R, |
R, R, +R, R, R, R,
R R, R, R.+R, R, R, L= {Lkm},
R, R, R, R, +R, R,
L RD RD RD RD RNM + RD_
R,, ...,Ry,, — opornosci odpowiednich przewodow, z uwzglednieniem temperatury,

czestotliwosci 1 warto$ci pradu;
R,=9869x107 -1 (Q), f — czestotliwos¢ (Hz), [ — dugoéé¢ przewodu, (m);

D . .
L, = ’g—ollnd—k’" (H), u, =4nx107 H/m — przenikalno$¢ magnetyczna prozni, k,m
n km
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— numery odpowiednich przewodow, d,, — promien przewodu (w przypadku przewo-
du wiazkowego — promien zastgpcy).

m

k

©q
o
7
ka
ko o o
o om'

m

Rys. 4.13. Rozmieszczenie przewodow ekwiwalentnej linii napowietrznej

Rzadko bywa zasadne stosowanie modelu linii okreslonego przez réwnanie (4.37).
W analizie obwodow trojfazowych wygodnie jest postugiwaé sig¢ modelem uprosz-
czonym.

oo

\LAC
Io Rc LC
o Y'Y Y 5
LANI
iy, RNI LNI
. L
. ANM
1,\'/M RNM LNM

Rys. 4.14. Schemat zastgpczy linii wieloprzewodowej z parametrami podtuznymi
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Uproszczenie moze polegac na zastapieniu M przewodow powrotnych przez jeden
przew6d ekwiwalentny (model linii tréjfazowej z przewodem powrotnym) lub uprosz-
czeniu modelu do trzech przewodow fazowych.

W celu wyprowadzenia odpowiednich zalezno$ci zapiszmy réwnanie (4.37) w spo-
sob bardziej szczegotowy:

_AQA_ Z, Z, Z; Zy, Z1(3+M) 'y

AU, Z, Zy Zy Ly ZZ(3+M) Ly

AU V4 V4 4 Z o Zas, I
Zo|_|_ &3 L3 £33 L34 Z33+M) || Lc (4.38)
0 Z41 Z42 Z43 Z44 "' Z4(3+M) Ly,

| 0 | _Z(3+M)l Z(3+M)2 Z(3+M)3 Z(3+M)4 ZM(3+M)__£NM_

gdzie:
Zy=R+Ry+jo Ly, Z,, =Ry +jo Ly,
Jak wida¢, sprz¢zenia pomiedzy przewodami wystgpuja zarowno w odniesieniu do in-
dukcyjnosci, jak i do rezystancji.
Roéwnanie (4.38) mozna zapisa¢ w postaci:

{%} i EA'%IH (4.39)

gdzie poszczegdlne macierze i wektory blokowe reprezentuja odpowiednie fragmenty
rownania (4.38).
Na podstawie (4.39) mozna napisa¢ dwa niezalezne rownania:

AU=Z 1, +Z,1,

(4.40)
0=Z,,+Z,1,
Z drugiego z tych rownan otrzymujemy:
I, =-Z,Z1, (4.41)
Po podstawieniu (4.41) do pierwszego réwnania (4.40) otrzymujemy:
AU=Z 1, (4.42)
gdzie:
ZAA ZAB ZAC
Zf =7, _ZBZ;ZC =\Zup Zss Zsc (4.43)
ZAC ZBC ZCC

jest macierza ekwiwalentnej linii trojfazowej (rys. 4.15).
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W przypadku linii transponowanej zachodza nastgpujace relacje:

Zy4=Zgp =ZCC ZZS’ Z 43 ZZAC :ZBC =Zy -

[, R, L,
o—+ Y'Y YL
R L
4B 4B
i3/< Ry /< Ly
o—>n Y,
Ryc (RBC Lyl (LBC
i Re Lc
o— = — Y
(o, O
)

Rys. 4.15. Schemat uproszczony modelu podtuznego linii trojfazowej

Zaleznosci te odnosza si¢ do dziedziny czgstotliwosci. Spadek napigcia na odcinku
rozwazanej linii w dziedzinie czasu wyraza si¢ nastepujaca zaleznoscia:

AU =R, I, ()+L, %If ) (4.44)
gdzie:
U (1) —u (1) i,(1)
AU() = | up (1) —ucy () |, T (0) = i) |,
Uy (1) — e, (1) i (t)
RAA RAB RAC LAA LAB LAC
R =Ry Ry Ry |, L,=|Ly Lg Ly
R, Ry Rec Ly Lpe Lec

Korzystajac z modelu linii wieloprzewodowej przedstawionej na rys. 4.13, mozna
takze wyprowadzi¢ odpowiednie zaleznosci dla ekwiwalentnego modelu poprzeczne-
go linii. Tym razem zaktada sig, ze przewody napowietrzne sa catkowicie izolowane
od siebie i od ziemi (a zatem i od ekwiwalentnych przewodéw w ziemi). Napigcie
pomigdzy przewodami jest zalezne od rozkladu tadunkow elektrycznych na tych
przewodach. Ladunki ¢ na fizycznych przewodach maja przeciwne znaki do tadun-

kéw zgromadzonych na ekwiwalentnych przewodach pod ziemia. Zaktadajac, ze na-
pigcie migedzy wybranym, k-tym przewodem a ziemia jest rOwne potowie napigcia
migdzy tym przewodem, a jego zwierciadlanym odbiciem w ziemi, otrzymamy [45]:
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1 3+M D
UkN =5 Ukm Z qi 1n

__b e (4.45)
2 2neg, 5 A

1 12 . ’r )
F =8,854x107" F/m — przenikalnos¢ elektryczna prozni, g, — fadunek
0
i-tego przewodu, (C/m), ¢ — predkosc fali elektromagnetycznej w prozni (m/s).
Podobne réwnanie mozna zapisa¢ dla kazdego z przewoddéw linii, przy czym,
w rozwazanym przypadku, tylko przewody fazowe sa odizolowane od ziemi. Pozosta-
le przewody sa uziemione i maja potencjal zerowy. Petne réwnanie w postaci macie-

gdzie: g, =

rzowej przyjmuje nastgpujaca forme:

U, B, B, I A, 1)1(3+M) 94
Ug P, P, Py P, Pz(3+M) q5
U P P, P, P, P,
c|_ 31 32 33 34 33+M) || e (4.46)
0 Py Py Py Pu Bigon | 4
| 0] _P(3+M)1 })(3+M)2 })(3+M)3 })(3+M)4 PM(3+M)_ 9y |
gdzie:
1 D
km — ln o (m/F) (447)
2ng, -

Wielkos$¢ P, jest znana jako wspotczynnik Maxwella (potencjatowy).

Podobnie jak w przypadku (4.38), rownanie mozna uprosci¢ do przypadku ekwi-

walentnej linii trojfazowe;:

U P, | P :
0 P. | Py Jlay
skad:
U, =(p,-P,P;'P)q, (4.49)
Wygodniej jest postugiwac si¢ odwrotnym zapisem:
g )
q,=(p,-p,p;'p.)'U, =C,U, (4.50)
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gdzie:
CAA CAB CAC
c,=(p,-P,p,P.) " =|C,, Cp Che| (F/m) 4.51)
CAC CBC CCC

jest macierza pojemnosci ekwiwalentnego uktadu trojfazowego.

Czynnym sktadnikiem modelu poprzecznego linii jest jej przewodnosé. Jesli ogra-
niczy¢ rozwazania do przypadku liniowego, odpowiedni model bgdzie okre§lony na-
stegpujacym réwnaniem:

GAA GAB GAC
1,=G,U,, G, =G, G, Gy | (S/m) (4.52)
GAC GBC GCC

W liniach elektroenergetycznych zazwyczaj pomija si¢ sktadowa czynna w para-
metrach poprzecznych ze wzgledu na jej mata warto$¢ w stosunku do reaktancji po-
jemnosciowej. W takim przypadku model linii trojfazowej przyjmuje posta¢ jak na
rys. 4.16.

i RA LA i
Al PR A2
Al o > J_ J_ J_ J_ 0 42
C
. ' —Cpit T Can R / <LAB I ~Cup T ‘:CAC__Cl.l
i B B i
Bl o—4! - — 2828 % 2 oB2
2L = —Cpe Lic Lyc ~Cpe= L2
ic1 Rc LC iy
Clo— I Y YA o C2
C33== ==C33
o, O
)2

Rys. 4.16. Schemat zastepczy linii trojfazowej

Prad ptynacy przez elementy poprzeczne modelu linii trojfazowej z jednej strony
linii mozna okres$li¢ na podstawie nastgpujacych zaleznosci:

IL,=Y,U,, Y, =G, +jo C, (Sm) (4.53)
w dziedzinie czgstotliwosci lub:
d
I, (?) =Gfo(t)+CfEUf(t) (4.54)

w dziedzinie czasu.
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Nalezy zauwazy¢, ze w przyjetym modelu warto$ci przewodnosci i pojemnosci li-
nii sa rozdzielone na dwie rdwne czgs$ci umieszczone na obu koncach linii. Pojemno-
$ci miedzyfazowe maja wartosci ujemne, natomiast pojemno$ci doziemne w schema-
cie zastgpczym maja nast¢pujace wartosci:

Ci=CL—Cp—-Ch,
Cp, =Cpy —C = Cpes
Cy3 =Coc =Cye = Che

Podobnie jak w modelu podtuznym, w przypadku linii transponowanej zachodza
nastgpujace relacje:

CAAZCBBZCCCZCSa CAB:CAC:CBC:CM'

Model linii transponowanej ma istotne znaczenie praktyczne, gdyz w wielu przy-
padkach wygodnie jest przyja¢ zatozenie o jednakowych parametrach wszystkich
trzech faz rzeczywistej linii. Mozna wowczas korzysta¢ z parametréw linii dla skta-
dowych symetrycznych. Odpowiednie zaleznosci uzyskuje si¢ przez przeksztatcenie
ukladu tréjfazowego we wspodlrzednych fazowych do sktadowych symetrycznych.
W ogdlnym przypadku zachodzi nastgpujacy zwiazek:

U, =SU, (4.55)

w odniesieniu do napig¢ (analogicznie dla pradow), gdzie:

1 1 1
- -1 .
s=11 a a , a=ern/3=—+J£ (4.56)
3 5 2 2

I a° a

U,
U, =| U, | — wektor sktadowych symetrycznych napigcia (pradu).

v,

Stosujac przeksztatcenie (4.55) w odniesieniu do (4.42), otrzymuje si¢ nastgpujaca
relacj¢ pomigdzy macierza impedancji skladowych fazowych Z, i odpowiadajaca jej

macierza impedancji sktadowych symetrycznych Z_ :
Z,=S"Z,S (4.57)

Jesli uktad trojfazowy jest transponowany (to znaczy, ze macierz parametr6w ma
tylko dwa roézne elementy: na przekatnej oraz poza przekatna), to macierz sktadowych
symetrycznych jest diagonalna:
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Z = Z, (4.58)
Z,

W przypadku linii: Z, =2, .

Z relacji (4.57) wynika, ze dla przypadku linii transponowanej prawdziwe sa za-
leznosci:
Ly=Zs+2Zy, 2, =25—2Z,,
ZS :ZO—;zZ] , ZM :ZO3ZI
i podobnie dla rezystancji, indukcyjnosci i pojemnosci. W tym ostatnim przypadku na-
lezy pamigtac, ze wartos¢ C,, jest ujemna.

Nalezy zauwazy¢, ze przeksztatcenie sktadowych symetrycznych odnosi sig¢ do ze-
spolonych wektorow napig¢ lub pradow reprezentujacych sinusoidalne przebiegi tych
wielkosci dla okreslonej czestotliwos$ci. Dlatego, nie znalazto ono bezposredniego za-
stosowania do rozwazanego tu modelowania stanéw dynamicznych sieci. Przytoczone
powyzej zwiazki sa jednak istotne ze wzgledu na to, ze parametry elementoéw sieci sa
najczesciej podawane dla sktadowych symetrycznych.

Schemat przedstawiony na rys. 4.16 jest w istocie trojfazowym czwornikiem IT.
Moze on by¢ tatwo rozszerzony na dowolna liczbe faz w celu uwzglgdnienia przewo-
doéw odgromowych lub powtoke przewodzaca w liniach kablowych (rys. 4.17). W tym
ostatnim przypadku, przy zatozeniu pelnej symetrii kabla, macierz rezystancji ma na-

stepujaca postac:

RAB RAC RAG
R/- _ RAB RBB RBC RBG (4 59)
RAC RBC RCC RCG '
RAG RBG RCG RGG

i podobnie dla indukcyjnosci, przewodnosci i pojemnosci.
W sytuacji dostatecznej symetrii budowy kabla mozna przyjac, ze spelnione sa na-
stepujace zaleznosci:

Ry =Rpy=Rec=Rs, Rip=Ryc=Ryc =Ry, Ry6=Rps =R =Ry;-

Podobnie jak w przypadku linii napowietrznych, rowniez w modelu kabli zazwy-
czaj pomija si¢ przewodnos$¢.
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przewod fazowy powloka przewodzaca
AN\

Rys. 4.17. Struktura kabla trojzytowego z powloka przewodzaca

Parametry linii kablowych sa zazwyczaj znacznie trudniejsze do obliczenia niz pa-
rametry linii napowietrznych. Wynika to z tego, ze oprécz danych geometrycznych
1 statych materiatlowych maja tu wplyw rézne czynniki, jak sposéb rozmieszczenia po-
szczegoOlnych zyl, sposoéb prowadzenia i glebokos§¢ utozenia kabla w ziemi i inne.
W przypadku kabli z powlokami przewodzacymi nalezy takze uwzgledni¢ sposob
uziemienia pancerza na koncach kabla. W profesjonalnych programach komputero-
wych do modelowania stanéw dynamicznych sieci dostgpne sa zazwyczaj procedury
do obliczania parametrow linii napowietrznych i kablowych na podstawie danych
geometrycznych i materiatowych.

4.2.2. Model o parametrach rozlozonych
Réwnania modelu linii wielofazowej o parametrach roztozonych mozna wyprowadzic¢

podobnie jak w przypadku linii jednofazowej. W przypadku n faz réwnanie (1.45)
przyjmie nastgpujaca postac:

_OU(x,0) R'I(x.f)+ L ol(x,t)
. S Uét (4.60)
_AED _ Gy (e + 0D
ox 0
gdzie:
u,(x,1) i(x,1)
1y (x,1) L (x,1) L o~
U(x,t) = , , I(x,0) = : — napigcia i prady n-fazowej linii;

u,(x,t) i(x,t)
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R,ll R'l2 ern

Rl]z R’zz Rlzn . .. C .
R'=| . . . (Q/km) — macierz rezystancji jednostkowych linii (po-

R'nl R,nZ R,nn

dobnie dla G', L', C").

W ogoélnym przypadku parametry réwnan (4.60) sa zalezne od czgstotliwosci.
W wielu jednak rozwazaniach wplyw ten mozna pomina¢, co istotnie upraszcza mo-
del. Ponizej oba te podejscia rozpatrywane sa oddzielnie.

a) Model linii o stalych parametrach wzgledem czestotliwoSci

W cyfrowych modelach linii najcze$ciej nie korzysta si¢ z rownan w postaci (4.60), ze
wzgledu na ich duza ztozono$¢. Sposdb podejscia jest tu podobny do zatozen stoso-
wanych w odniesieniu do linii jednofazowej. Zaktada si¢ zatem, ze rozwazana linia
dluga moze by¢ rozpatrywana jako linia bezstratna, natomiast rezystancja (a niekiedy
takze przewodno$¢) — w postaci modelu o parametrach skupionych.

Po pominigciu rezystancji 1 przewodnosci rownania (4.60) moga by¢ zapisane
w nastepujacej formie (analogicznie do (1.48)):

ou> ., 0U’ 0
2 2
aaxlz aaltz (4.61)
_Z_C,L,_ZZO
Oox ot

Nalezy zauwazy¢, ze macierze:
A, =L'C', A, =C'L’,
sq petne 1 na 0gol rdzne, przy czym, poniewaz macierze parametroOw sa symetryczne:

A=(A) (4.62)

1

Indeksy i oraz u wskazuja na przynalezno$¢ macierzy parametréw do réwnania pra-
dowego lub napigciowego w (4.61).

Cyfrowa realizacje modelu linii mozna znacznie uproscic, jesli macierze parame-
trow w réwnaniach (4.61) przedstawi¢ w postaci diagonalnej. Uktad wielofazowy nie
jest wowczas sprzezony, a model linii n-fazowej jest reprezentowany przez n rdwnan
linii jednofazowych.

Diagonalizacja macierzy parametréw jest zwiazana z problemem obliczania warto-
$ci wlasnych i wektoréw wlasnych tej macierzy. Przeksztatcenie diagonalizujace dang
macierz A, ma nastgpujaca postac:

ALa=T'AT (4.63)

imod
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gdzie: T, jest kwadratowa macierza przeksztalcenia, ktorej k-ta kolumna s, (nazywa-

na wektorem wlasnym macierzy® A, ) jest funkcja kolejnej k-tej wartoéci whasnej A,
macierzy A, , tak, ze spelione jest nast¢pujace rownanie [66]:

(A, = 21)s, =0 (4.64)

Zwiazek (4.63) jest znany jako przeksztalcenie przez podobienstwo, ktore ma tg

wlasciwos$¢, ze warto$ci wlasne macierzy oryginalnej A, oraz przeksztalconej diago-

nalnej A, ., sa te same. Podobne zaleznosci mozna napisa¢ takze w odniesieniu do
macierzy parametroOw rownania napigciowego w (4.61):

=T 'AT (4.65)

umod u-u

A

Odwrocenie zaleznosci (4.63) 1 (4.65) prowadzi do wyznaczenia oryginalnych ma-

cierzy w rownaniach (4.61) na podstawie ich reprezentacji modalnych (diagonalnych):
A, =L'C'=TA,T'
(4.66)

A, =C'L'=TA, T

imod

Podstawienie zaleznosci (4.66) do (4.61) prowadzi do réwnania linii wielofazowej
w sktadowych modalnych:

aU iod aU rznod —
2 umod -
o or (4.67)
aI ~"mod _ 61 mod __ 0
o ™

gdzie:
Imod = Tli_II = ’Ti_llf 4 Umod = Tu_lU = TU_lUf .

indeks f'wskazuje na wielkosci fazowe.
Zbadajmy zaleznosci pomigdzy macierzami transformujacymi T, i T,. Na podsta-
wie (4.62) oraz (4.66) mozna napisac:

T, =(T A, T") =(1") A7, T (4.68)

imod imod

T,A

u mod

skad:

=1, (1") A7, T'T,=D"A,, ,D=A,

imod imod imod

(4.69)

¥ Wartoéci whasne macierzy kwadratowej A sa pierwiastkami wielomianu wzgledem
zmiennej A, ktory odpowiada rownaniu: det(A—A1) = 0; wektor wlasny x, zwiazany z warto$cia
wlasna A, spelnia réwnanie: Ax = Ax [61, 66].
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gdzie:
D=T'T,=dl, d #0 (4.70)

jest macierza diagonalna o jednakowych elementach. Nalezy zauwazy¢, ze:
Al =A

imod —
W wielu przypadkach wygodnie jest przyjac, ze d = 1, co prowadzi do nastgpujacej
zaleznosci dla macierzy przeksztatcen pomigdzy sktadowymi fazowymi i modalnymi:

T’ =T.'. Dalej rozwazane sa niektore specjalne przypadki.

poniewaz jest to takze macierz diagonalna.

imod >

Gdy macierz A, (A, ) jest rzeczywista (jak w rozwazanym modelu (4.61)), to ma-
cierz przeksztatcen T, (T, ) jest takze rzeczywista. Jesli ponadto macierz parametréw

jest symetryczna, to zachodzi nastgpujacy zwiazek:
T'T, =1,awiec: T' =T/ 4.71)

1 podobnie dla macierzy T,. Macierz o wlasciwosciach jak w (4.71) jest nazywana or-
togonalna’. W takim przypadku dla d = 1 obie macierze sa jednakowe:

T =T =T (4.72)

Warunek ten jest takze zawsze spetniony dla linii transponowanych.

Zauwazmy, ze rownania (4.67) mozna traktowaé jak zbior niezaleznych rownan
o takiej strukturze, jak w (1.48). Jesli zostanie spetniony warunek (4.71) w odniesieniu
do macierzy transformacji pradow i napigé, to predkosci rozchodzenia si¢ fal w row-
naniach pradowych i napigciowych beda takie same, przy czym:

A (4.73)

umod — Aimod =

§<N| -

1 . . . .
v, =———= — predkos¢ rozchodzenia si¢ fali w k-tej modzie,
e
L', , C', —parametry k-tej mody.
Podobne zaleznos$ci zachodza takze w odniesieniu do impedancji falowych (1.50).

® W przypadku macierzy zespolonej odpowiednikiem macierzy ortogonalnej jest macierz
unitarna.
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Model cyfrowy odpowiadajacy rownaniom (4.67) jest powieleniem dla kazdej mo-
dy modelu jednofazowej linii bezstratnej. Mozna tu wigc bezposrednio zastosowac
odpowiednie algorytmy z rozdziatu 1.

Podstawowym uproszczeniem przyjetym w modelu (4.61) jest pominigcie rezy-
stancji linii. Aby uwzgledni¢ t¢ rezystancjg, mozna zapisa¢ model linii dtugiej w dzie-
dzinie czgstotliwosci (dla stanu ustalonego — patrz (4.5)):

2
dU2 ~Z'Y'U=0
e (4.74)
?—Y’Z’I = O

gdzie:

Z'=R+jo L, Y=G+jo C (przewodno$¢ G jest zazwyczaj pomijana),

natomiast wektory napigcia U i pradu I sa utworzone przez zespolone wielkosci na-
piec 1 pradow poszczegdlnych faz (jako funkcje odlegtosci x), przy czym analogicznie
do (4.4):

_du _ 7'l

glx (4.75)
Aoy

dx

Zaktada si¢ przy tym, ze pulsacja o jest parametrem stalym. Pominigcie przewod-
no$ci znacznie upraszcza analizg¢ modelu i jest zazwyczaj praktycznie uzasadnione.
Dla modelu zespolonego (4.74) macierze diagonalizujace: T, oraz T, sa, w ogol-

nym przypadku, takze zespolone, przy czym:

Au mod — Tu_lAuTu
(4.76)
Aimod = T‘iilAi’I‘i
gdzie: A, =Z'Y', A, =Y'Z".
Po diagonalizacji macierzy parametrow réwnanie (4.74) przyjmie postac:
2
dU—n;Od - AumodUmod = 0
dx
) 4.77)
d;x—mzod - AimodImod = 0

Diagonalne elementy macierzy parametrow w tych réwnaniach maja taka sama in-
terpretacje jak w (4.6):
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N

umod — “Mimod T

2
A = 2o (4.78)

2

Vu

gdzie: y, =\ Z' (jo)Y',(jo) =, + jf, jest stala propagacji k-tej mody.

Réwnos¢ obu macierzy parametrow w (4.78) zachodzi rowniez po spelnieniu wa-
runku (4.71). Jesli poréwnamy (4.73) z (4.78) zobaczymy, ze [ = w/vy. Podstawiajac
(4.76) do (4.4) mozna tatwo sprawdzi¢ poprawnos¢ nastgpujacych zaleznosci:

Zmod = TJIZ'TI

(4.79)
Ymod = TiilY, Tu

W przeksztalceniach tych, macierze transformacji T, oraz T. sa na ogét zespolo-

ne. Ta cecha znacznie komplikuje obliczenia i wobec tego dazy sig¢ do ich aproksyma-
cji za pomoca odpowiednich macierzy rzeczywistych. W tym celu nalezy odpowied-
nio ‘skreci¢’ zespolona macierz, aby zminimalizowa¢ urojone czgsci jej
wspotczynnikow. W pracy [30] podany jest nastgpujacy algorytm tej aproksymacji:

1. Okresli¢ wstepna posta¢ macierzy T, =T, (bedzie to, w ogélnym przypadku, ma-

cierz zespolona), zaktadajac, ze macierz admitancji Y' ma czysto reaktancyjny
charakter.

=T Y'T,, na podstawie (4.79), przy

uw

2. Obliczy¢ wstgpna posta¢ macierzy Y, 4
czym T =T (d=1w (4.70)).

uw iw

3. Ze wzgledu na zespolong posta¢ macierzy T, , macierz Y, , moze zawiera¢ tak-

ze czesci rzeczywiste (w miejsce tylko urojonych). Jej elementy mozna zapisa¢ na-
stepujaco: jwC,, .6’ . Normalizacja macierzy T, — T, polega na pomnozeniu

jej kolumn przez wspétczynnik zespolony e'*’*. Po tej normalizacji macierzy

transformacji uzyskana macierz Y, jest pozbawiona czgsci rzeczywistych (od-
rzucenie czesci rzeczywistych nie wprowadza istotnego bledu).

Jesli istnieje potrzeba uwzglednienia takze przewodnosci poprzecznej linii, to mo-
del mozna w prosty sposob uzupetni¢ przez ograniczenie go tylko do przewodnosci
doziemnych (z pominigciem przewodnosci migdzyfazowych). Woéwczas przewodno-
Sci te znajda si¢ w poszczegdlnych modach — jesli tylko sa one jednakowe we wszyst-
kich fazach [30].

Nalezy zauwazy¢, ze model linii w dziedzinie czgstotliwo$ci, okre§lony rownania-
mi (4.74), stuzy jedynie do okreslania parametrow modelu oraz odpowiednich macie-
rzy transformacji, natomiast algorytm modelowania jest taki sam jak dla linii bezstrat-
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nej, z odpowiednim uzupekieniem go o model rezystancji w postaci modelu o para-
metrach skupionych (w programach EMTP stosuje si¢ podziatl calkowitej rezystancji
linii na cztery cze$ci — patrz rys. 4.11b). Struktura rozwazanego modelu jest pokazana
narys. 4.18.

Model kazdej mody jest realizowany zgodnie z algorytmem podanym w p. 1.3.6.
W kolejnym kroku modelowania na obu koncach modelu linii wielkosci fazowe na-
pie¢ sa transformowane do sktadowych modalnych (prady i napigcia) — aby zgodnie
z algorytmem modelowania (1.65) i (1.66) okresli¢ prady i odpowiednie wielkosci,
odnoszace si¢ do historii procesu w poszczegolnych sktadowych modalnych. Obliczo-
ne wartosci pradow sa z kolei przetwarzane na wielkos$ci fazowe.

Model linii we wspétrzgdnych modalnych

wezel L wezel P
g R R
AL ZAL Iy Uy, ml ml_ Up Ip lAP /ip
o— - | —_— {1}
u u
A Ap
B, iy iy u,, R Ry upyiy, i, B,
o—>— —>—2|:|—=—|:
u Tu’ Ti Tu’ Ti °
u
" R R "
C, i, ips g, T m3_ Upylpy lc, CDP
o— —h-—-—ﬁ F—
u u
CI, C[’
o o
1
wspotrzedne fazowe | wspotrzedne modalne | wspotrzedne fazowe
T

Rys. 4.18. Struktura modelu linii wielofazowej w uktadzie modalnym

Nastepny przyktad ilustruje problem obliczania macierzy diagonalizujacych z wy-
korzystaniem procedur stosowanych w programie ATP-EMTP.

Przyklad 4.7. Obliczy¢ parametry linii z przyktadu 4.1 dla sktadowych fazowych i mo-
dalnych, zaktadajac, Ze jest to linia nietransponowana. Obliczenia wyko-
na¢ za pomoca procedury LINE CONSTANTS dostgpnej w programie
ATP-EMTP.

Przekrdj poprzeczny linii (rys. 4.1) jednoznacznie wskazuje na to, ze parametry fazy srodkowej
(pojemnos¢ i indukeyjnosc) (B) sa z pewnoscia odmienne od parametréw pozostatych faz. Plik
danych wej$ciowych do obliczenia parametrow linii w programie ATP-EMTP r6zni si¢ w sto-
sunku do pliku uzytego w przyktadzie 4.1 tylko jednym wierszem (ktory jest ponizej wyrdz-
niony przez pogrubienie). Réznice uzytego w tej linii kodu maja nastgpujace znaczenie:

poz. 34: 1 — pojemnosci beda liczone dla faz ekwiwalentnego uktadu trojfazowego (poprzednio
jedynka byta umieszczona na poz. 35, co oznaczato zadanie obliczenia pojemnosci dla sktado-
wych symetrycznych ekwiwalentnego transponowanego uktadu trojfazowego);
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poz. 38: 1 — impedancja podluzna liczona takze dla faz ekwiwalentnego uktadu trojfazowego
(poprzednio: 1 na poz. 39 oznacza okreslenie impedancji sktadowych symetrycznych ekwiwa-
lentnego transponowanego uktadu trojfazowego);

poz. 44: 1 — pojemnos¢ bedzie reprezentowana w jednostkach (F), a nie jako @ C (S) — jak po-
przednio;

poz. 70: 1 — linia jest traktowana jako nietransponowana, co takze oznacza konieczno$¢ obli-
czania macierzy transformacji pradow T, .

i

BEGIN NEW DATA CASE

C Linia 400 kV

LINE CONSTANTS

METRIC

C Dane do modutu LINE CONSTANTS

C 345678901234567890123456789012345678901234567890123456789012345678901234567890

.231 .0564 4 3.15 -10.3 24.5 12.0 40.0 0.0 2
2 .231 .0564 4 3.15 0.0 24.5 12.0 40.0 0.0 2
3 .231 .0564 4 3.15 10.3 24.5 12.0 40.0 0.0 2
0 0.5 .2388 4 1.565 -6.87 31.0 23.5
0 0.5 .2388 4 1.565 6.87 31.0 23.5
BLANK CARD ENDING CONDUCTOR CARDS OF "LINE CONSTANTS" CASE
C 1 2 3 4 5 6 7 8
C 345678901234567890123456789012345678901234567890123456789012345678901234567890
C >< Freq >< FCar > <ICPR> <IZPR> =< DIST > <PP>==< >< >< >><3>
100.0 50.0 1 1 1 180.0 1

BLANK CARD ENDING FREQUENCY CARDS
BLANK CARD ENDING "LINE CONSTANTS"
BEGIN NEW DATA CASE

BLANK

Fragment pliku wynikowego jest pokazany na nastgpnej stronie. Omoéwmy wazniejsze z uzy-
skanych wielkosci (obliczenia wykonano dla czestotliwo$ci znamionowej 50 Hz).
Capacitance matrix odnosi si¢ do macierzy pojemnosci dla poszczegolnych faz C, (F) (4.51).

Poniewaz jest to macierz symetryczna, wigc podana jest tylko dolna trojkatna jej czgs¢. Widac,
ze dwie skrajne fazy (rys. 4.1) maja jednakowe pojemno$ci. Zauwazmy, ze poszczegodlne fazy
sa oznaczane kolejno: 1, 2, 3.

Podobnie jest z macierza impedancji (impedance matrix): R, + joL , (Q), przy czym elemen-

ty macierzy reaktancji sa podane w dolnych wierszach. Rowniez tutaj wida¢, ze wyr6zniona
jest faza srodkowa.

Z kolei podane sg parametry linii w sktadowych modalnych (modal parameters): rezystancja,
reaktancja, susceptancja, impedancja falowa (surge impedance), predko$¢ rozchodzenia sig
fali elektromagnetycznej V: w linii bezstratnej (lossless) i rzeczywistej (actual), a takze thu-
mienie « (attenuation). Mozna zauwazy¢, ze wszystkie trzy sktadowe modalne maja roézne
parametry. Macierz transformacji pradow T, (eigenvector matrix — macierz wektorow wia-
snych) jest, ogolnie, macierza zespolona. W danym przypadku czg¢Sci urojone poszczegolnych
jej elementdw sa rowne zero — co jest rezultatem odpowiednich normalizacji w algorytmie
obliczeniowym.
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Mozna sprawdzi¢, ze macierz T, nie jest ortogonalna: T/T, # 1, a wigc nie zachodzi rowno$¢

(4.72). Zakladajac d = 1, mozna obliczy¢: T, = (TI.T )71 , co daje:
5,802174291013298e—-01 —7,071067811865468e—01 —3,760128057084046e—01
T, =|5,737902829739805¢ - 01 —2,248770831006496¢ —15 8,483917484204246e—-01 | -
5,802174291013300e - 01 7,071067811865482e—01 —3,760128057084001e—01
Przesledzmy sposob obliczania macierzy transformacji T,, T, przez odwotanie si¢ do funkcji
programu MATLAB [85]. Macierz A, =Z'Y', obliczona dla danych z analizowanego wydru-
ku, ma nastegpujaca warto$¢ (dla wigkszej przejrzystosci, zmniejszono liczbg znaczacych
miejsc):
-0,1353E -5+ j0,0197E -5 -0,0195E -5+ j0,0085E -5 —0,0205E —5+ jO,0100E -5
7'Y'=|-0,0218 E-5+j0,0095E -5 -0,1310E -5+ j0,0192E -5 -0,0218 E—5+ j0,0095E -5 |-
—0,0205E —5+j0,0100E -5 —0,0195E —5+ jO0,0085E -5 —0,1353E -5+ j0,0197E -5
Stosujac funkcje eig() mozna bezposrednio obliczy¢ warto$ci wlasne i macierz wektorow wia-
snych macierzy Z'Y':
[Tu,V]=eig(ZY),
gdzie: Tu odpowiada poszukiwanej macierzy T, , natomiast V (=V ) jest diagonalna macierza
warto$ci wlasnych:
—-0,1751-107° +j0,0383-10°°
V= -0,1148-107° + j0,0097-107°
—-0,1118-107 +j0,0108-10°°

Kolumny §,, k=1, 2, ..., n, macierzy wektorow wilasnych T, = [s1 S, sn] powstaja
w wyniku rozwiazania nast¢pujacych rownan (4.64):
(A, - 2,1)s, =0,
gdzie: 4, ,k=1,2, ..., n, sa kolejnymi wartosciami wtasnymi macierzy Z'Y" .
Rozwiazanie rownania o powyzszej postaci nie jest jednoznaczne: jedno z rozwigzan nalezy
przyjaé arbitralnie. W konsekwencji macierz T, jest takze niejednoznaczna, zgodnie z (4.68).
W rozpatrywanym przypadku, w programie MATLAB uzyskuje si¢ wynik:

0,5792-j0,0179 -0,7071-30,0003  0,3754+ j0,0105
T, =| 0,5727-30,0195  0,0000 + j0,0000 —0,8469 —j0,0280 |.

0,5792-30,0179  0,7071+j0,0003  0,3754+ j0,0105
Wida¢, ze uzyskana macierz rozni si¢ od tej otrzymanej w rezultacie obliczen w programie
ATP-EMTP. Podstawowa réznica polega na zmianie znaku elementéw ostatniej kolumny ma-
cierzy, co zwigzane jest ze wspomniana niejednoznacznoscia rozwiazania (kolumny obu ma-
cierzy moga si¢ r6zni¢ o staly, r6zny od zera, mnoznik).
Mozna teraz obliczy¢ modalna macierz admitancji Y, ,:
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0,0000 + j0,2429 0,0000 + j0,0000 0,0011+ j0,0001
Y, .=T'Y'T,=| 0,0000+j0,0000 0,0000+j0,3270 0,0000+ j0,0000 |-10~° (S/km).
—-0,0011+ j0,0001 0,0000+ jO,0000 0,0000+ jO,3769
Jak wida¢, uzyskana macierz nie jest ‘w petni’ diagonalna, ponadto czg$ci rzeczywiste elemen-
tow moga by¢ roézne od zera (chociaz powinna to by¢ macierz reaktancyjna). Jest to rezultat

roznych btedéw obliczeniowych. W celu ich uniknigcia w profesjonalnych programach do sy-
mulacji stosowane sa rozne techniki normalizacji macierzy T, [30]. Tutaj ograniczymy sig je-

dynie do przyjgcia zatozenia, Ze jest to macierz diagonalna reaktancyjna:
j0,2429-107
Yooa = j0,3270-10°° (S/km).
j0,3769-107°

Impedancja we wspotrzednych modalnych moze zosta¢ obliczona na podstawie znanej macie-
rzy warto$ci wlasnych V, z wykorzystaniem zaleznosci V=2_,Y,,.q - Stad:

mod

A . . . . .
Z, od = ——, gdzie indeks k wskazuje na numer wspohrzednej (mody), natomiast A, jest k-
kmod

tym elementem macierzy V (wartoscia wlasng). W ten sposob otrzymujemy:
0,1575+j0,7206
V4 0,0298 + j0,3512 (Q/km).
0,0285 + j0,2966
Impedancja falowa (charakterystyczna) linii w sktadowych modalnych moze by¢ okreslona
zgodnie z (4.10):

Z . . .
Z oot = f% , co daje nastgpujaca macierz:
kmod

547,83 - j59,16
od = 328,02 - j13,88 Q).
280,85 — 13,48

Elementy macierzy Z, ., sa parametrami modelu linii w dziedzinie czasu. Powinny one by¢

mod

Z

zatem wielko$ciami rzeczywistymi. W wigkszo$ci przypadkéw mozna zatozy¢, ze mamy do
czynienia z linig nieznieksztalcajaca (dla ktorej R/L = G/C), co pozwala pominaé czgsci urojo-
ne (ich zrodtem w takim wypadku sa bledy numeryczne) [30].
Na podstawie (4.79) mozna obliczy¢ macierz impedancji falowych we wspotrzednych fazo-
wych (po pominigciu czgsci urojone;):

387,58 92,56 59,56
= "l"qumodT,.’l =| 92,56 381,55 92,55 | (Q),

59,56 92,55 387,58

co dosy¢ dobrze przybliza macierz impedancji falowej w ostatniej cze$ci pliku wynikowego
(Z-surge).

z,
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Do obliczania macierzy przeksztalcen T mozna wykorzysta¢ znane algorytmy,
ktore sa dostgpne w rdéznych pakietach obliczen numerycznych [103]. Odpowiednie
procedury sa takze standardowym wyposazeniem programéw do symulacji kompute-
rowej. Gdy linia jest transponowana, macierze przeksztalcen sa zawsze rzeczywiste,
ponadto spetnione sa zwiazki (4.71), (4.72). Mozna wowczas bezposrednio stosowaé
jedno ze znanych w elektrotechnice przeksztatcen odnoszacych sig¢ do sieci trojfazo-
wych (sa one takze uogdlniane na sieci wielofazowe). Oto niektdre z nich.

W przeksztalceniu Clarke'® (znanym takze jako przeksztalcenie Oaff) stosuje sie
macierze o nastgpujacej postaci [24]:

NE 0 o 1
T=—{2 -1 3|, T'==2 -1 -1 (4.80)

22 -1 -4 o 3 -3

ktore, po unormowaniu'’ w celu spetnienia warunku (4.71), tworza nastepujaca pare
macierzy przeksztatcen:

_1ﬁ oT _1 1 1_

N P N P B N St S |
Tol = ST _ﬁﬁﬁ NG (4.81)

N R} o B =B

2 2 V2 2

Wazna cecha tego przeksztalcenia jest to, ze parametry modelu w sktadowych mo-
dalnych (0af) sa takie same, jak dla sktadowych symetrycznych. Jesli na przyktad za-
stosuje si¢ macierze przeksztalcen (4.81) do macierzy rezystancji linii transponowa-
nej, to uzyska si¢ (zgodnie z (4.79) oraz (4.71)):

R, Ry, R, R

M
R, = R, =T'\R, R, R,|T (4.82)
R, R, R, Ry

' Edith Clarke (1883-1959).
"' Powszechnie stosowane jest unormowanie kwadratowe, w ktorym wspotczynnik norma-

n
lizujacy a jest okreslany z zaleznosci a’ Zj—l S; =1, gdzie s i jest elementem wiersza (ko-

lumny) macierzy T.
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i podobnie z innymi wielko$ciami. Ponadto, uzyskane w wyniku tego przeksztatcenia
sktadowe aff sa w stanie ustalonym wzajemnie ortogonalne. Na ich bazie definiowany
jest wektor przestrzenny (ang. space vector) [105]:

L =Lt if =\g(fjl +f;) (4.83)

ktorego sktadowe tacza sig poprzez macierz (4.81) z wielkosciami fazowymi ABC'*:

fo Ja
Ju |= T /s
f B f c
oraz ze skladowymi symetrycznymi: zgodna — f 1 i przeciwng — f )5 indeks:" oznacza

wielko$¢ zespolona sprzezona. Wspolczynnik ustalajacy relacje tego przeksztalcenia
ze sktadowymi symetrycznymi wynika z normalizacji macierzy (4.81). Przy stosowa-
niu macierzy (4.80) jest on rowny jednosci.

Wektor przestrzenny odgrywa wazna rolg w wielu szczegdélowych zastosowaniach
odnoszacych si¢ do obwodow trojfazowych pradu przemiennego [30, 105].

b) Model linii 0 parametrach zaleznych od cze¢stotliwos$ci

Znanych jest obecnie wiele algorytméw modelowania linii wielofazowych z rozlozo-
nymi parametrami, z uwzglednieniem zaleznosci tych parametréw od czestotliwosci,
ktore znalazty praktyczne zastosowanie w odpowiednich programach komputerowych.
Rozwdj doktadnych metod (a wigc wiernie odzwierciedlajacych zachodzace zjawiska
fizyczne) stat si¢ mozliwy dzigki doskonaleniu techniki komputerowej, co pozwala
wykona¢ ztozone obliczenia w rozsadnym czasie.
W proponowanych algorytmach stosowany jest jeden z dwodch sposobow reprezen-
tacji zjawisk dynamicznych w linii dhugiej:
— odwzorowanie stanu przejSciowego w linii za pomoca modelu Bergerona
(patrz p. 1.3.6, odnoszacy sig do linii bezstratnej (metoda biegnacych fal));
— reprezentacja modelu linii w przestrzeni czgstotliwo$ciowej; rozwiazanie
w dziedzinie czasu uzyskuje si¢ w wyniku stosowania odwrotnego przeksztat-
cenia Fouriera.
Dodatkowo, w przypadku linii wiclofazowej, nalezy uwzgledni¢ w modelu sprze-
zenia pomigdzy wspdlnie powiazanymi fazami. Do rozwiazania tego problemu stosuje
si¢ jedna z dwoch technik:

'> Mozna zauwazyé, ze kierunek sktadowej f,, pokrywa sig tu z osia 04 uktadu tréjfazowego
(z ktora jest zwiazana skladowa f), natomiast sktadowa fz wyprzedza ja o kat n/2. W teorii
maszyn elektrycznych czgsto stosuje si¢ odwrotne przyporzadkowanie, co taczy sig¢ z odpo-
wiednia zmiana macierzy (4.81).
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1. Przeprowadza si¢ diagonalizacj¢ macierzy parametrow linii, sprowadzajac problem
modelowani linii wielofazowej do modelowania wielu linii jednofazowych w skta-
dowych modalnych (to podejscie jest prezentowane powyzej).

2. Model linii zapisuje si¢ w naturalnych sktadowych fazowych i rowniez obliczania
prowadzi si¢ z zastosowaniem pelnych macierzy, przy zatozeniu, ze, w ogolnym
przypadku, linia jest nietransponowana.

Praktyczna realizacja kazdego z wymienionych podejs¢ wymaga rozwigzania wielu
problemoéw, zaréwno analitycznych, jak i numerycznych. Zagadnienia te sa obszernie
omawiane w literaturze [3, 30, 78, 123]. Ponizej zasygnalizowano jedynie podstawo-
we problemy 1 nieco szerzej omowiono model linii wielofazowej z uwzglednieniem
zaleznosci parametréw od czestotliwosci, stosowany w programie ATP-EMTP. To
podejscie w odniesieniu do linii jednofazowej jest przedstawione w p. 4.1.2.

Zgodnie z ta koncepcja struktura modelu linii wielofazowej pozostaje taka jak na
rys. 4.18), z tym Zze w miejsce statych rezystancji w modelach poszczegdlnych skta-
dowych modalnych znajda si¢ odpowiednie filtry, odwzorowujace zadane charaktery-
styki zalezno$ci parametrow od czgstotliwosci: Z;(jw) oraz Ajw) — jak w (4.20)
1(4.21). Sa to szeregowo potaczone liniowe cztony RC o wypadkowych transmitan-
cjach, odpowiednio, Z (s) 1 A(s) (rys. 4.9).

Modele poszczegdlnych skladowych modalnych linii sa takie jak na rys. 4.11.
Szczegotowa realizacja tych modeli jest podana w p. 4.1.2. W kolejnym przyktadzie
pokazano sposob obliczania parametréw takiej linii.

Przyklad 4.8. Obliczy¢ parametry linii z przyktadu 4.1 dla sktadowych fazowych i mo-
dalnych, zaktadajac, ze jest to linia nietransponowana. Przyjaé, ze linia
bedzie reprezentowana modelem z uwzglednieniem zaleznosci parame-
trow od czgstotliwosci. Obliczenia wykona¢ za pomoca procedury
JMARTI SETUP dostgpnej w programie ATP-EMTP [3].

Model linii dlugiej, z uwzglednieniem zalezno$ci parametrow od czgstotliwosci, w programie
ATP-EMTP nosi nazwe¢ JMARTI [30, 78]. Dane do tej procedury mozna okresli¢, korzystajac
z procedury JIMARTI SETUP. Podstawowe parametry linii w tej procedurze sa obliczane z za-
stosowaniem procedury LINE CONSTANTS (przyktad 4.7). Tekst odpowiedniego pliku wsa-
dowego jest zamieszczony ponize;j.

BEGIN NEW DATA CASE

JMARTI SETUP, 1.0, { Note use of PDTO = 1 to allow reduction of order

SERASE

C Linia 400 kV

BRANCH PA KA PB KB PC KC

LINE CONSTANTS

METRIC

C Dane do modulu LINE CONSTANTS

C 345678901234567890123456789012345678901234567890123456789012345678901234567890
1 .231 .0564 4 3.15 -10.3 24.5 12.0 40.0 0.0 2
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2 .231 .0564 4 3.15 0.0 24.5 12.0 40.0 0.0 2
3 .231 .0564 4 3.15 10.3 24.5 12.0 40.0 0.0 2
0 0.5 .2388 4 1.565 -6.87 31.0 23.5
0 0.5 .2388 4 1.565 6.87 31.0 23.5

BLANK CARD ENDING CONDUCTOR CARDS OF "LINE CONSTANTS" CASE

C 1 2 3 4 5 6 7 8

C 345678901234567890123456789012345678901234567890123456789012345678901234567890

C

>< Freq >< FCar > <ICPR> <IZPR> =< DIST > <PP>==< >< >< ><><>
100.0 5000.0 180.0 1 1
100.0 50.0 180.0 1 1
100.0 .01 180.0 1 3 4 1

BLANK CARD ENDING FREQUENCY CARDS

BLANK CARD ENDING

"LINE CONSTANTS"

DEFAULT

$SPUNCH

BLANK card ending JMARTI SETUP data cases
BEGIN NEW DATA CASE

BLANK

Plik ten powtarza w duzej czesci tekst podobnego pliku z przyktadu 4.7. Roznice dotycza na-
stepujacych elementow:

kluczowe hasto: JMARTI SETUP identyfikuje Zzadana procedurg;

zadeklarowano nazwy weztow na obu koncach linii (deklaracja BRANCH);

w czg$ci odnoszacej sig¢ do czgstotliwosci, dla ktérej nalezy obliczy¢ parametry, znaj-
duja si¢ trzy wiersze z deklaracja czgstotliwosci: 5000, 50 oraz 0,01 (Hz), co oznacza,
ze charakterystyka czgstotliwosciowa bedzie obliczana w tych wiasnie punktach,
a w pozostalych — aproksymowana;

w ostatnim wierszu odnoszacym si¢ do czgstotliwosci znajduja sig liczby: 3 (poz. 62)
oraz 4 (poz. 65); pierwsza z nich oznacza, ze charakterystyka czgstotliwo$ciowa ma
by¢ ograniczona do trzech dekad (w skali logarytmicznej), a druga z nich oznacza, ze
charakterystyka jest aproksymowana w czterech punktach na kazda dekadg (liczby te
powinny by¢ znacznie wigksze: na przyktad: 9, 10; tu wybrano mate wartosci w celu
ograniczenia objgtosci zbioru wynikowego);

wiersz: $PUNCH zawiera zadanie umieszczenia wynikow obliczen w oddzielnym
zbiorze * PCH.

Ten wlasnie zbiér wynikowy ma nastgpujaca postac¢ (pominigto nieistotne fragmenty):

-1 PA KA
9
5.16160970375891200E+03 -4
2.21428884708777900E+02 4
2.24591087014093900E+02 4
2.54324867047940400E-01 2
7.43821799922729000E-01 1
2.90622851912841100E+00 6

iy

1

4.96823791675659200E+02

2.
7.3615544019279970000E+02

1.00

.62836678876982000E+03
.37807446832278400E+02
.55263702130293400E+02
.58267247958202700E-01
.32805685385736000E+00
.69971775060332200E+00

1.0175027775544130000E-03
.96285426218186400E+02

-2

3

[ R

.34908920073601300E+02
.04928174781558700E+02
.02771805987124600E+03
.75266615734256900E-01
.97949231121861500E+00
.50030074511141000E+01
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-2 PB KB 2. 1.00 -2 3
9 3.4134523824302410000E+02
5.30870510194876300E+02 2.02556181590067800E+01 2.68086180404834000E+02
3.50337060561525300E+02 6.29292421363313800E+02 4.27034282349728200E+02
2.48049348808883800E+03 -1.24353670385984700E+03 3.20930281998335600E+02
1.97752951677736800E-01 2.77134426872770100E-01 5.53515928524456700E-01
1.06867294826728000E+00 2.21360731622174100E+00 3.74655773786376000E+00
8.95197627537033100E+00 9.97585888710791700E+00 1.65795393675722400E+01

1 6.2796878107565830000E-04

4.68508344800458900E+02
4.69023674409433600E+02
-3 PC KC 2. 1.00 -2 3
12 2.9404800772668510000E+02

4.05546694218969000E+02 5.42993557914113500E+401 -1.04056571557813800E+02
1.28675981115441400E+02 3.02482667071249200E+02 3.59727123238581600E+02
3.84565069398721800E+02 7.79608344392276500E+02 2.12278761695224800E+03
-1.19401802383945500E+03 1.92613893168671900E+02 2.99694164961513600E+02
1.75763316432903900E-01 2.65010489469351300E-01 2.77287520425178000E-01
2.19898614965812600E-01 5.56134028988414100E-01 1.08558003958717100E+00
2.02757957168211700E+00 4.44555679851210300E+00 9.65825030962793800E+00
1.10764943326363400E+01 1.13569798059043500E+01 1.81281850219694700E+01

1 6.2206229083791410000E-04
4.22175997238486200E+02
4.22644824279796200E+02

0.58407538 -0.70710678 -0.41958805
0.00000000 0.00000000 ©0.00000000
0.56365939 0.00000000 0.80491722
0.00000000 0.00000000 ©0.00000000
0.58407538 0.70710678 -0.41958805
0.00000000 0.00000000 0.00000000

W zbiorze tym mozna wyrdzni¢ trzy czesci odnoszace si¢ do trzech modalnych sktadowych
modelu linii (zaczynaja si¢ od wierszy, wskazujacych na numery tych skltadowych: —1 ...,
-2.,-3.).

W kolejnym wierszu kazdej z tych czesci znajduje si¢ informacja o tym, jaki jest rzad transmi-
tancji Z ’ (s), aproksymujacej impedancje falowa pierwszej mody (9 dla pierwszej i drugiej

mody, 12 — dla trzeciej) oraz graniczna warto$¢ tej impedancji dla czgstotliwosci dazacej do
nieskonczonosci.

W kolejnych trzech wierszach znajduja si¢ wartosci zer (lacznie 9) aproksymujacej funkcji,
a w nastgpnych trzech wierszach — warto$ci zer tej funkcji.

Z kolei podana jest informacja o parametrach transmitancji A(s) aproksymujacej funkcje pro-
pagacji pierwszej mody. W pierwszych wierszu tej grupy znajduje si¢ rowniez informacja
o rzedzie funkcji przejécia (w tym przypadku 1) oraz czas propagacji fali dla nieskonczonej
czestotliwosci.

W kolejnych dwoch wierszach znajduja si¢ warto$ci, odpowiednio: zera i bieguna transmitancji
A(s) (w tym przypadku jest to funkcja pierwszego rzedu).

Te dane odnosza si¢ do kolejnych sktadowych modelu linii. W ostatniej czgsci zbioru zamiesz-
czona jest macierz transformacji T; (cze$ci urojone poszczegdlnych sktadnikdéw sa w tym wy-
padku rowne zero).
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Uzyskane dane mozna bezposrednio zastosowa¢ w modelu linii o parametrach zaleznych od
czestotliwosci.

Istotnym uproszczeniem w modelu linii z podanego przyktadu jest zalozenie, ze
macierz transformacji pomiedzy uktadem wspotrzednych fazowych a przestrzenia
sktadowych modalnych jest niezalezna od czgstotliwosci. Tymczasem, zaleznos$¢ pa-
rametrow linii od czestotliwosci powoduje, ze takze macierz przeksztatcen
T, =T.(w) staje si¢ zalezna od czgstotliwosci (4.76). Ta zalezno$¢ jest szczegolnie
duza w przypadku modeli linii kablowych [82]. Rozwiazaniem moze by¢ reprezenta-
cja elementow zaleznej od czgstotliwosci macierzy przeksztatcen za pomoca transmi-
tancji, jak to stosuje si¢ w odniesieniu do impedancji falowej lub funkcji propagacji.
Taka aproksymacja jest mozliwa po odpowiednim unormowaniu wierszy macierzy
diagonalizujacej [82].

Metodologicznie najbardziej adekwatnym modelem linii, z uwzglednieniem zalez-
no$ci parametrow od czgstotliwosci, jest model bazujacy na bezposrednim rozwiaza-
niu rownan (4.74). Rozwiazanie ma posta¢ analogiczna do rownan (4.21) i (4.22), kto-
re odnosza si¢ do linii jednofazowej. Po przeprowadzeniu podobnych przeksztalcen
dla linii wielofazowej otrzymamy:

U,(jo)=Z, (jo),(jo) + A(j0)Z,1,(jo) + U, (jo))

: . : N . (4.84)
L(j@)=Z; (i), (j0)- A(0)Z;'U,(e) +1,(jo)
gdzie, analogicznie do (4.19): A(jw) = e V¥'*" | natomiast macierz impedancji falowe;j

(4.10) wyraza si¢ nastgpujaco:

Z,(jo)=yZ'(Y')" .

Indeksy: 1, 2 odnosza si¢ do koncow linii.
Otrzymuje si¢ w ten sposob model w dziedzinie czgstotliwosci. Parametry modelu
(macierze Z,(jw) oraz A(jw)) nalezy okresli¢ dla zadanych punktoéw czgstotliwo-

sci, tak aby byty one aproksymowane w catym zakresie zmian czgstotliwosci [90]. Na
wejsciu 1 na wyjsciu takiego modelu (wymuszenie — odpowiedz) nalezy zapewnic
numeryczne przeksztatcenie dyskretnej funkcji czasu w funkcjg czgstotliwosei i od-
wrotnie. Znane sa efektywne algorytmy tego przetwarzania [91].

Zadania

4.1. Sprawdzi¢, ze schemat zast¢pczy linii dtugiej w postaci czwoérnika IT z rys 4.3, wraz
z rownaniami (4.16), odpowiada modelowi linii, reprezentowanemu przez rdéwnania
(4.15).

4.2. W Przyktadzie 4.3 analizowane sa wlasciwosci linii 400 kV dla czterdziestej harmoniczne;j
(przy czgstotliwosci sieciowej 50 Hz). Dtugos¢ fali dla czterdziestej harmonicznej sktado-
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4.3.

wej zgodnej wynosi 4, =147,776 km. Okresli¢ przebieg ustalony pradu zwarciowego na

koncu linii (zalozy¢ zwarcie bezrezystancyjne), gdy napigcie sktadowej zgodnej na po-
czatku linii wynosi:

u (f) = \/g4oo cos(40mt) kV.

Obliczenia przeprowadzi¢ dla dwoch dtugosci linii: a) /=14, b) [=0,75 4,.

Wskazowka: zapisaé wymuszenie napigciowe w postaci wektora zespolonego i skorzystac
z zaleznosci (4.15), przyjmujac, ze w miejscu zwarcia napigcie jest rowne zero. Nalezy
zauwazy¢, ze wykres napigcia U; na rys. 4.4 przedstawia obwiedni¢ (j.w.) ustalonego
przebiegu napigcia w funkcji czasu.

W modelach tréjfazowej linii transponowanej macierze parametrow zawieraja tylko dwa
rozne elementy: lezace na przekatnej i poza nig. Do ich macierzy mozna stosowac wiele
roznych macierzy przeksztatcen, zwlaszcza przeksztatcenie sktadowych symetrycznych.
W praktyce stosuje si¢ jednak macierze ze wspotczynnikami rzeczywistymi, jak (4.81),
lub przeksztatcenie Karrenbauera [37, 57]:

1 1 1 1 1 1

1 -2 l,T’I:ll—l 0].

1 1 -2 3 1 0 -1

Sprawdzi¢, ze we wszystkich tych przypadkach otrzymuje sig takie same macierze diago-
nalne (macierze parametréw modelu linii w sktadowych modalnych).



5. MODEL TRANSFORMATORA

5.1. Wprowadzenie

Transformator jest urzadzeniem, w ktoérym energia pomigdzy dwoma obwodami elek-
trycznymi jest przenoszona za posrednictwem indukcji elektromagnetycznej. Obwod
magnetyczny transformatora jest zbudowany z rdzenia ferromagnetycznego, ktory
charakteryzuje si¢ nieliniowa zaleznoscia indukcji magnetycznej B od nat¢zenia pola
magnetycznego H. Zalezno$¢ ta ma charakter histerezy. W obwodzie takim, poza stra-
tami wynikajacymi z rezystancji przewodow, wystepuja straty zwiazane z histereza
charakterystyki magnesowania rdzenia (straty na przemagnesowanie) oraz pradami
wirowymi w rdzeniu, ktére powoduja jego nagrzewanie.

Transformatory stosowane w elektroenergetyce (transformatory elektroenergetycz-
ne) moga mie¢ bardzo rézne przeznaczenie, a takze znacznie zré6znicowana konstruk-
cje obwodu elektrycznego i magnetycznego. Mozna tu wyrdznié: transformatory jed-
nofazowe (gléwnie jako przektadniki pradowe i napigciowe, a takze transformatory
pomocnicze) oraz transformatory trojfazowe dwu- i wielouzwojeniowe. Uzwojenia
trojfazowych transformatoréw mocy moga by¢ potaczone w trojkat (A) lub w gwiazde
(Y), co daje mozliwo$¢ tworzenia roznych grup potaczen.

Uzwojenia dwoch stron transformatora moga by¢ potaczone elektrycznie, co jest
charakterystyczne dla autotransformatoréw. Ponadto, transformatory regulacyjne (po-
przeczne lub podluzne) moga mie¢ mozliwos¢ zmiany przektadni pod obciazeniem.

Przystgpujac do tworzenia modelu transformatora, nalezy bra¢ pod uwage zakres
czgstotliwoscei, dla ktorego jest on przeznaczony. Z tego punktu widzenia, rozpatruje
si¢ modele nisko- oraz wysokoczgstotliwosciowe. W tych ostatnich nalezy wzia¢ pod
uwage pojemnosci zwojowe 1 migdzyuzwojeniowe, a takze zalezno$¢ parametrow
transformatora od czgstotliwosci (efekt naskorkowosci).

Inny podziat jest zwiazany ze struktura modelu matematycznego transformatora.
Wyrdznia si¢ tu dwa podejscia. W pierwszym z nich odzwierciedlona jest struktura
poszczegdlnych uzwojen, ktore sa powiazane za pomoca transformatorow idealnych.
Model gal¢zi magnesowania jest dotaczony do jednego z uzwojen. W drugim przy-
padku model transformatora jest reprezentowany w formie wielobiegunnika.

W rozdziale tym przedstawione sa rozne podejscia do komputerowego modelowa-
nia transformatorow elektroenergetycznych.
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5.2. Transformator jednofazowy

5.2.1. Schemat zastepczy

Schemat strukturalny transformatora dwuuzwojeniowego jednofazowego jest pokaza-
ny na rys. 5.1. Zaznaczono strumien glowny ¢, oraz strumienie rozproszenia ¢, i ¢
zwiazane z odpowiednimi uzwojeniami transformatora o liczbie zwojow odpowiednio
N1 1 N,. Przedstawiony schemat odpowiada zgodnemu nawini¢ciu uzwojen, co ozna-
cza, ze strumienie magnetyczne wytworzone przez prady przeptywajace w obu uzwo-
jeniach (i;, i, ) maja ten sam kierunek, a wigc dodaja sig. Poczatki uzwojen na rysun-
ku zaznaczono gwiazdkami, co ma istotne znaczenie wowczas, gdy nie sa pokazane
kierunki uzwojen. Obowiazuje tu znana reguta: jesli w jednym uzwojeniu prad wply-
wa ‘do gwiazdki’, to w drugim ‘z niej wyptywa’ (rys. 5.1).
Przypomnijmy podstawowe zalezno$ci dla obwodu transformatora.

—————— % e
o I« u I,
- ——e—0
q —
p q
- —~
Nl 4 ¢1 ¢2A ) Y NZ u2
<\ \,
p q
(\_\ ™~
o—1
o O
\\

Rys. 5.1. Schemat transformatora dwuuzwojeniowego jednofazowego

Przy wyprowadzaniu réwnan transformatora wygodnie jest postugiwaé si¢ poje-
ciem transformatora idealnego, w ktérym pomija si¢ strumienie rozproszenia uzwojen:

¢, = ¢, =0 oraz ich rezystancjg: R =R, =0. W takim przypadku napigcia na obu
uzwojeniach sa okreslone nastgpujaco:

dg,(®)
dt

dg,(t)
dt

u()=N,—=,  w(0)=N, 5.1)

skad: Mo M =9 jest przekladnia zwojowa.
u, N,
Sita magnetomotoryczna zwigzana z pradami przeplywajacymi przez oba uzwoje-
nia jest okreslona zaleznoscia [10]:
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F =N+ Ny, =R, 4, (5.2)

gdzie: R,, jest reluktancja (oporno$cia) obwodu magnetycznego. W transformatorze
idealnym wielkos¢ ta jest rowna zero (nieskonczona permeancja — przewodnos¢ ma-
gnetyczna), skad otrzymujemy:
—i, N,
2-"1_-9 (5.3)
b N,
Jak wida¢, w transformatorze idealnym prad jest transformowany odwrotnie propor-
cjonalnie do transformacji napigc.
Jesli w rozwazanym transformatorze uwzgledni¢ rezystancj¢ uzwojen i strumienie
rozproszenia, to bardziej realne réwnania obwoddéw obu stron przyjma nastgpujaca
postac:

) d (¢
u, (¢) = Ryiy () +l//ld—}\:)
d © (5.4
u, (1) = Ryi, (2) +l//¢
dr
gdzie: w,,, =y, +W¥, =N, (¢M + ¢1) — strumien elektromagnetyczny (Wb) sprzezony
(skojarzony) z pierwszym uzwojeniem i podobnie dla uzwojenia drugiego:
Yo =¥Vu TV, = N2(¢M +¢2)~
Ponadto, uwzgledniajac, ze:
w=1Li (5.9

L — indukcyjnos¢ (H), po wydzieleniu w (5.4) sktadnikow zwiazanych ze strumieniem
glownym (wzajemnym) ¢,, otrzymamy:

_p: di, (7) dg,, (1)
u (1) =R (1) + L, dr +N, d

diy (), 49 () 0
1, (¢ t
u,(t)=R,i,(t)+L,—2—>+ N, M1
2( ) 272 ( ) 2 dt 2 dt
skad, po prostym przeksztatceniu, uzyskuje si¢ nastgpujaca zaleznos¢:
(¢ (¢ (¢
w0 =Ri0)+ L YD gy 1y-92r, 2D _ g2 i(ﬁ (5.7)
9 de\ 9
Rownanie to mozna zapisa¢ w nastgpujacej formie:
. di, (¢ , L , di'y (2
w (0= Ri)+ 1, 0D 0 R 0 - £, 920 (5.8)

dt dt
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gdzie:

u'y(6) = Juy (1), 'y (1) = ’25) R, =%R,, L', = %L, (5.9)
sa odpowiednimi wielko$ciami strony wtornej transformatora, sprowadzonymi na
strong pierwotna. Schemat zastepczy transformatora, odpowiadajacy rownaniu (5.8),
jest pokazany na rys. 5.2a, natomiast schemat z rys. 5.2b jest zgodny z zaleznoscia
(5.7). Mozna zauwazy¢, ze transformator idealny moze by¢ umieszczony rowniez
w innym miejscu schematu zastgpczego, na przyktad na jednym z jego zaciskow.

Nastepny krok w kierunku urealnienia modelu transformatora mozna zrobi¢, zakta-
dajac, ze w (5.2) reluktancja: R, >0 (permeancja ma skonczona warto$¢). Wowczas:

. R}n¢ 1 . . 1 .
ZIZTIH_512 ZZ/I—EZZ (510)

R

gdzie: i, =]':]—¢” jest pradem magnesujacym, ktory jest czynnikiem powodujacym
1

zmiang strumienia magnetycznego w rdzeniu transformatora.

Prad magnesujacy jest powiazany z napigciem poprzez strumien (5.4):

dg, (0 _, di, (1)
dt o de

u,(t)=N, (5.11)

NZ
gdzie: L, =R—1 (por. (5.5)).

m

o

o

o
*

R d i R L, N,:

’
Il/l P MIT
o] O

Rys. 5.2. Schemat zastepczy transformatora dwuuzwojeniowego jednofazowego:
a) sprowadzony do jednego poziomu napig¢, b) z transformatorem idealnym
oraz ¢), d) z uwzglednieniem modelu gatezi poprzeczne;j
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W rzeczywistym transformatorze z rdzeniem ferromagnetycznym wystepuja po-
nadto zjawiska prowadzace do strat czynnych w rdzeniu, ktorych zrédtem jest charak-
terystyka magnesowania z histereza (straty na histereze, ang. hysteresis losses) oraz
prady wirowe w przewodzacym rdzeniu (ang. eddy currents). Straty te reprezentuje
rezystancja Rp,. Oba te elementy tworza gataz poprzeczna w schemacie zastgpczym

transformatora (rys. 5.2c i 5.2d).

5.2.2. Model transformatora dwuuzwojeniowego

a) Model wielozaciskowy

Widaé¢ z rysunku 5.2, ze schemat zastgpczy omawianego transformatora moze by¢
rozpatrywany w postaci czwoérnika. Jesli pomina¢ rezystancj¢ Ry, to zaleznosSci po-
migdzy pradami i napigciami na zaciskach czwornika beda okreslone nastgpujacym
zwiazkiem (dla schematu z rys 5.2d):

u(t) =Ri(t) + L%i(t) (5.12)

gdzie:

[w®] . _[60] o _[& [pn nes
O Lol %o R Re YT e (LeL)e|

Roéwnanie (5.12) jest rozszerzeniem znanej zaleznosci dla gatgzi RL na przypadek
dwuwymiarowy. Model cyfrowy mozna zatem uzyskac¢, postgpujac analogicznie jak
dla gatezi RL. Po wydzieleniu pochodnej zaleznos¢ (5.12) przybiera nastgpujaca po-
stac:

%i(r) =L"u(?) - L'Ri(r) (5.13)

w odniesieniu do ktérej mozna zastosowac¢ odpowiedni cyfrowy model stowarzyszo-
ny.

W niektérych przypadkach moga powsta¢ trudnosci z uzyskaniem macierzy L.
Wynika to z tego, ze indukcyjno$¢ galezi magnesowania jest duzo wigksza niz induk-
cyjnosci rozproszenia uzwojen: L, >> L, L, idla 9=1 wszystkie elementy macierzy

L maja bardzo zblizone wartosci. Nalezy zatem podawac te wartosci z duza doktad-
noscia.
Macierz L jest osobliwa, jesli pominigty zostanie prad magnesowania: L, = o

(lub jest on bardzo maty). Aby obej$¢ wynikajacy stad problem numeryczny, mozna
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bezposrednio okresli¢ macierz odwrotna L™ ' pomiedzy weztami 1 i 2 przez analogie
do macierzy admitancji w metodzie potencjatow weztowych [15, 30]:

o 1 L2+L# —,9L”
T oL+ L)L, | -9, (L +L,)

(5.14)

W celu powiagzania parametrow transformatora z jego danymi znamionowymi, wy-
godnie jest rozpatrywa¢ rownanie (5.12) dla stanu ustalonego. Dla czgstotliwosci
znamionowej otrzymamy:

U=7I (5.15)

. U] ll le ZIZ .
gdzie: U=|"— |, I= , L= =R+ joL,
U2 £2 ZZI Z22

co mozna zapisa¢ w nastepujacej postaci admitancyjnej:

YU=1 (5.16)

gdzie: Y=2"".

Ze wzgledu na wspomniany powyzej problem odwracania macierzy L (jesli takze
pominigta zostanie rezystancja) w praktycznych realizacjach programow symulacyj-
nych, w sprzezonych obwodach RL parametry obwodu sa reprezentowane przez ma-
cierze R oraz L' w miejsce macierzy impedancji lub admitancji. W takim wypadku,
w réwnaniach (5.15) i (5.16) uwzglednia si¢ jedynie reaktancje (susceptancjg), nato-
miast rezystancja jest traktowana oddzielnie (zabieg taki jest dopuszczalny jedynie
wowczas, gdy rezystancja danego obiektu jest duzo mniejsza od jego reaktancji) [30].
Zatem, z pomini¢ciem rezystancji, rownanie (5.16) przyjmie nastgpujaca postac:

—jBU=1 (5.17)

gdzie: B =lL’1 = BirB, =By
’ ® -B, B,+B,|

Zaleznosci tej odpowiada czwornik o schemacie jak na rys. 5.3. Uwzgledniajac
(5.14) 1 (5.17), tatwo wyznaczy¢ jego parametry:
1 L+(1-9)L 1 8L +(9 -9, 1 )

_ H -
o LL+(L+ L)L, oLL+(L+L)L, "

u

T oLL+(L+L)L,

1 2

Bw programie ATP-EMTP nazywa si¢ to notacja AR, w odr6znieniu od notacji RL, ktéra
odnosi si¢ do reprezentacji indukcyjnosci jak w (5.12) [8].



5.2. Transformator jednofazowy 177

Rys. 5.3. Schemat zastgpczy transformatora w postaci czwornika IT
Wartosci tych parametréw mozna okresli¢ na podstawie danych znamionowych
transformatora:

AP, U’ .
= %§+U“ (przy zatozeniu, ze R, = $°R,),
rl

1 wU; .
Z, =51(L;£‘)—‘§=JR12 +X[, X,=4Z] - R} =L, (przy zalozeniu, ze X, =4°X,),
rl

parametry gatezi poprzecznej (reprezentowane wzglgdem napigcia strony 1):

2 . 2 R Z
Ry, =—1 ,ZFZM, X/J:L:Q)L”’
AP, iy S, JR?e - Z}ZJ

gdzie: S, —moc znamionowa strony 1, (MVA),

U,, —napigcie znamionowe strony 1, (kV),

AF,, — straty mocy czynnej w uzwojeniach, (kW),

AP, — straty mocy czynnej w rdzeniu, (kW),

i, — prad biegu jalowego, (%) w odniesieniu do pradu znamionowego.

Bardziej ogolne podejscie polega na reprezentacji rozpatrywanego transformatora
dwuuzwojeniowego w postaci elementu 5-zaciskowego. Tym piatym zaciskiem, roz-
szerzajacym przedstawiony powyzej model czwodrnika, jest ziemia. Ma to istotne zna-
czenie w przypadku transformatoréw wielouzwojeniowych czy tez wielofazowych,
gdzie kazde uzwojenie moze by¢ inaczej potaczone z ziemia.

Ogolny sposob rozwazanego tu rozszerzania liczby zaciskow obiektu, w ktorym
jednym z zaciskow jest ziemia, jest pokazany na rys. 5.4.

Roéwnanie opisujace uzyskany obwdd ma tzw. postaé pierwotna (ang. primitive)
[15, 30]. Wida¢é, ze wynikowa macierz przewodnos$ci jest osobliwa i aby rozwiazac
powstaty w ten sposdb obwdd, nalezy zapewnié¢ potaczenie ktdregos z weztow dwu-
biegunnika z ziemia.

Przez analogig, rownanie (5.17) mozna rozszerzy¢ do nastgpujacej postaci:
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1 I 1 G I, 2
o—>» 1 -0
U1 G — UII U,

N

G -G|U, I,
GU, =1, - =
-G G|U, I,

Rys. 5.4. Tlustracja sposobu rozszerzania liczby zaciskow

B, +B, - B, -8B, -8 B, U, 1,

-] - B B, + B, B, -8B, -8 U, — 1, (5.18)
- B -B, B, B, + B, -B, ||U, I,
B, -B,-B, - B, B,+B, | U, 1,

Odpowiada mu schemat zastepczy z rys. 5.5. Zaciski 1-2 sa zwiazane z uzwoje-
niem pierwotnym, a 3—4 — z uzwojeniem wtornym transformatora. Rowniez i w tym
wypadku obwod nie jest rozwiazywalny bez dodatkowego uziemienia. Zapewniaja to
zaznaczone przerywang linia admitancje. Ich wartosci zostana dodane do macierzy
przewodnos$ci na odpowiednich pozycjach diagonalnych w (5.18). W ten sposdb moz-
na odwzorowa¢ pojemnosci doziemne uzwojenia oraz jego potaczenie z ziemia przez
rezystancje [6].

Rys. 5.5. 5-zaciskowy schemat zastgpczy transformatora dwuuzwojeniowego

W przedstawionym modelu nie jest reprezentowana rezystancja odwzorowujaca
straty w zelazie. Zazwyczaj pomijana jest takze indukcyjno$¢ magnesowania
(L, =), natomiast obie galgzie poprzeczne w schemacie zastgpczym transformatora
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(rys. 5.2) sa dotaczane do jednej ze stron schematu z rys. 5.5. W programie ATP—
EMTP ten sposob reprezentacji modelu transformatora jest realizowany za pomoca
procedury BCTRAN [8].

b) Model strukturalny

Inny sposob tworzenia modelu transformatora polega na rozdzieleniu schematu z rys.
5.2d na dwie czgsci, jak na rys. 5.6.

il Rl Ll S iS N1 . ]V2 LZ R2 i2
ul RFe E é uS § % Z't2
(o, > O

Rys. 5.6. Schemat zastepczy transformatora z podziatem na dwie czesci

Pierwsza czg$¢, obejmujaca gataz poprzeczna, jest reprezentowana w postaci mo-
delu czwornika typu I':

I R
i il(t) _ R, R, ul(t) _ L, L, il(t) (5.19)
delis@)] | 1L _R+Re Jugn)] |1 _Li+Ly i) '
Rl RIRFe LI LIL/l

natomiast model drugiej czgsci z transformatorem idealnym jest okre§lony nastgpuja-
cym rownaniem [30]:

1 -1 R,

. - = 0 |.
afis0)_1 | Flwo] | ° i 520)
de| i,(9) L, __1 1 u, (1) 0 & i,(?)
9 L,

[

Uwzgledniono tutaj takze rezystancj¢ Ry, .

Przedstawione podejscie tatwo rozszerzy¢ na przypadek transformatora wielo-
uzwojeniowego, w ktorym rownanie (5.19) odnosi sig do strony pierwotnej, natomiast
poszczegblne uzwojenia wtdrne sa reprezentowane rownaniem o postaci (5.20). Jak
wida¢, podzial modelu wiaze si¢ z wprowadzeniem dodatkowego wezta S (rys. 5.6).

Powyzsze rozwazania odnosza si¢ do modelu liniowego transformatora. Podane
rownania opisuja model ciagly. Model cyfrowy mozna tatwo uzyskac przez zastoso-
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wanie odpowiedniej procedury numerycznej aproksymacji rézniczkowania. Nastgpu-
jacy przyktad ilustruje sposédb obliczania parametrow transformatora.

Przyklad 5.1. Trojfazowy transformator 400/15,75 kV jest zbudowany z trzech trans-
formatoré6w jednofazowych. Okreslic model cyfrowy transformatora jed-
nofazowego oraz przeprowadzi¢ symulacj¢ zwarcia na stronie WN.

Parametry transformatora trojfazowego:
Moc znamionowa S, =250 MVA, napigcie zwarcia u, = 12%, straty obcigzeniowe

AP, =500 kW, straty w zelazie rdzenia AP, =240 kW, prad jatowy i, = 0,7%, przektadnia

znamionowa pojedynczego transformatora 4, = 400/ ﬁ /15,75 kV/kV.

Zaktada si¢, ze galaz poprzeczna jest zwiazana z uzwojeniem strony gornej (H, ang. Aigh), na-
tomiast parametry podtuzne nalezy okresli¢ oddzielnie dla strony H oraz L (ang. low).
Parametry zastgpcze wzdtuzne strony H okreslane sa wedtug nastepujacych rownan:

_1ARUY 1 0,5-(400/3 ] _
T2 (s 37 2 (250/3)

1w, 112-(400/43)
L= == =3840,
2100-5,/3 2 100-250/3

1,920,

X, =172 - R} =\[384° -1,92* =3835 Q.

Wspotczynniki Y2 w powyzszych zalezno$ciach oznaczaja, ze catkowita impedancja wzdtuzna
jest podzielona rowno na dwie czgsci po obu stronach transformatora. Te same wielko$ci od-
niesione do strony L sa nastgpujace:

R, =R, /% =0,0089Q,
X, =X,/9=0178Q.
Parametry galgzi poprzecznej (na stronie H):

_ Uy 2(400/\/_)2

R 3
AP, 0,24

=2222 kQ,

_100-Up, _ 100(400/3 ]

Z
P83 0,7-250/3

=91,43 kQ,

X Bl 1003 k0
o R-z2 T
Zauwazmy, ze w ostatniej zaleznosci odzwierciedlone jest rownolegle polaczenie galgzi Rp,
oraz X .
Do symulacji zwarcia zatézmy, ze zrodlo o impedancji: Zg = 0,008 + j0,069 Q2 znajduje si¢ po

stronie niskiej, natomiast zwarcie zachodzi poprzez rezystancj¢ R, = 0,5 Q na stronie wysokiej
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transformatora. W stanie normalnej pracy transformator jest obciazony impedancja o wartosci
Z, =610+ j450 Q (rys. 5.7).

Rys. 5.7. Schemat analizowanego obwodu

Przebieg pradu po stronie niskiej transformatora podczas zwarcia jest pokazany na rys. 5.8.
Zwarcie zachodzi w czasie f,. =25 ms. Warto$¢ chwilowa napigcia zasilajacego ma wowczas

warto$¢ zerowa, co prowadzi do powstania w pradzie zwarciowym duzej sktadowej aperio-
dycznej.

i, kA

RN A A

aviTay

—75 -

—-100

000 002 004 006 008 s
Rys. 5.8. Przebieg pradu po stronie niskiej transformatora

Schemat modelu przygotowany w programie ATPDraw jest pokazany na rys. 5.9. Wybrano
liniowy model transformatora, w ktorym warto$¢ indukcyjnosei L .. jest okreslana przez poda-

nie jednego punktu na charakterystyce magnesowania y —i,: ¥ =15971 Vs, i, =1 A (drugi

punkt na prostej wyznaczajacej liniowa indukcyjno$¢ ma wspotrzedne 0,0). Zauwazmy, ze
wartosci bezwzgledne tych wielkosci nie sa istotne; wazne jest natomiast, aby uzyskana induk-
cyjnos¢ L, (5.5) odpowiadala reaktancji X, = L ,.
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Rys. 5.9. Schemat modelu ATPDraw

Galaz poprzeczna w modelu stosowanym w EMTP jest zwiazana ze strong pierwotng trans-
formatora (oznaczenia na rys. 5.9: p — strona pierwotna (ang. primary), s — strona wtdrna (ang.
secondary)).

5.2.3. Model transformatora tréjuzwojeniowego

Model transformatora trojuzwojeniowego jest najczesciej przedstawiany jak na rys.
5.10, przy czym model galezi poprzecznej moze by¢ skojarzony z dowolnym sposrod
trzech uzwojen. Wszystkie trzy uzwojenia sa sprz¢zone magnetycznie dzigki obecno-
$ci rdzenia ferromagnetycznego.

Rys. 5.10. Schemat zastgpczy transformatora tréjuzwojeniowego

Indeksy zmiennych na rys. 5.10 wskazuja na numer uzwojenia; mozna takze spo-
tka¢ oznaczenia P (ang. primery), S (ang. secondary), T (ang. tertiary) lub H (ang. hi-
gh), L (ang. low), M (ang. medium), a takze ich kombinacje, na przyktad H, L, T.
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Parametry schematu zastgpczego sa okreslane na podstawie proby zwarciowej oraz
pomiaru biegu jatowego. Podstawa jest zazwyczaj za podstawe moc i napigcie uzwo-
jenia o najwyzszym napigciu (H). Dla parametrow wzdluznych transformatora stosuje
si¢ w takim wypadku schemat zastgpczy, jak na rys. 5.11a. Impedancje w tym sche-
macie sg okreslane wedlug nastgpujacych zaleznosci:

2 2 2
U Uy _UgrUsy _u Uy

_ Z = 7, = 5.21
100-s, 7" 100-5. 7" 100-S, (21

HL
gdzie: U, , Ugyr, Uz, Sa odpowiednimi napigciami zwarcia (%); U, , U, U, sa
znamionowymi napigciami poszczegdlnych uzwojen (kV); S, jest bazowa moca zna-
mionowa (MVA) (zwykle jest to moc uzwojenia strony H).

a) b)
L
ZHL
H
ZTL
ZH T
T

Rys. 5.11. Schemat zastepczy transformatora trojuzwojeniowego dla parametréw wzdtuznych
w postaci: a) trojkata oraz b) gwiazdy

Podobnie, znajac moce strat w uzwojeniach transformatora podczas prob zwarcio-
wych, mozna okresli¢ ich rezystancje:

_ APCLLHL(/VZH
s

_ AR CuHT UrzH

R _ APCLILT(/rzL
s HT — S2

R, , R, = g (5.22)
S’

Na podstawie (5.21) i (5.22) mozna tatwo okresli¢ reaktancje odpowiednich uzwo-

jeh. Nalezy zauwazy¢, ze parametry Z,, 1 R,, odnosza si¢ do napigcia strony L.

W celu sprowadzenia ich do poziomu strony H nalezy wykona¢ dziatanie:
Z, =97, (5.23)

i analogicznie dla rezystancji.
Parametry schematu z rys. 5.10 mozna uzyska¢ po przeksztalceniu uktadu z rys.
5.11a do postaci gwiazdy (rys. 5.11b):



184 5. Model transformatora

Zy =05(Zyy + Zyr — 7',
2, =052, +2', -2, (5.24)
Z, =052,y + 7', - 7))

przy czym wszystkie impedancje sa sprowadzone do poziomu napigcia strony H.
Parametry galezi poprzecznej mozna okreslic podobnie jak dla transformatora
dwuuzwojeniowego, na podstawie pomiaru biegu jalowego:

2 U3 R..Z
Y, NOU, Rl (5.25)

’ APF& g iO : Sr ! '\' nge - Z}Z)

gdzie przyjeto, ze galaz ta jest umieszczona na stronie H.

RF

5.2.4. Model autotransformatora

Biorac pod uwagg schemat zastgpczy, autotransformator niewiele roézni si¢ od trans-
formatora. Uzwojenie strony L jest w takim wypadku czg$cia uzwojenia strony H (rys.
5.12a). Takie rozwiazanie prowadzi do mniejszych rozmiaréw transformatora i jest
tansze. Oba uzwojenia pozostaja polaczone galwanicznie, co w niektorych przypad-
kach moze by¢ niedopuszczalne (na przyktad w obwodach pomiarowych).

Rys. 5.12. Schemat autotransformatora: a) uktad potaczen oraz b) schemat zastgpczy

Model gatezi poprzecznej moze by¢ umieszczony z dowolnej strony w schemacie
zastgpczym.

5.2.5. Modele obwodu magnetycznego

W przedstawionych rozwazaniach zaktadano, ze obwdd magnetyczny oraz straty
czynne w zelazie rdzenia sa reprezentowane w sposob liniowy, co oznacza, ze ekwi-
walentna gataz poprzeczna w schemacie zastepczym transformatora ma state parame-
try. Takie zatozenie ma bardzo ograniczone zastosowanie i wszystkie wersje progra-
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mu EMTP oferuja jaki$ sposob bardziej adekwatnego odwzorowania rzeczywistych
zjawisk w rdzeniu transformatora. W tym punkcie omoéwione sa podstawowe nieli-
niowe modele indukcyjnosci.

a) Charakterystyka magnesowania rdzenia

Charakterystyka magnesowania materiatu ferromagnetycznego, z ktorego jest wyko-
nany rdzen transformatora jest okre$lona przez zalezno$¢ nat¢zenia pola magnetycz-
nego H (A/m) wzgledem indukcji magnetycznej B (T): H = f(B)". Jest to zalezno$é
nieliniowa z histereza, ktora jest zazwyczaj podawana dla granicznej, dla danego ma-
teriatu, petli histerezy (rys. 5.13a). Pgtla ta wyznacza maksymalna szczatkowa induk-
cj¢ magnetyczng B, oraz natgzenie koercji H .

a)

Rys. 5.13. Charakterystyka magnesowania z histereza: a) pgtla graniczna oraz b) wewngtrzne
petle symetryczne

Przy wolnej symetrycznej zmianie nat¢zenia pola magnetycznego (lub wywotuja-
cego go pradu) tor charakterystyki zakresla odpowiednie pgtle wewnetrzne, ktorych
zakres zalezy od amplitudy natg¢zenia pola H (rys. 5.13b). Wierzcholki tych petli two-
rza podstawowa charakterystyke magnesowania danego materiatu (krzywa 1) [130].
W przypadku pominigcia histerezy najczgsciej korzysta si¢ z tzw. bezhisterezowej
krzywej magnesowania, ktora powstaje jako warto$¢ Srednia z petli granicznej (krzy-
wa 2).

W celu powiazania charakterystyki magnesowania materialu rdzenia z wielkoS$cia-
mi elektrycznymi uzwojenia przypomnimy niektore zaleznosci. Prad i ptynacy
w cewce o liczbie zwojow N, , nawinigtej na rdzen o $redniej dlugosci /, wytwarza
w tym rdzeniu pole magnetyczne o nat¢zeniu H (A/m):

H= ]\Z/Ci (5.26)

“1T=1Wb/m?=1 Vs/m>.
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Pomija si¢ przy tym strumien rozproszenia, co oznacza, ze prad i jest tzw. pradem
magnesujacym. Prad oraz natezenie pola magnetycznego moga by¢, w ogdlnym przy-
padku, funkcjami czasu: i =i(t), H = H(t).

Zwiazana z tym nat¢zeniem pola indukcja magnetyczna B = f{H) jest charaktery-
zowana przez strumien magnetyczny y (Wb) skojarzony z cewka o liczbie zwojow

N_, ktérego wartos¢ Srednia jest okreslana wedlug zaleznosci':
v =N,SB=N_ (5.27)

gdzie S (m?) jest przekrojem rdzenia.
Uwzgledniajac, ze skojarzony strumien magnetyczny jest zwiazany z napigciem na
cewce zaleznoscig (5.4), otrzymamy:

w(t)= j u(r)dr +y, (5.28)

l

Podobna zalezno$¢ odnosi si¢ rowniez do indukcji B (z uwzglednieniem parametrow
cewki, jak w (5.27)).

Z réwnania (5.27) wida¢, ze biezaca warto$¢ strumienia magnetycznego zalezy od
przebiegu napigcia na uzwojeniu oraz od jego wartosci poczatkowej. W przypadku
napigcia przemiennego strumien magnetyczny w duzym stopniu zalezy od wartosci
poczatkowej. Jesli napigcie jest okreslone przez funkcjg sinusoidalna o pulsacji @, to
na podstawie (5.27), w stanie ustalonym, pomig¢dzy amplitudami (wartosciami sku-
tecznymi) napigcia i strumienia magnetycznego zachodzi nastepujaca zaleznos¢:

yoly (5.29)
(4]

Wiasciwosci materialu magnetycznego sa takze charakteryzowane za pomoca
przenikalno$ci magnetycznej ¢ (H/m):

=— 5.30
K= (5.30)
ktora jest powiazana z indukcyjnoscia L poprzez wymiary cewki i rdzenia:

_dy _ NS
di /

L (5.31)

Jak wida¢, indukcyjno$¢ L pelni t¢ sama rolg na charakterystyce y = f(i), co przeni-
kalno$¢ u w odniesieniu do funkcji B = f(H).

51Wb=1Vs.
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Powyzsze zalezno$ci wiaza charakterystyki obwodu magnetycznego z wielkoscia-
mi elektrycznymi skojarzonego z nim obwodu elektrycznego, co znacznie utatwia
pomiar i reprezentacje tych charakterystyk. I tak, w miejsce charakterystyki B = f(H),
znacznie wygodniej jest postugiwac si¢ charakterystyka w=f(i,), gdzie indeks u
wskazuje, ze chodzi tu o prad magnesujacy, a wige te czg$¢ pradu uzwojenia, ktory
wytwarza pole magnetyczne H. Jak wida¢ z (5.26) 1 (5.27), funkcja yw = f{i,) odnosi sig
nie tylko do okreslonego materiatu magnetycznego, ale za posrednictwem liczby
uzwojen N,, dtugosci obwodu magnetycznego / oraz jego $redniego przekroju S wiaze
si¢ z okreslona realizacja uktadu elektromagnetycznego, jakim jest transformator.

Jest wiele sposobdw reprezentacji charakterystyki magnesowania rdzenia ferroma-
gnetycznego w modelach dlawikéw i1 transformatoréw. Niektore z nich sa przedsta-
wione na rys. 5.14.

a) W“ b) ‘//A

-

O d) ot

—

0 i

\

0 1';

Rys. 5.14. Niektore sposoby reprezentacji charakterystyki magnesowania rdzenia

W najprostszym przypadku nieliniowa charakterystyka magnesowania jest ograni-
czona do trzech odcinkow, dla ktorych (rys. 5.14a): L, = 0 (charakterystyka pokrywa
si¢ z osig ) oraz L, =L (dwa odcinki dla ujemnych i dodatnich wartosci pradu ma-
gnesujacego). Wprowadzenie wigkszej liczby odcinkow (rys. 5.14b) lepiej przybliza
rzeczywisty przebieg charakterystyki. Z tego wzgledu najlepsza jest charakterystyka
okreslona przez funkcj¢ ciagla (rys. 5.14c¢).

Charakterystyka magnesowania moze by¢ aproksymowana za pomoca funkcji cia-
glej, co pozwala zastosowac¢ odpowiedni model nieliniowy typu true type. Stosuje si¢
w tym funkcje nieparzyste, na przyktad:
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w(i,) = ai, +ai, +ag, +..., (5.32)

przy czym dobre przyblizenie uzyskuje si¢ dla dwdoch wyrazow tego szeregu, gdy
a; #0oraz a, # 0.

Odwzorowanie strat zwigzanych z histereza oraz wierniejsze odtworzenie zjawisk
zachodzacych w Zelazie daje charakterystyka z histereza (rys. 5.14d), ktéra rowniez
moze by¢ przyblizona odcinkami. Istotne jest przy tym takze odwzorowanie zalezno-
Sci y = f(i,) wewnatrz obwiedni histerezy (czastkowe petle histerezy). Mozna w tym
celu zastosowaé funkcje o postaci jak w (2.41):

w(i,)=aqa -arctg(a2 (ip +1, ))+ asi, (5.33)

gdzie I. oznacza prad magnesowania odpowiadajacy natezeniu koercji H.. Jesli /. > 0,
to funkcja ta umozliwia zgrubne odwzorowanie pgtli histerezy takze z pgtlami czast-
kowymi (wybér znaku zalezy od znaku pochodnej dy/dy).

Doktadne odwzorowanie zjawisk zachodzacych w rdzeniu ferromagnetycznym
podczas stanu przejSciowego jest problemem trudnym [19, 120]. Jednak z uwagi na
analize stanu przejSciowego w sieci nawet uproszczone modele charakterystyki ma-
gnesowania transformatora daja zadowalajace przyblizenia. Wazne jest natomiast, aby
w modelu mozna byto odwzorowa¢ warunki poczatkowe w postaci poczatkowej war-
tosci indukcji (By) lub skojarzonego strumienia ().

Gdy charakterystyka magnesowania rdzenia jest reprezentowana za pomoca funk-
cji z histereza, poczatkowa warto$¢ strumienia wyznacza punkt na czastkowej petli hi-
sterezy. Dalszy jej przebieg zalezy od ksztaltu napigcia zasilajacego, zgodnie z (5.28)

(rys. 5.15a).

a) b)

A

17

Y

R

1
u

Rys. 5.15. Wprowadzenie warunku poczatkowego w modelu: a) z histereza
oraz b) z charakterystyka bezhisterezowa

W modelu bezhisterezowym nie ma bezposredniej mozliwosci zadawania warun-
kéw poczatkowych (charakterystyka magnesowania przechodzi przez poczatek uktadu
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wspotrzednych — rys. 5.15b). R6zna od zera poczatkowa warto$¢ strumienia magne-
tycznego mozna zada¢ w modelu w sztuczny sposob, wprowadzajac na przyktad do-
datkowe zrdédlo napigcia na czas pierwszego okresu modelowania. Dalszy przyktad
pokazuje sposob rozwiazania tego problemu w programie ATP-EMTP.

Przyklad 5.2. Korzystajac z programu ATPDraw, opracowa¢ model przektadnika pra-
dowego zabezpieczeniowego, w ktorym charakterystyka magnesowania
jest reprezentowana za pomoca elementu 98 (pseudo-nonlinear), z moz-
liwo$cia wprowadzania poczatkowej wartosci strumienia magnetycznego.

Rozpatrywany jest przektadnik klasy 5P20'° o nastepujacych parametrach:

moc znamionowa: S, =20 VA (S, =1;,Z,..),

znamionowa impedancja obciazenia: Z,,, =20 Q, cosg =0,5,

przekladnia pradowa: 500:1 (1, : 1,, ) A/A, przekladnia zwojowa: 500:1 (N, : N,),

przekroj rdzenia: S = 28,8cm” = 2,88-10° m?, dlugo$é¢ obwodu magnetycznego: [ = 0,675 m,
rezystancja uzwojenia wtornego: R, = 4,5 Q.

Charakterystyka magnesowania rdzenia jest pokazana na rys. 5.16. Zostala ona otrzymana
w rezultacie pomiaru, przy wymuszeniu napigciem sinusoidalnym, a odpowiednie warto$ci sa
odniesione do wielkosci maksymalnych (nalezy zauwazy¢, ze taki pomiar wnosi przektamanie
w odniesieniu do nat¢zenia pola H, gdyz jest ono obliczane wzglgdem mierzonej wartosci sku-
tecznej pradu, ktory jest silnie odksztatcony dla duzych wartosci indukcji; w profesjonalnych
programach stosowane sa procedury odpowiedniej korekcji takiej charakterystyki [30]).

B, T| o

100 77:77‘277‘27‘7;7‘7‘24‘ N

10_1 77:77‘:77‘:7‘727‘ ‘:L‘ B

102

I
l.
|
|
[ ] |
| ] |

10° 10! 102 10° 10* H, A/m

Rys. 5.16. Charakterystyka magnesowania rdzenia przektadnika pradowego

'® Przektadnik pradowy zabezpieczeniowy o bledzie catkowitym 5% i granicznym wspét-
czynniku doktadnos$ci K = 20.
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W programie ATP-EMTP charakterystyka magnesowania w elemencie 98 jest reprezentowana
w postaci zaleznosci y = f(i) (dla wartosci maksymalnych). Do przeksztalcenia tej charakte-

. . /
rystyki mozna wykorzysta¢ zaleznosci (5.26), (5.27): i, :FH , ¥ =N,SB.
2
Po podstawieniu wybranych wielko$ci z rys. 5.16 otrzymuje si¢ postac tabelaryczna szukanej
funkcji (tabela 5.1). Te dane mozna bezposrednio wykorzysta¢ w modelu elementu 98.

Tabela 5.1. Charakterystyka magnesowania rdzenia przekfadnika: w = f(i,)

P> A ¥, Vs
0,0143 0,1440
0,0382 1,4400
0,0573 2,0160
0,0955 2,3184
0,1909 2,4912
0,7637 2,6928
3,8184 2,8368

28,6378 2,9664

Do symulacji wybrano krok modelowania 7=10"s. Schemat modelu utworzonego z wyko-
rzystaniem programu ATPDraw jest pokazany na rys. 5.17. Linig przerywana zaznaczono
fragment obwodu odnoszacy si¢ do modelu przektadnika. Pozostate elementy oznaczaja impe-
dancje zrédta (Z _S') oraz impedancjg obciazenia (Z _obc ).

Przyjeto znamionowe obciazenie przektadnika (Z,, ., =10+j17,3 ), natomiast parametry

wymuszenia zostaty tak dobrane, aby uzyskac 20-krotna warto$¢ pradu znamionowego.
Gataz magnesowania przektadnika zostala utworzona z elementu 98 oraz zrédla napigcia stale-

go (zrodto 11), ktorego zadaniem jest wprowadzenie okre§lonej warto$ci poczatkowej indukcji
skojarzonej .

Z obc Z2 ZS

] «l

Rys. 5.17. Schemat obwodu z modelem przektadnika pradowego

Wykorzystuje si¢ tu zalezno$¢ (5.28), w ktorej zewnetrzne zrddlo napigcia jest wlaczane
w zasie t,; = 0 (TSTART = 0) i nastepnie jest wytaczane po jednym okresie modelowania: #,y
=t + T (TSTOP=T + ¢, gdzie ¢ jest czgscia okresu modelowania — deklarowany okres uru-
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chomienia zrédta musi by¢ nieco wigkszy od okresu modelowania, gdyz inaczej zrédio nie zo-
stanie w ogole uruchomione). Amplitudg zrodta napigcia U oblicza si¢ wychodzac z zalezno-
Sci (5.28), zapisanej w postaci numerycznej dla jednego kroku calkowania:

w=UT ,skad: U =y, /T, gdzie: i, — poczatkowa warto$¢ strumienia remanentu.

Na rysunku 5.18 pokazane sa przebiegi pradu wtornego i,, pradu magnesujacego i, oraz skoja-
rzonego strumienia i dla dwoch wartosci strumienia remanentu: y, =2 Vs (rys. 5.18a) oraz

¥, =0 (rys. 5.18b). Widac istotng r6znicg¢ w przebiegu obu pradow po zalaczeniu zasilania.

a)

i, A v, Vs
20+ 4
10+ 2

0 0

—~10- -2

—20+ 4

=30

b)i’ A ¥, Vs
20+ 4
10 2
0 0

—10+ -2

—20+ -4

=30

0,00 0,02 0,04 0,06 0,08 t,s

Rys. 5.18. Rezultat symulacji zataczania przektadnika: a) indukcja resztkowa y, =2 Vs
oraz b) zerowa warto$¢ indukcji resztkowe;j
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b) Modele zlozonego obwodu

Obwadd magnetyczny jest opisywany podobnymi modelami matematycznymi jak ob-
wod elektryczny. Wobec tego, do rozwiazywania obwodu magnetycznego mozna sto-
sowa¢ algorytmy uzywane do obliczania obwodow elektrycznych (zasada dualno$ci).
Zgodnie z ta zasada, w miejsce sity elektromotorycznej e w obwodzie elektrycznym
wprowadza sig¢ sil¢ magnetomotoryczna cewki o liczbie zwojow N, :

f=N,i (5.34)
Podobnie reluktancja R,,;:
/
R =— (5.35)
Su

pelni role rezystancji w obwodzie magnetycznym o przekroju S i dtugosci / (jej od-
wrotnoscia jest permeancja).

Jak widac, reluktancja obwodu ferromagnetycznego jest wielko$cia zalezna od pola
magnetycznego H (5.30), a zatem takze od wytwarzajacego go pradu i (5.26).

W tej analogii rolg pradu w obwodzie elektrycznym spetnia strumien magnetycz-
ny ¢ w obwodzie magnetycznym. Dzigki temu obwod magnetyczny transformatora

z rys. 5.19a moze by¢ przedstawiony w postaci schematu zastgpczego, jak na rys. 5.19b.

W przedstawionym schemacie zastepczym reluktancje sa, w ogdlnym przypadku,
nieliniowe wzgledem sity magnetomotorycznej f. Jesli si¢ uwzgledni (5.26), (5.27),
(5.30) oraz (5.34), zaleznos¢ (5.35) przyjmie nastgpujaca postac dla reluktanciji:

1 N
T (5.36)
I  di
lub
P :%:de_{ﬂ (5.37)
N2 di

dla permeancji. W tym ostatnim przypadku odpowiedni schemat dualny nalezy spo-
rzadzi¢ przez analogi¢ do obwodu pradowo-przewodnosciowego. Wartosci pochod-
nych w zaleznos$ciach (5.36) i (5.37) sa okres$lone na podstawie znanej charakterystyki
magnesowania rdzenia.

Elementy R, oraz R, (rys. 5.19b) reprezentuja reluktancje obwodu zamykajace-
go si¢ przez powietrze, ktorego wielko$¢ przenikalno$ci magnetycznej jest stata
(u =, =4n-107 H/m). Warto$é tych parametréw moze by¢ takze okreslona na dro-

dze pomiarowej (dla cewki o liczbie zwojow N, warto$¢ reluktancji mozna okresli¢
wedtug zaleznosci: R, = (N.)*/L,, gdzie L, jest indukcyjnoscia rozproszenia).
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Rys. 5.19. Obwad elektromagnetyczny a) i jego schemat zastgpczy b)

W ten sposdb mozna modelowaé ztozone obwody magnetyczne transformatorow
i innych maszyn elektrycznych. Utworzone réwnania obwodu magnetycznego nalezy
rozwiazywac jednoczes$nie z modelem obwodu elektrycznego. Réwnowage obu tych
modeli uzyskuje si¢ dzigki wymianie wspolnych wielkos$ci: pradu i w (5.34) oraz na-
pigcia zgodnie z (5.28).

5.3. Transformator tréjfazowy

5.3.1. Transformator dwuuzwojeniowy

Whasciwos$ci transformatora trojfazowego zaleza od sposobu potaczen jego uzwojen,
co jest okreslone przez tzw. grupe potaczen uzwojen oraz od budowy rdzenia magne-
tycznego. W wigkszosci zastosowan uzwojenia sa potaczone w trojkat (A) lub
w gwiazde (Y). W ostatnim przypadku istotna jest takze wartos¢ impedancji uziemie-
nia punktu gwiazdowego uzwojenia.

Zazwyczaj zakltada si¢, ze uzwojenia transformatora sa symetryczne, co oznacza,
ze parametry zastepcze uzwojen wszystkich faz sa jednakowe. Ponadto, w odniesieniu
do rozwazan w przedziale niskich czgstotliwosci (do ok. 2000 Hz), pomija si¢ pojem-
nosci migdzyzwojowe i miedzyuzwojeniowe, a takze pojemnosci doziemne. W tym
zakresie czgstotliwosci pomija si¢ takze efekt naskorkowosci w przewodach uzwoje-
nia (ktéry objawia si¢ zmiang parametrow elektrycznych przewodow w funkcji czgsto-
tliwosci).

Podobnie jak w odniesieniu do transformatoréw jednofazowych, model transfor-
matora trdjfazowego rozpatruje si¢ w postaci elementu wielozaciskowego lub w po-
staci uktadu, odwzorowujacego jego budowe, z podziatem na strong pierwotna i wtor-
na. Podejscie wielozaciskowe bedzie dalej prezentowane na przykladzie
transformatora wielouzwojeniowego.
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Sposob polaczenia uzwojen transformatoréw reguluja odpowiednie normy. W r6z-
nych systemach elektroenergetycznych obowiazuja na ogot rozne zestawy grup pola-
czen [60, 127]. Niektore z nich sa przedstawione w tabeli 5.2. Podane schematy i wy-
kresy wektorowe napig¢ ilustruja sposob tworzenia odpowiednich potaczen uzwojen
transformatora.

Tabela 5.2. Wybrane sposoby polaczenia uzwojen transformatorow dwuuzwojeniowych

Uktad
Wykres wektoro .
Lp. | pota- Schemat y . Wy Uwagi”
) napigé
czen
Y y Uy Qly
Uy Uly
1| Yyo0 Uy U, v,=u,/$
Usy U3y Uy Uy U, G,
N n
A
Y U,
Uy T~ Lo U, U, [ U
2 [Dys | ~~~fio v, U, -
Usy C~~~dlo U, U. 39
y Uy, Uy U,
no
Y A U
Ujyo—rvy " U, Uy U, i
3 | vdll Unyoms ] Uy U, " U,=U,/$
Uyyo—r~v~r] U -
3t Q}Y QZV
No
Y A
U,
Uyo—r Yy U, Uy 1L U,
4 Ydl Unyo—rv 2L U v,=Y, /8
U. Uy oL
iy o— Y] U,
L]SY L]ZY
No
Y z
Uy Uy Uy
Uy U, U. = gzy 7Q1y
5 Yz5 | 4 YL =
3y U3L \/519
N n Usy Uy
A z
UIH U]L Uy
UZH U QIA QIL
6 Dz0 * v,=u,/9
Usy U U,
3L 2L
n Uy, Uy Us,
*‘g:UH/UL , Uy =Upy s Uly =U,
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Na podstawie znanego uktadu potaczen transformatora mozna tatwo utworzy¢ jego
model. Schemat zastepczy transformatora o uktadzie potaczen Ydl11 jest pokazany na
rys. 5.20a. Wida¢, ze poszczeg6lne pary uzwojen maja schematy zastgpcze takie same
jak dla transformatora jednofazowego. Potaczenie uzwojen strony niskiej (L) powodu-
je, ze wektory napigc fazowych tej strony wyprzedzaja wektory napie¢ fazowych stro-
ny Y o kat 30° (wskazuje on na godzing 11. — rys. 5.20b). Nalezy zauwazy¢, ze napig-
cie na uzwojeniach strony Y jest rowne napigciu fazowemu, natomiast to samo
napigcie na stronie A jest rOwne napigciu migdzyfazowemu (po pominigciu spadku na-

pigcia na galezi wzdtuznej). Przektadnia zwojowa r6zni zatem si¢ o V3 od przektadni
analogicznej wynikajacej ze stosunku napig¢ fazowych obu stron transformatora.

LI ing Ry Ly Ny: N, L, R, i LlLa)
U,y Uy
R, u U,
iLZH iLZL
I2Ho»{ H —|:|—7-<—0 L21L
Upoy Uppy
u, Uy
iL3H iL3L
L3H o> —— ———0 [3L
Upsy Uy
Uy Uz,
o N
U, Ui b)
/k UM 3
Upat
U
121
Usy Uyy Us,

Rys. 5.20. Schemat zastgpczy transformatora Yd11
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Galezie poprzeczne w poszczegodlnych fazach moga by¢ umieszczone po stronie
wysokiej lub niskiej transformatora. W modelach transformatoréw zazwyczaj wyrdz-
nia sig strong pierwotna (ang. primary — p) oraz wtdrng (ang. secondary — s), niezalez-
nie od poziomu napigcia. W programie ATP-EMTP gataz poprzeczna jest zwiazana
ze strong pierwotng modelu transformatora. Przy zmianie polozenia tej galgzi nalezy
pamigta¢ o odpowiedniej zmianie jej parametrow (takze o odpowiednim przeskalowa-
niu charakterystyki magnesowania).

Rozpatrywany sposob reprezentacji transformatora trojfazowego jest dopuszczalny
jedynie wtedy, gdy konfiguracja obwodu magnetycznego pozwala wydzieli¢ trans-
formatory poszczegoélnych faz jako oddzielne elementy. Mozna tego dokona¢ (z du-
zym przyblizeniem) jedynie w przypadku transformatora z rdzeniem cztero- (4k) lub
pigciokolumnowym (5k), jak na rys. 5.21b.

W transformatorze trojfazowym konstrukcja rdzenia magnetycznego ma istotny
wplyw na jego wilasciwosci, zwlaszcza na schemat zastgpczy dla sktadowej zerowe;.
Sktadowa zerowa pradu powoduje powstanie odpowiedniej sktadowej strumienia ma-
gnetycznego, ktora ma ten sam kierunek we wszystkich kolumnach rdzenia. W przy-
padku transformatora tréjkolumnowego (5.21a) strumien ten moze si¢ zamknac jedy-
nie przez otoczenie rdzenia (powietrze, olej, obudowa), natrafiajac na duzy opoér
magnetyczny (reluktancje).
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Rys. 5.21. Rdzenie transformatora trojfazowego: a) trojkolumnowy, b) pigciokolumnowy

Zastgpcza charakterystyka magnesowania takiego obwodu jest w poréwnaniu
z charakterystyka rdzenia ferromagnetycznego bardziej ‘ptaska’ (przy tej samej warto-
$ci strumienia magnetycznego prad magnesujacy jest znacznie wigkszy), a nielinio-
wos¢ jest mniej wydatna. W konsekwencji indukcyjnos¢ magnesowania dla sktadowej
zerowej L,, jest znacznie mniejsza. Problem ten nie wystepuje w transformatorze

z rdzeniem cztero- lub pigciokolumnowym (5.21b), gdyz strumien sktadowej zgodnej
zamyka si¢ przez dodatkowe kolumny rdzenia.

Podobnie jak w przypadku transformatora jednofazowego, obwod magnetyczny
moze by¢ przedstawiony w sposOb uproszczony, za pomoca gal¢zi magnesowania
z nieliniowa indukcyjnoscia (jak na rys. 5.20) lub za pomoca dodatkowego modelu,
z odwzorowaniem struktury tego obwodu [123]. W pierwszym przypadku, jesli rdzen
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transformatora jest trojkolumnowy, to jego wiasciwosci dla sktadowej zerowej mozna
uwzgledni¢ za pomoca dodatkowego obwodu, jak na rys. 5.22.
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Rys. 5.22. Schemat zastgpczy transformatora YyO0 z rdzeniem trdjkolumnowym

W tego typu transformatorach droga sktadowej zerowej strumienia magnetycznego
(powstatego w wyniku przeptywu pradu sktadowej zerowej, tj. jednej trzeciej sumy
pradow fazowych) znacznie rdzni si¢ od strumienia sktadowej zgodnej. Dlatego wy-
padkowa impedancja takiego transformatora dla sktadowej zerowej jest 3—5 razy
wigksza od odpowiedniej impedancji dla sktadowej zgodnej [60].

Dzigki wprowadzeniu dwoch dodatkowych transformatorow idealnych o jednost-
kowej przektadni (rys. 5.22), w obwodzie tym otrzymuje si¢ potrdjna warto$¢ napigcia
kolejnosci zerowej: 3ugy, odnoszacego si¢ do strony wysokiej transformatora. Potroj-
na warto$¢ nieliniowej indukcyjnos¢ dla sktadowej zerowej odwzorowuje obwod ma-
gnetyczny dla sktadowej zerowej strumienia.

W programie ATP-EMTP ten typ modelu jest zadawany w postaci zbioru danych
wejsciowych, ktory jest okreslony przez format TRANSFORMER THREE PHASE
(w edytorze ATPDraw odpowiada mu element TRAYYH 3). Szczegodty tworzenia mo-
delu i pozyskiwania odpowiednich danych, sa przedstawione w przyktadzie 5.3.

Przyklad 5.3. Korzystajac z edytora graficznego ATPDraw opracowa¢ model fragmentu
systemu elektroenergetycznego 110/20kV z transformatorem YnOyO
(gwiazda—gwiazda z uziemionym punktem gwiazdowym na stronie H
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iizolowanym na stronie L) z trzykolumnowym rdzeniem (3k) o mocy
40 MV-A (rys. 5.23). Strona $redniego napigcia (20 kV) pracuje z izolo-
wanym punktem neutralnym. Parametry transformatora zostaty uzyskane
w rezultacie pomiaru biegu jatowego i1 zwarcia, ktore jednak odbyly si¢
w nieco odmiennych od znamionowych warunkach.

Tr
E 7z 110kV 20kV 15km

_ @ — |@®|

N
N

Rys. 5.23. Schemat analizowanego systemu

Parametry transformatora:
moc znamionowa §, =40 MV-A;

znamionowe napigcie: 115/22 kV.
Nastepujace pomiary zostalty wykonane na stronie L transformatora:
pomiar dla sktadowej zgodnej:

straty w zelazie rdzenia AP, =32 kW;

prad magnesowania /,, = 11,4 A;

napigcie magnesowania U, = 19,0 kV;

straty obciazeniowe w uzwojeniach AP, =205 kW;
prad proby zwarciowej I, =1,,, =200,8 A;
napigcie zwarcia U, = 12,07 kV;

pomiar dla sktadowej zerowej:
straty w zelazie rdzenia AR, = 168,1 kW;

prad magnesowania /,,, =280 A (suma pradow w trzech fazach);
napigcie magnesowania U ,,, = 1,636 kV (napigcie na zwartych zaciskach strony L);
=12,5 kW;
prad proby zwarciowej 1 ,, =95 A;
impedancja zrédta Z,, = 0,15+j2,5 Q, Z,, =0,26+j3,4 Q;
=254+15,8 VA, S,,. , =4.512,2 MVA.

Charakterystyka magnesowania rdzenia w odniesieniu do uzwojenia L jest zamieszczona poni-
zej (tabela 5.3).
Linia napowietrzna 20 kV:

straty w uzwojeniach AP,

moc obciazenia S

obc_a obc _
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dhugos¢ linii /=15 km; R, =0,36 (Wkm; X, =0,38 V/km; R, = 0,60 Q/km;

X, =1,55 Q/km; C, =10,5nF/km; C, =4,2 nF/km.

Dane odnoszace si¢ do transformatora stuza do okreslenia parametrow jego schematu zastep-
czego. Sa one danymi wejsciowymi do modutu TRAYYH 3 w programie ATPDraw. Podane
ponizej obliczenia sa automatycznie wykonywane przez ten program.

Poniewaz test biegu jalowego nie byt wykonywany w warunkach znamionowych (sygnalizuje
to indeks p w podanych oznaczeniach), wigc, zaktadajac liniowos¢ obwodu w tym zakresie,
mozna tatwo przeliczy¢ odpowiednie parametry do warto$ci znamionowych:

2 2
U 22 U 22
I[,=1,—Y=114"2=132 A, AP, =AP,, | —| =32/ == | =42,9 kW.
neoTey 19 Fe Fep[U J [19]

Hp Hp

Tabela 5.3. Charakterystyka magnesowania rdzenia transformatora wzglgdem
uzwojenia 22 kV: v = f(i,)

i, A v, Vs

18,62 57,20

38,95 64,56

367,6 75,27

1121,0 77,97

3587,0 80,43
Podobnie dla sktadowej zerowe;:
I, U 280 22

=0 N - =724,6 A,

“3 U, 3 163643

2 2
U 22
AP, = AP, —N | =168l ——— | =10133 kW.
Fe0 Fop{ﬁUﬂOpJ (,36\/3]

Zmierzony prad magnesujacy /,, oraz napigcie magnesowania U, wyznaczaja punkt na li-
niowej czgsci charakterystyki magnesowania y = f(i,) . Odpowiednie wielkosci maja naste-

pujace wartosci:
i, =20, =142 =1612A, y =\2U , /[V3eo)=19000v2 /(3143 )= 4938 Vs.

Stuza one w programie symulacyjnym do wyznaczenia reaktancji galgzi magnesowania:
_oy

Ly

co jest wykorzystywane do obliczenia poczatkowego ustalonego stanu sieci.
Impedancja wzdhuzna transformatora moze by¢ okre$lona na podstawie wynikéw pomiaru
w stanie zwarcia:
AP, 2
_AF,, 205000 U 12,07 347 Q.

=Tl SO 1695Q), Z, == =34,
"T3rr T 3.20087 "B 0200843

X

H
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X, =72 — R =[34,7% —1,695% =34,66 Q.
Parametry wzdtuzne obu uzwojen sa zatem nastgpujace:
R, =R,/2=08475Q, X, =X,/2=1735Q,

2 2
22 22
RL :RH(EJ 20,0319, XL :XH(R) 20,635 Q

Straty w zelazie nie moga by¢ w tym wypadku tradycyjnie reprezentowane przez rezystancje
taczona rownolegle z indukcyjnoscia L, (rys. 5.22), gdyz rézne sa jej wartosci dla skladowej
zgodnej 1 zerowe]j. Mozna to uwzgledni¢ przez dodanie trojfazowego elementu ze sprzgzonymi
rezystancjami na zewnatrz modelu transformatora. Warto$ci wlasnych i wzajemnych rezystan-
cji w macierzy tego elementu mozna okresli¢ na podstawie odpowiednich wartosci dla sktado-
wych symetrycznych:

R..,+2R R..,—R
R — Fe0 Fel , R — Fe0 Fel ,
FeS 3 FeM 3
33U 1,636 U’ 2
gdzie: Ry, =—*2% = 316367150048 0, Ry, =—2% = B 1000=112810.
AP, 168,1 Fep
A zatem: R = w =75368Q, Ry, = w =-37440 Q.
Rezystancje te sa obliczone wzgledem strony L. Tworza one macierz o nastgpujacej strukturze:
Ris  Rear  Reens 7536,8 —3744,0 —3744,0
Ri. =|Rey Ries Ry |=| —3744  7536,8 —3744,0| Q.
Reor  Rear  Rpes —3744,0 -3744,0 75368

Do odwzorowania tych rezystancji sprzgzonych, w programie ATP-EMTP mozna wykorzy-
sta¢ modele typu 51, 52, 53. Sg one automatycznie dotaczane do modelu transformatora w pro-
gramie ATPDraw [8].

Obwod magnetyczny dla skladowej zerowej jest utworzony przez indukcyjno$¢ Lo, o stalej
wartosci, ktora w programie nalezy przedstawic¢ za pomoca reluktancji odniesionej do napigcia
strony L:

o3

m0 3L

Indukcyjno$¢ L, mozna estymowac¢ za pomoca zaleznosci:

v (1t 2
"N Ty Zw . s U3 . N
L, = , gdzie I, =—"—, Z,,, =—2 reprezentuja bazowe wielkosci,
ol /3 J3u,, Sy
w odniesieniu do strony pierwotnej i wtornej, odpowiednio.
Wyrazenie w nawiasie tej zaleznosci uwzglednia rozptyw pradu magnesujacego w schemacie

zastgpczym transformatora (rys. 5.22). Po podstawieniu odpowiednich wielkosci otrzymuje sig:

(7]
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724,6 34,7 j
1049,7 330,6 22/4/3 22°
Ly, = : —=0,0517H, stad: R , = ( [)Z =

1007w -280/3 3L, 9-0,0517
Pozostaje jeszcze do obliczenia rezystancja uziemienia punktu gwiazdowego transformatora
Ryg. Jej warto$¢ jest okre$lona przez roznicg pomigdzy zmierzonymi stratami mocy w uzwoje-

niu dla skladowej zerowej i sktadowej zgodnej (obie te wielkosci sa sobie rowne dla uzwoje-
nia):

1636(1—
=1039 Q.

2 2
. I, 200,8 .
APy, = AP — AR, , gdzie AR, =AF,, p(mJ = 12,5(mj =502,57 kW (po przeli-
czeniu do warto$ci znamionowej pradu). Zatem:
APy, =502,27-205,0 =297,27 kW.

Wartos$¢ poszukiwanej rezystancji wynosi:
AP, 297270

Ry =75 =Ry, =———=082 Q.

(B1y) (3-200.8)
W programie ATPDraw jest ona automatycznie umieszczana migdzy punkt gwiazdowy N
transformatora i ziemig.
Wartosci impedancji obcigzen mozna obliczy¢ wedtug zalezno$ci:

U, ,
Z,= S,,’Y (gwiazdka oznacza warto$¢ zespolona sprz¢zona). Stad:

=0

207 . 20° .

Z, =————=1135+j7,06Q, Z, ,=——T—=7174+]35,07 Q.

-0 2543158 - 45-32,2
Do reprezentacji tych obcigzen wykorzystano trojfazowe modele polaczone w gwiazdg typu
RLCY3.
Linia jest reprezentowana za pomocg trojfazowego czwornika I'T, w ktorym macierze R, X, C
maja nastgpujace parametry:
R, +2R, R,— R,

3
R;=6,6Q, R, =12Q.
Podobnie dla reaktancji linii:
X,=15-1,55=2325Q, X, =15-038=5,7Q, X, =1155Q, X,, =585Q.
Pojemnosci linii bgda reprezentowane w postaci susceptancji ( B = @C = 2xnfC, f =50 Hz):
B, =100m-15-4,2-107 =19,79 uS, B, =100x-15-10,5-107 = 49,48 uS.
B,+2B, 19,79+2-49,48 B —-B, 49,48-19,79

0 1 — ) ) :39,58MS, BM — 1 0 — bl B

3 3 3 3
Nalezy zauwazy¢, ze sie¢ 20 kV pracuje z izolowanym punktem neutralnym, zatem parametry
poprzeczne linii spetniaja istotna rolg, zapewniajac potaczenie tej czgsci sieci z ziemia.
Model ATPDraw rozpatrywanego systemu jest pokazany na rys. 5.24. Po obu stronach trans-
formatora umieszczono wytaczniki, co umozliwia prowadzenie prob zataczania transformatora.

Ry = , R, = , gdzie: R, =15-0,6=9,0Q, R, =15-0,36=5,4Q. Stad:

B, = =-9.971S.
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Przebiegi pradow na stronie H transformator podczas jego zalaczania przy wylaczonym obcia-
zeniu pokazano na rys. 5.25. Podczas zalaczenia napigcie fazy L1 przyjmuje warto$¢ najwigk-
sza, czego rezultatem jest bardzo maly prad magnesujacy w tej fazie. Prady pozostatych dwoch
faz sa na poczatku spolaryzowane jednobiegunowo (dodatnie lub ujemne potéwki), co objawia

si¢ duzym udziatem drugiej harmonicznej w tych przebiegach.

Rys. 5.24. Model ATPDraw rozpatrywanego systemu
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Rys. 5.25. Przebiegi pradow podczas zataczania nieobciazonego transformatora

Mozna zauwazy¢, ze prady te zamykaja si¢ przez punkt gwiazdowy transformatora i przez zie-
mig, o czym $wiadczy prad 3/, (/,, —skladowa zerowa), bedacy sumg pradéw fazowych.
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5.3.2. Transformator wielouzwojeniowy

W systemie elektroenergetycznym czgsto stosowane sa transformatory trojuzwoje-
niowe. Wiaza one systemy o réoznych poziomach napig¢. Czgsto tez, jak w przypadku
autotransformatora, trzecie uzwojenie jest polaczone w trojkat, co stwarza dogodne
warunki do obnizenia impedancji dla sktadowej zerowej w sieci z uziemionym punk-
tem neutralnym. Transformatory o liczbie uzwojen wigkszej niz trzy maja najczesciej
specjalne zastosowanie i sa rzadko stosowane.

Sposob potaczenia uzwojen w takich transformatorach jest podobny do potaczenia
w transformatorach dwuuzwojeniowych. Niektore przyklady sa pokazane na rys. 5.26.

Yy0d11 Yd11d11
T T1

H @ L H @ T2
(") (XD
Rys. 5.26. Uktady potaczen wybranych transformatorow tréjuzwojeniowych

Trzecie uzwojenie jest oznaczane litera T (ang. tertiary); stosowane sa takze ozna-
czenia: H, T1 1 T2.

Model tréjfazowego transformatora trojuzwojeniowego mozna utworzy¢ w rezul-
tacie odpowiedniego ztozenia trzech modeli trojuzwojeniowego transformatora jedno-
fazowego (s. 182) z uwzglednieniem sposobu potaczenia uzwojen. W przypadku
transformatorow tréjuzwojeniowych jedno z uzwojen jest zazwyczaj polaczone
w trojkat (A) i wowcezas z duzym przyblizeniem mozna pomina¢ odwzorowanie stru-
mienia magnetycznego sktadowej zerowej'’. Przyklad 5.4 pokazuje sposob formowa-
nia modelu transformatora trojuzwojeniowego z wykorzystaniem programu ATP-—
EMTP.

Przyklad 5.4. Korzystajac z edytora graficznego ATPDraw opracowa¢ model fragmentu
systemu elektroenergetycznego 220/110/10 kV z transformatorem
YnOyn0Od11 o mocy 160 MV-A (rys. 5.27). Na stronie $redniego napigcia
(10 kV) umieszczone jest lokalne obciazenie o mocy S, =32 +j18 MV-A.
Na strong uzwojenia wtoérnego przeptywa moc S, = 105 + j28 MV-A. Po-
zostale parametry rozpatrywanego systemu sa podane ponize;j.

Parametry transformatora:
moc znamionowa: S, /S, /S, =160/160 /50 MV-A;

' Napiecie sktadowej zerowej na uzwojeniach strony Y, ktére wymusza ten strumien, jest
niewielkie, gdyz uzwojenie A stwarza tatwa drogg przeplywu pradu sktadowej zerowej od
strony YN.
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znamionowe napigcie: 230/120/10,5 kV;

napigcia zwarcia: uy,,; =10%, u.,r =33,5% , uy,, =20,8% (odniesione do uzwojenia H);
prad biegu jatowego: i, =0,5% ;

straty w zelazie rdzenia: AP, =0,25%;

rezystancja uzwojen: 320/80/2,4 mQ;

impedancja zrédet: Z,,,=0,35+j3,77 Q, Z,,,=1,16+j10,42 Q; Z,, =0,18+j1,55 Q,

Z,,; =0,56+j2,75 Q.

Ey 7z, 220kV/AN110kV 7 = E,

Rys. 5.27. Schemat analizowanego systemu

Charakterystyka magnesowania rdzenia jest zamieszczona ponizej (tabela 5.4).

Tabela 5.4. Charakterystyka magnesowania rdzenia transformatora

L/ Lo viv,
1,0 1,0
1,4259 1,2285
4,0846 1,5015
74,517 1,7745
322,0 1,911

Przektadnie uzwojen okresla si¢ na podstawie napi¢¢ znamionowych:
U, 230 Uy 230

g = =22 2219, 9, =—H =
U, 105 U, 120

Na podstawie przedstawionych danych mozna okresli¢ impedancje zwarciowe transformatora:
gy UL 10 230° Uy UL 335230°

1,92.

L= = =3306Q, Z,, = =110,76 Q,
100 S, 100 160 100 S, 100 160
. UA 20,8 2307

=l i =68,77 Q.
100 S, 100 160

Obliczenia te odnosza si¢ do napigcia strony H. Impedancje poszczegdlnych uzwojen (rys.
5.26) okresla si¢ z zaleznosci (odniesione do strony H):
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Z, =052, +Z,r —Z,,)=0,5(33,06 +110,76 — 68,77) = 37,52 Q,
7', =0,5(Z, +Z,0 — 2,7 )=0,5(33,06 + 68,77 - 110,76) = —4,46 Q,
7' =05(Z,p +Z,p — 7, )=0,5(110,76 + 68,77 —33,06) = 73,23 Q,
skad: Z, =7, /8;, =—4,46/1,92° =-121 Q, Z, =Z', / 9}, =73,23/21,9> = 0,153 Q.
Przy znanych wartos$ciach rezystancji uzwojen, mozna obliczy¢ ich reaktancje, na przyktad:
Xy = v VA 1%1 - RZ/ 5
jednak, tatwo zauwazy¢, ze wartosci reaktancji praktycznie nie réznia si¢ od wartosci impe-
dancji.
W celu okreslenia charakterystyki magnesowania w wielko$ciach mianowanych zatézmy, ze

jest ona odniesiona do strony H transformatora. Wielkosci wzgledne (tabela 5.4) nalezy po-
mnozy¢ odpowiednio przez wartosci znamionowe:

_V2u,,  +2-230000/43
Vo= B 314.16
b0 =21y 100 =2 - 29990 4 605~ 284 A,

V3230

w wyniku czego otrzymuje si¢ odpowiednie wartosci charakterystyki magnesowania wzglgdem
uzwojenia 230/ ﬁ kV (tabela 5.5). Rezystancja obliczona wzglgdem uzwojenia strony H:
2 2 2
_ U, _ 100U, _ 100-230 13
AP, AP.S, 0,25-160

=597,77 Vs,

2 kQ.

Tabela 5.5. Charakterystyka magnesowania rdzenia transformatora
wzgledem uzwojenia 230/4/3 kV: w=rG,

i, A v, Vs
2,84 597.8
4,05 734.4
11,6 897,6
2116 1060,7
914,50 11423

Impedancje¢ obciazenia w sieci 10 kV mozna okreslic wedtug nastgpujacej zaleznosci (impe-
dancje potaczone w trojkat):

Ui 105° ,

S, 32+18
W przypadku transformatora trojuzwojeniowego zazwyczaj reaktancja jednego z uzwojen jest
ujemna, co moze prowadzi¢ do numerycznej niestabilnosci modelu. Problem ten mozna obejs$¢
przez umieszczenie modelu galgzi poprzecznej nie w punkcie gwiazdowym schematu zastep-
czego (rys. 5.20), lecz na jednym z zaciskow transformatora (w tym wypadku obliczenia zosta-
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ly wykonane dla strony H) [21]. Schemat modelu rozwazanego transformatora jest pokazany
na rys. 5.28. Galgzie poprzeczne sa reprezentowane za pomoca elementow TYPE-98 (pseudo-
nonlinear reactor). W programie ATPDraw elementy te sa oznaczone jako NLININD.

L R i
LY LY l
L1L LlL
iL]H RHY LHY
L1H
iLlT
Ry, l— 9+ <oLIT
LTA RTA
I
— L Z5 120

i
LZH L2H
] I
; {—/""\—: S L2T

i
— 25 130

L3y

L3H
{ Ipar
g—/""\—: <+o[3T

NH °© °NL

Rys. 5.28. Schemat modelu analizowanego transformatora tréjuzwojeniowego

Schemat modelu analizowanego systemu jest pokazany na rys. 5.29. Poniewaz sie¢ 10 kV pra-
cuje z izolowany punktem neutralnym, wigc w celu stabilizacji modelu szyny strony T trans-
formatora w kazdej fazie potaczono z ziemia poprzez pojemnosci o wartosci 10 nF (odpowiada
jej susceptancja 10,87 uS). Jest to warto§¢ rdéwnowazna pojemnosci kilkudziesigciu metrow
kabla, co nie zmienia warunkéw pracy analizowanego uktadu.
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1=

«/

-«

Rys. 5.29. Schemat modelu ATPDraw analizowanego system

W modelu utworzonym za pomoca programu ATPDraw (rys. 5.29) mozna zauwazy¢, ze model
transformatora jest utworzony ze standardowego bloku transformatora tréjuzwojeniowego, kto-
ry jest uzupetniony elementami reprezentujacymi galezie magnesowania.

i A
3000 -
1000 -
X TN
DAl X
-1000+
-3000 -
-5000—
_7000 f f f f f f f f f
0,00 0,02 0,04 0,06 0,08 t,s

Rys. 5.30. Przebieg pradu na stronie H transformatora
Lacza si¢ one ze wspdlnym punktem gwiazdowym strony H transformatora. Punkt ten jest
uziemiony przez rezystancj¢ R, =1,0 Q.

W rozpatrywanym modelu zasymulowano zwarcie L1-G na szynach 110 kV transformatora.
W celu wydzielenia jednej fazy z trojfazowego systemu zastosowano rozdzielacz (ang. split-
ter). Rezystancja zwarcia R, =0,5 Q. Przebieg pradu zarejestrowanego na wylaczniku strony

H transformatora jest pokazany na rys. 5.30.
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Model transformatora wielouzwojeniowego mozna takze wykorzysta¢ do odwzo-
rowania zwaré wewngtrznych w transformatorze. W takim wypadku w punkcie wy-
stapienia uszkodzenia wewnatrz uzwojenia mozna dokona¢ podziatu tego uzwojenia
na dwie czgsci. W tak utworzonym wezle taczacym obie czg$ci uzwojenia mozna
umiesci¢ model zwarcia. Aby wykorzysta¢ istniejace modele w programie ATP—
EMTP, podzial uzwojenia nalezy powtorzy¢ we wszystkich trzech fazach transforma-
tora. W ten sposob do modelowania zwarcia wewngtrznego w transformatorze dwu-
uzwojeniowym nalezy uzy¢ modelu transformatora tréjuzwojeniowego, w ktérym
dwa uzwojenia sa potaczone szeregowo, tworzac jedno z uzwojen badanego transfor-
matora dwuuzwojeniowego. Struktura modelu jednej fazy takiego transformatora jest
pokazana na rys. 5.32.

Rozpatrywana faza transformatora ma poczatkowo dwa uzwojenia: pierwotne,
zwiazane z wielkoSciami z indeksem a, oraz wtdrne, zwigzane z indeksem b:

N, =Ny +Ny, R, =R, +Ry,, L, =L, +L,.

' N,
a b Ly, Ry,

N
R(Z L(Z
Nbl
RFe
[o}

Rys. 5.31. Struktura jednej fazy modelu transformatora ze zwarciem wewngtrznym

Zaklada sig, ze N,; zwojOw uzwojenia wtornego zostaje zwarte przez rezystancjg
R_. Czas zwarcia jest kontrolowany przez wytacznik W. Aby obliczy¢ parametry po-
dzielonego uzwojenia zaktada sig, ze rezystancja jest proporcjonalna do liczby uzwo-
jen:

_ Rb _ Rb'gb
19 " 1+ 9,

(5.38)

. N,
gdzie: 9, =—2,
N, b2
natomiast indukcyjnos¢ jest proporcjonalna do kwadratu liczby uzwojen:
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_ Lb _ Lb19b2
1+97 " 1+

(5.39)

b2

Zwiazki te tatwo sprawdzi¢ przez podstawianie. Zatozenie prowadzace do (5.39)
wynika bezposrednio z zaleznosci (5.11)'%.

Zwykle w takich obliczeniach wygodniej jest postugiwaé si¢ pojeciem udziatu
zwartych zwojow w catym uzwojeniu: n, =N,,/ N, =1/(1+9,), w miejsce wspol-
czynnika transformacji 4,. Nalezy wowczas podstawi¢ 4, =(1—n,)/n,. Mozna na

przyktad sprawdzi¢ ze w zwartej czg$ci 10% uzwojenia rezystancja ma udziat rowniez
10%, natomiast indukcyjno$¢ — tylko 1,2%.

Schemat jednej fazy z rys. 5.31 nalezy odpowiednio rozszerzy¢ do modelu trans-
formatora trojfazowego. We wszystkich trzech fazach tego modelu nalezy zapewnic
szeregowe polaczenie dzielonych uzwojen (Srodkowy wezel jest wspolny dla obu
uzwojen). Warto zauwazy¢, ze model galezi poprzecznej wygodnie jest umiesci¢
w tym uzwojeniu, ktore nie jest dzielone. Przy obliczaniu parametrow schematu za-
stepczego nalezy postgpowac tak, jak w przypadku transformatora dwuuzwojeniowe-
g0, a nastepnie rozdzieli¢ uzwojenie strony wtornej zgodnie z przedstawionym algo-
rytmem (w programie ATP-EMTP model gal¢zi poprzecznej jest zwigzany ze strong
pierwotna transformatora).

5.3.3. Transformatory z uzwojeniem Z

Transformatory WN/SN sa zazwyczaj polaczone jako Yd z odpowiednim przesunig-
ciem fazowym. Do ustalenia sposobu uziemienia punktu neutralnego sieci $rednich
napig¢ stosuje si¢ w takim wypadku transformatory uziemiajace. W celu zmniejszenia
impedancji sktadowej zerowej uzwojenie stuzace do uziemienia jest potaczone wedtug
schematu Z (zygzak — tabela 5.2). Uzwojenie to moze by¢ potaczone w kierunku do-
datniego lub ujemnego przesunigcia fazowego (rys. 5.32). W og6lnym przypadku
uzwojenia tworzace schemat Z moga mie¢ rdzna liczbe zwojow, co pozwala uzyskaé
rozne relacje napigciowe pomigdzy uzwojeniami. Ksztattuja si¢ one zgodnie z nastg-
pujacymi zaleznoSciami (zaktada si¢, ze we wszystkich trzech fazach uzwojenia sa ta-
kie same) [50]:
— przektadnia zwojowa:

N
§-t=te— (5.40)

'8 Jest to uproszczenie, gdyz rezystancja jest proporcjonalna do dtugosci przewodu, a in-
dukcyjnosc¢ rozproszenia zalezy takze od sposobu rozmieszczenia uzwojenia. Wiarygodne war-
tosci mozna uzyskac jedynie na podstawie doktadnych pomiarow.
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— zalezno$ci pomigdzy wektorami napig¢ zwigzanymi z uzwojeniem pierwszej

fazy:
U
U.. =—1+ng leLjP"/3 (5.41)
U 19 jpn/3
— 2 e (5.42)

= 14 geim3

przy czym p oznacza znak, ktéry dla dodatniego przesunigcia fazowego (rys. 5.32a)
jest dodatni (p = 1, indeks & = 2), a dla przesunigcia ujemnego (rys. 5.32b) w wyktad-
niku nalezy postawi¢ znak ujemny (p =—1, indeks &k = 3).

Rys. 5.32. Sposoby potaczenia uzwojenia w zygzak

Obliczajac parametry schematu zastgpczego mozna przyjac, ze rezystancja uzwo-
jenia jest proporcjonalna do liczby zwojow, natomiast reaktancja szeregowo potaczo-
nych uzwojen rozktada si¢ proporcjonalnie do kwadratu liczby zwojow — jak w (5.38)
1(5.39). Stad otrzymamy (R=R, + R , X =X_+ X ).

__R , R, = RS, , (5.43)
T1+9 T 1+9
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X p.C5
1+ 1+ &

(5.44)

Prad magnesujacy jest mierzony przy nieobciazonym transformatorze i moze by¢
okreslony w odniesieniu do dowolnego uzwojenia. W przypadku uzwojenia pierwszej
fazy prad magnesujacy odnosi si¢ do pierwszej kolumny rdzenia transformatora
imozna go okresli¢ z zaleznosci 1, =U,, /jX,, przy czym pomija sig straty w zela-

zie. Mozna go takze wyrazi¢ za pomoca wielkosci zwiazanych z pierwsza czescia
uzwojenia:
U
=], === 5.45
Le=ix (5.45)
Drugie uzwojenie na tej samej kolumnie rdzenia odnosi si¢ do fazy L3, a zwiazany
z nim prad magnesujacy mozna okresli¢ nast¢pujaco:
U,, .
I VIS N 25 (5.46)

=w jXﬁy =z

Zaleznosci (5.45) 1 (5.46) odnosza sig do transformatora z dodatnim przesuni¢ciem
fazowym (rys. 5.32a). Przy przesuni¢ciu ujemnym zmieni si¢ jedynie znak wyktadni-
ka w (5.46). Odejmujac stronami te rownania (po uprzednim pomnozeniu (5.46) przez
4 ) otrzymamy:

U
.Q# -9 = (5.47)
X

lw(l_lgzejznu): -
w

e

Podobnie jak w przypadku reaktancji rozproszenia, reaktancja magnesowania jest
takze proporcjonalna do kwadratu liczby uzwojefi: X, = $X . - Po uwzglednieniu

tej zaleznosci oraz po podstawieniu zwiazkow (5.41), (5.42) i (5.44) w (5.47) otrzy-
mamy [50]:
X X9

X =— "t oy = TuE 5.48
1+ +F T 1+ 9+ & (5.48)

co pozwala okres$li¢ reaktancje gatezi magnesowania poszczegolnych uzwojen na pod-
stawie reaktancji X, okreslonej w drodze pomiarow.

W podobny sposob moze by¢ okreslona reaktancja magnesowania dla sktadowe;j
zerowej tego transformatora. Prady skladowej zerowej w obu uzwojeniach zwiaza-
nych z dana kolumna rdzenia maja ten sam kierunek, lecz przeciwny znak, zatem
przez analogi¢ do (5.45) i (5.46), zaleznos¢ (5.47) przyjmie nastgpujaca postac:
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U,
1,(1-9)= Yoo g Z0 (5.49)
JX 10 JX wo
gdzie: U _,, U, — napigcia skladowej zerowej na odpowiednich czes$ciach uzwoje-
niach; X ,, X, —reaktancje magnesowania tych uzwojen dla sktadowej zerowe;.

Stosujac w odniesieniu do (5.49) zaleznosci analogiczne do (5.41), (5.42) i (5.44),
otrzymamy:

—_—, X ="
(1—192)2 e 10 (1_32)2

gdzie: U,, I, — warto$ci skuteczne napigcia i pradu sktadowej zerowej na zaciskach

(5.50)

1wz0

U, 2 U, 2%
[O

uzwojenia Z transformatora.

Mozna zauwazyc¢, ze dla & =1 (oba uzwojenia maja t¢ sama liczbg zwojow) reak-
tancja magnesowania dla sktadowej zerowej osiaga warto$¢ nieskonczong. Jest to za-
tem przypadek transformatora, w ktéorym nie ma galezi poprzecznej (jesli pominaé
straty w zelazie rdzenia), a o jego impedancji decyduje jedynie rezystancja uzwojenia
i reaktancja rozproszenia zwigzana z uzwojeniami. Takie transformatory sa uzywane
do ustalenia warunkéw pracy punktu neutralnego sieci $rednich napi¢é. Decyduje
o tym charakter i warto$¢ impedancji uziemienia wlaczanego pomigdzy punkt gwiaz-
dowy n transformatora (rys. 5.32) i ziemig.

W transformatorze uziemiajacym kat przesunigcia fazowego o =+n/6, co w za-
leznosci od sposobu potaczenia trzeciego uzwojenia pozwala uzyskac przesunigcie
godzinowe 0, 6, 5, 11.

Zmieniajac przekladni¢ ¢ mozna tatwo uzyskac kat & o niemal dowolnej warto-

sci. Wiasciwos$¢ te¢ wykorzystuje si¢ do budowy transformatorow tréjuzwojeniowych
Zdy przeznaczonych do zasilania przeksztattnikow energoelektronicznych. Sa one za-
silane od strony uzwojenia Z, natomiast kat przesunigcia napigcia pomiedzy uzwoje-
niami A oraz Y dobiera si¢ z uwagi na minimalizacj¢ tetnien pradu statego 12-
pulsowego przetwornika [50, 51]. Schemat potaczen takiego transformatora i wykres
wektorowy napig¢ jest pokazany na rys. 5.33. W edytorze ATPDraw mozna przygo-
towa¢ model tego transformatora za pomoca bloku SATTRAFO, przy czym dane wej-
sciowe oblicza si¢ zgodnie z przedstawionym powyzej algorytmem.

Model transformatora uziemiajacego jest prostszy, gdyz nie ma potrzeby odwzo-
rowywania reaktancji magnesowania dla sktadowej zerowe;.
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a) b)
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Rys. 5.33. Transformator ZNd11y: a) schemat potaczen, b) wykresy wektorowe napigc

Zadania

5.1. Utworzy¢ schematy potaczen dla podanych trojfazowych transformatoréw dwuuzwoje-
niowych:
a) Yd5 b) Zy5 c¢) Zyll d) Dz6 e) Dd6 f) Yy6 g) DO h) Dyl 1

5.2. W Przykladzie 5.3 pokazany jest sposob modelowania transformatora YyO z tréjkolum-
nowym rdzeniem. Podana tam charakterystyka magnesowania (tabela 5.3) odnosi si¢ do
uzwojenia strony L (22 kV) transformatora. Okresli¢ t¢ charakterystyke dla uzwojenia
strony H (115 kV) transformatora.

5.3. Uzwojenie strony L transformatora Yy0 z przyktadu 5.3 zostato tak polaczone w trojkat,
ze powstat transformator Yd1. Jakie nalezy przyja¢ napigcie znamionowe strony L tego
transformatora, aby zachowaé wtasciwosci jego obwodu magnetycznego bez potrzeby ska-
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5.4.

5.5.

lowania odpowiednich wielko$ci na charakterystyce magnesowani. Opracowac jego mo-
del, korzystajac z danych oryginalnego transformatora i wykona¢ porownawcze testy.
Charakterystyka magnesowania rdzenia transformatora moze by¢ z duzym przyblizeniem
okreslona na drodze pomiaru wartosci skutecznych pradu i napigcia, w odpowiednim za-
kresie zmian napigcia zasilajacego, przytozonego do badanego uzwojenia. Podane wyniki
pomiardw zostaty wykonane dla jednego uzwojenia strony L transformatora YdI o naste-
pujacych parametrach:

S =63 MVA, U, =115/11 kV, AP, =kW, AP, =kW, i, =0,.8%.

Wyniki pomiarow:

LA U, kV
1,53 11,0
2,86 12,1
9,55 13,2
28,6 13,7
107,9 14,3

Okresli¢ na tej podstawie charakterystyke w = f(i,) , ktéra jest wymagana w programie

ATP-EMTP (warto$ci maksymalne).

Uwaga: w programie ATP-EMTP takie obliczenia mozna wykona¢ uzywajac modutu
SATURA, przy czym w charakterze wielkosci wejsciowych nalezy poda¢ zamieszczona
wyzej charakterystyke w jednostkach wzglednych (prad i napigcie odniesione do wartosci
znamionowych dla danego uzwojenia) — patrz zbior saturl.dat.

Utworzy¢ 1 zbada¢ model transformatora Zy5 20/0,5kV o mocy: S,,;=630kV-A,

S, =100kV-A, u,=4,5%, AP.,=1,5% (odniesione do mocy S,,). Moc zwarciowa na
szynach 20 kV S_= 6000 MV-A. Punkt gwiazdowy po stronie SN jest uziemiony przez re-

zystor, a po stronie nn — uziemiony bezposrednio. Tak dobra¢ eksperymentalnie rezystan-
cje uziemienia punktu gwiazdowego, aby prad zwarcia jednofazowego na szynach 20 kV
wynosit 100 A (wartos¢ skuteczna).



6. MODELOWANIE WIRUJACYCH MASZYN
ELEKTRYCZNYCH

W tym rozdziale analizowane sa modele maszyn elektrycznych wirujacych. Zaktada-
my, ze Czytelnik zna podstawowe pojecia zwigzane z budowa takich maszyn, ich
przeznaczeniem i opisem podstawowych zjawisk dynamicznych. Pomimo ze ze
wzgledu na sprzgzenie magnetyczne pomigdzy cewkami stojana i wirnika maszyny
takie przypominaja transformator, to wystgpowanie wzajemnego przemieszczania si¢
tych obwodow sprawia, ze ich analiza jest znacznie trudniejsza.

Sposrod wielu rodzajow wspomnianych maszyn, do analizy wybrano maszyny
synchroniczne oraz indukcyjne (asynchroniczne). Moga one pracowac jako generatory
lub silniki. Rozwazania ograniczymy do maszyn pradu przemiennego.

6.1. Maszyna synchroniczna

Pogladowy schemat maszyny synchronicznej jest pokazany na rys. 6.1. Szczegoty bu-
dowy poszczegolnych maszyn moga si¢ znacznie r6znié, co zalezy przede wszystkim
od stosowanych predkosci obrotowych wirnika. Predkos¢ ta jest zwiazana z czestotli-
woscia sieci f; nastepujaca zaleznoscia:

Rys. 6.1. Schemat funkcjonalny tréjfazowej maszyny wirujacej; p = 1
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A =% (Hz) (6.1)

gdzie: n — predkos¢ obrotowa wirnika, (1/min), p — liczba par biegunow.

Wielkos¢ n/60 (Hz) w (6.1) jest czestotliwoscia obracania si¢ watu maszyny. Zwielo-
krotnienie liczby par biegunow powoduje odpowiednie zwigkszenie czgstotliwosci
wielkos$ci elektrycznych i magnetycznych, ktore sa zwiazane z obracajacym si¢ polem
magnetycznym wirnika. Na przyktad kat wektora pola magnetycznego maszyny j,
zmienia si¢ p razy szybciej od kata potozenia wirnika -

Ye=DP7, (6.2)

Mozna zauwazy¢, ze w przypadku jednolitego cylindrycznego wirnika z pojedyn-
cza para biegunow (jak w turbogeneratorach) wirnik obraca si¢ z predkoscia
3000 obr/min (w sieci o czestotliwosci 50 Hz). Generatory napgdzane turbinami wod-
nymi (hydrogeneratory) maja zazwyczaj mniejsze predkosci obrotowe, co pociaga za
soba wigksza liczbg par biegunoéw wirnika.

6.1.1. Model w skladowych 0dgq

a) Model czg$ci elektrycznej maszyny

Maszyna o strukturze jak na rys. 6.1 moze by¢ przedstawiona za pomoca schematu za-
stepczego w postaci czterech oddzielnych obwodow, pokazanych na rys. 6.2. Obwod
trojfazowy odpowiada uzwojeniom stojana. W przypadku potaczenia tych uzwojen
w gwiazde punkt neutralny moze by¢, w ogdlnym przypadku, uziemiony (bezposred-
nio lub poprzez odpowiednia impedancjg). Uzwojenie wzbudzenia jest odwzorowane
przez obwod o parametrach zastgpezych r,, L, . Jest ono zasilane z zewngtrznego

zrédta napigeia statego u,. Pozostale dwa obwody reprezentuja zwarte uzwojenia

thumiace umieszczone na wirniku. Maja one za zadanie ttumienie oscylacyjnych wa-
han wirnika podczas standow nieustalonych maszyny. Te ekwiwalentne fikcyjne obwo-
dy sa umieszczone w modelu maszyny w glownej osi wirnika (7, L, ) oraz w osi do

niej prostopadtej (7, , L ).

Uzwojenia stojana moga by¢ polaczone badz w gwiazde (jak na zamieszczonych
rysunkach), badz w trdjkat. Z wirnikiem maszyny zwiazane sa trzy obwody: obwdd
wzbudzenia, ktory jest zasilany z zewngtrznego zrodta w celu wytworzenia odpo-
wiedniego pola magnetycznego, oraz dwa wspomniane obwody zastgpcze D i Q. Na
schemacie pokazanym na rys. 6.2 przyjeto strzalkowanie pradow i napig¢ odpowied-
nie dla obwodow pradnicowych (uzwojenia stojana) oraz silnikowych (uzwojenie
wzbudzenia).
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Rys. 6.2. Obwody zast¢pcze maszyny synchronicznej

Wszystkie te obwody sa sprzezone magnetycznie i tworza swego rodzaju transfor-
mator (zastgpcze obwody thumiace sa zwarte), dla ktérego mozna napisa¢ nastgpujace

rownanie [11, 60, 122]:

gdzie:
u, 1,
MB lB
u 1
C C
u=|---- s 1=|+- ) \V:
0 ip
L 0 _ iQ

Va4
Vs
Ve
Yy
Yp

Yo

e

(6.3)

przy czym, zaktadajac, ze uklad jest liniowy, poszczegolne strumienie sg proporcjo-

nalne do wartosci pradow:
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V4 L, Ly Ly i LAf L, LAQ Iy
Vg Ly, Lyy Ly i LBf Ly, LBQ iy
Ve Loy Lep Lec | LCf Lep LCQ ic
| = Fosm— = - (6.4)
Vil | L Ly L Ly Lp Lp|i
|
Yp Ly, Lpg Lpc ! LDf Ly, LDQ Ip
Vo | [Los Los Loc | Lo Lop Loo || 1o

Ostatnie rownanie mozna przedstawi¢ w nastgpujacej formie:

\Il Lv Ls‘r i
ABC _ S S .ABC (65)
Vmo | L L, ]lmo
w ktorej rozdzielone sa wielko$ci zwiazane ze stojanem i wirnikiem. Nalezy jednak
zauwazyC, ze, ze wzgledu na obracanie si¢ wirnika, wypadkowe drogi magnetyczne
poszczegblnych strumieni zmieniaja si¢, powodujac zmiang opornosci magnetycznej

(reluktancji). Zatem warto$ci indukcyjno$ci w powyzszych rownaniach sa zalezne od
kata potozenia wirnika y (rys. 6.3):

v =L(y)i (6.6)

przy czym:
t
y=y, =der+70 (6.7)
0

gdzie: o = w, = w(t) — predkos¢ katowa elektryczna, y, — poczatkowa warto$¢ kata ..
Warto zauwazy¢, ze predkos¢ katowa wirnika zalezy od liczby par biegunow ana-
logicznie do (6.2):

w =2 (6.8)

Zalezno$¢ ta jest charakterystyczna dla maszyn synchronicznych, gdzie w stanie usta-
lonym predkosci wirowania pol elektromagnetycznych stojana i wirnika sa takie same.
Synchroniczna predkos$¢ obrotowa wirnika jest pomniejszona p razy.

Z analizy schematu na rys. 6.3 wida¢ nastgpujace zwiazki, okre$lajace wartosci
elementow macierzy indukcyjnosci stojana (Ls):

2 2
L,,=Lg+L, cos2y,Ly,=Ls+L, 005(27—?75), Loc=Ls+1L, cos(27/+?nj,

L,=Lg, =—(MS +L,, cos(27/+%D ,
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gdzie: Ly, Ls, Ms sa odpowiednimi statymi indukcyjno$ciami; y jest katem pomigdzy
osiag gtowna d wirnika, a osia pola magnetycznego fazy A, wybranej w charakterze
odniesienia.

Zauwazmy, ze uktad wspolrzednych dg zostat tak wybrany, ze 0§ d wyprzedza
0§ ¢, co jest zgodne z konwencja przyjeta w przypadku analizowania maszyn syn-
chronicznych jako elementow sieci elektroenergetycznej [4, 37, 76].

kierunek
wirowanial

Rys. 6.3. Schemat zast¢pczy maszyny synchronicznej

Indukcyjno$¢ Ly, ma znaczenie jedynie w przypadku maszyny z wydatnymi biegu-
nami; w maszynach z cylindrycznym wirnikiem przyjmuje si¢: L), = 0.
Indukcyjno$ci wzajemne stojana i wirnika mozna okresli¢ podobnie:

2 2
Ly=Ly=M,cosy, Lyy=Ly=M, cos()/—?nj, Ly=Le=M, cos(7+Tnj ,
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2
L,,=L,,=M,cosy, L,,=L,, =MDcos(7—?nj,
Loy=Lp-=M, cos[y+23—n)

LAQ =LQA =MQ siny, Lgy =Ly :MQSin(J/_zTnJa Lep =Lye ZMQSiIl(}/-i-z?nj.

Indukcyjnosci whasne i wzajemne uzwojen wirnika nie zaleza od jego potozenia,
przy czym indukcyjnos$ci wzajemne uzwojen utozonych prostopadle sa rowne zero:
Lp=Lp =My, Lypy=Ly =0,

Lpy =Ly =0.
Wida¢ zatem, Zze macierz parametréow w (6.4) i (6.5) jest symetryczna (L, =L ).

Model maszyny okre$lony réwnaniami (6.3)—(6.7) jest nazywany modelem w skta-

dowych naturalnych (fazowych). Zauwazmy, ze parametry tego rOwnania sa zmienne
w czasie. Widac to dobrze po podstawieniu (6.6) do (6.3):

Ri_ 9L
dt

Analiza tego rownania, a zwlaszcza jego numeryczne rozwigzywanie, jest ktopo-
tliwe. Szczegdty zastosowanego w tym celu algorytmu decyduja czgsto o efektywno-
ci calego programu przeznaczonego do symulacji stanow przejsciowych w sieci
Z maszynami wirujacymi.

Uproszczenia poszukuje si¢ przez zamiang wspotrzednych zwiazanych z uktadem
trojfazowym stojana na wspotrzedne zwiazane z obracajacym si¢ wirnikiem, ktore sa
wyznaczone przez prostopadte osie d—q. Transformacja ta jest znana jako przeksztal-
cenie Parka. Trzecia wspotrzedna jest zwiazana ze sktadowa zerowa, ktéra w tego ty-
pu modelach ma znaczenie jedynie w przypadku uziemienia punktu neutralnego
uzwojenia stojana. W ten to sposob prady i napigcia ukladu trojfazowego stojana
transformowane sg do uktadu wspotrzednych 0dg:

u=-— i—L(}/)% (6.9)

iOdq = Pil(y)iABC

. (6.10)
u,, =P () e

Iy U
gdzie: 1, =|1i, |, Wy, =| Uy,
Zq uq
Analogiczna relacja wystgpuje takze w odniesieniu do strumienia magnetycznego.
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Macierz P(y) zawiera wspotczynniki rzutowania odpowiednich wielkosci fazo-

wych stojana na dwie osie: d—q obracajacego si¢ wirnika. Sktadowa zerowa ma tg sa-
ma interpretacje, jak w przypadku sktadowych symetrycznych:

1 1 1
V2 V2 V2
Pl(y)z\/g cosy cos(y—z?n] cos(y+2?nj (6.11)
sin sin _2n sin +2—7t
I I v 3 4 3))

Staty wspotczynnik normalizujacy zostat dobrany w celu zapewnienia ortogonal-
no$ci macierzy:

% cosy sin y
ol - L o 2] f ,2m
P()/)—[P (7/)] R EING cos(y 3] sm[)/ 3) (6.12)
1 cos(y + _nj sin[;/ + —j
V2 3 3 )]

co upraszcza uzyskanie odwrotnego przeksztatcenia zmiennych:

ipc = P(J/)ioalq (6.13)
W pc = P(J/)“()dq .

gdyz w macierzach obu transformacji wykorzystuje sig¢ te same wspotczynniki.
Podstawienie (6.13) do (6.3), z uwzglednieniem (6.4) i (6.5), prowadzi do nastgpu-
jacego zwiazku:

[P(y) }{uoﬂz_[rm }{Pm }{.} d [P(y) }{w} 6.19
1jupm, Yo 1]ip, | dt 1] W no '

Po przeksztatceniach, otrzymamy:

SH BRI ) o
U Ymo | 1mo | dt [ W mo 0 LW mo

gdzie macierz:
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b 00 0
Q:%P(y)zwo 0 -1 (6.16)
01 0

jest nazywana macierza rotacyjna [39, 60].

Zauwazmy, ze macierz rezystancji R nie zmienia si¢ w wyniku tego przeksztalce-
nia, gdyz jest to macierz diagonalna. Ponadto zazwyczaj mozna przyjac, ze rezystan-
cje wszystkich faz sa jednakowe: r, =1, =r. =7,.

Do obliczen rownanie (6.15) wygodniej jest przedstawi¢ w odniesieniu do parame-
trow maszyny, ktore sa reprezentowane w postaci rezystancji R oraz indukcyjnosci L.
Po podstawieniu (6.13) do (6.5) otrzymamy:

P(7/) \IlOdq _ Ls Lsr P(]/) iOdq Sk d
LVmo| [Ly L, i) "

|:‘I’0dq } _ |:P_1(7;)LSP(7/) P_l(7)Lsr}|:.i0dq } (6.17)
¥ no L' P(y) L 1m0

I

Macierz indukcyjnosci w powyzszym réwnaniu:

L, 0 010 0 0
0 L, 0 kM, kM, 0
LE:{P%y)LSP(y) PTmLW} 00 L 10 0 kMl oo
LLP(y) L, 0 kM, 0 | L~ M, 0
0 kM, 0 | M, I, 0
0 0 kM, 0 0 I,

jest stata, niezalezna od czasu (wtasciwie od kata potozenia wirnika), przy czym:
Ly=Lg—2Mg, L, =Lg+Mg+k'L,, L =Li+Ms—kiL, , k=~3/2.

Ponadto, dzigki unormowaniu macierzy przeksztalcen P(y), uzyskana macierz in-
dukcyjnosci jest symetryczna, co prowadzi do uproszczenia odpowiednich procedur

numerycznych.
Ostatecznie rownanie (6.17) mozna zapisa¢ w nastgpujacej zwartej formie:

Wy =L, (6.19)
. \I’Odq . iOdq
gdzie: \IIE:|: :|,IE=|:, }
Vo Ipo
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Zaleznosci pomigdzy wielkosciami wystepujacymi w modelu maszyny we wspot-
rzednych Odg sa graficznie przedstawione na rys. 6.4.

uzwojenia wirnika

uzwojenia stojana

0 I
L, u,
1) .
L, Uy
kM,
oy, 1, i
q
Lq u,

Rys. 6.4. Struktura modelu maszyny synchronicznej w sktadowych 0dg

W podobnej zwartej formie mozna takze zapisa¢ rownanie (6.15):

dy
dr

lub:
di,
dr

=—-Ri; -u; +u,

_:L;(_RiE —ug +uw)

(6.20)

(6.21)
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gdzie:
0
u _
llE=|: 0dq:|, u, = Cl)l//q
U o oy,
0

w, =L, +kMyiy, w, =L, + k(M i, +Myi,).

Roéwnania (6.20) — w wersji strumieniowej lub (6.21) — w wersji napigciowej, wraz
z przeksztalceniami (6.10), (6.13), definiuja czgs$¢ elektryczng modelu maszyny syn-
chronicznej w sktadowych 0dg (rys. 6.4). Predkos¢ katowa @ w zaleznoSci (6.21) re-
prezentuje predko$¢ zmian pola magnetycznego (@ = @,) i taczy sig z predkoscia ka-
towa wirnika zgodnie z (6.8). Wielko$¢ ta stanowi sprzezenie migdzy czgscia
elektryczna i mechaniczna maszyny.

Przyklad 6.1. Utworzenie modelu komputerowego na podstawie (6.21) wymaga stoso-
wania dosy¢ ztozonych procedur. Sprawdzmy jednak rozwiazanie dla
prostego przykladu, gdy generator jest nieobcigzony: i - =i,

= [0 0 O]T 1 pozostaje w stanie ustalonym przy znamionowej predkosci

obrotowej @= @,y.

W takim wypadku (rys. 6.3): y = @yt + g +J.

W stanie ustalonym synchronicznym takze prady w obwodach ttumiacych maja zerowe warto-
$ci. Latwo zauwazy¢, ze wowczas:
s

Ty
Napigcie na zaciskach generatora mozna okresli¢ z rdwnania (6.21). Poniewaz jedyny nieze-
rowy prad w obwodach generatora (prad wzbudzenia if) ma stala warto$¢, wigc napigcie gene-
ratora jest reprezentowane jedynie przez sktadowa w osi g:

i P N E Uy
u,=—rii,+ Ea)lNMfzf_ Ea)lNMf—rf Z
M ou, .

. . . 3o
Poniewaz w praktyce w,yM , >>r,, wigc mozna przyjac u, = \/; et
r
s
Korzystajac z przeksztalcenia (6.13), obliczymy warto$¢ napigcia fazy A na zaciskach genera-
tora:

o M i

2
u,(t) = Euqsin;/: cos(a)th+5).

,
1

Napigcia w pozostatych fazach beda odpowiednio przesunigte o kat 27/3.

Powyzej zatozono, ze generator pracuje w stanie ustalonym. Otrzymany rezultat wskazuje na

to, ze w odniesieniu do sieci napigcie zrodlowe generatora (sem) reprezentowane jest przez
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wektor zwiazany z osia ¢ (rys. 6.3) ptaszczyzny wirnika. W wielomaszynowym uktadzie roz-
nice katow tych wektoro6w w roéznych generatorach sa bardzo waznymi wskaznikami, na pod-
stawie ktorych okresla sig stabilno$¢ systemu elektroenergetycznego [4].

Przedstawiony model moze by¢ modyfikowany w celu uproszczenia obliczen lub
lepszego odwzorowania wystgpujacych w generatorze zjawisk elektromagnetycznych.
W pierwszym przypadku mozna tak zmieni¢ wspotczynniki transformacji pomigdzy
uzwojeniami zwiazanymi z osia d, aby wspoétczynniki indukcji wzajemnej byty jedna-
kowe [30]:

V3/2M, =\3/2M, =M, =L,

Warunkiem prawidtowosci tego podstawienia jest przyjecie odpowiednich relacji
pomiedzy liczba zwojow poszczegélnych uzwojen. Spelnienie pierwszej rownosci
(M, = M) nie pociaga za soba zadnych konsekwencji, gdyz uzwojenie reprezentuja-

ce obwdd tlumiacy jest hipotetyczne. Spelnienie drugiej z wymienionych rownosci
wymaga zmiany liczby zwojow uzwojenia wzbudzenia, co prowadzi do nastgpujacych
zaleznoSci:

1

iﬁn = ﬁlf , Wﬁn = klkml//f 5 uﬁn = klkmuf (622)
1™m

. M,
gdzie: k, =—.

R

Wprowadzona zmiana spowoduje odpowiednie przeskalowanie pradu wzbudzenia,
co mozna skorygowac na zewnatrz modelu.

Dzigki temu zabiegowi sprz¢zone magnetycznie obwody (rys. 6.4) maja ten sam
ekwiwalentny poziom napigcia, a wigc mozna je potaczy¢ galwanicznie. Uzyskuje si¢
w ten sposob ekwiwalentne obwody, jak na rys. 6.5. Rozdzielajac rownanie (6.21) na
trzy czgsci zwiazane odpowiednio ze wspotrzednymi Odg otrzymamy:

d id Ld Mm Mm h Ty T id I ua’ ] - a)l//qm
@ L M, L, M,| |- Vo Lo | =] —Up |+ 0 (6.23)
iDm M m M m LDm rDm n _iDm L 0 n O
. -1 - r r
i lq _ Lq MQm _ rjv lq _ Mq + G)de (624)
dtlign | | Mgn  Lon Tou Lion| 0] | 0
dip__n,; M (6.25)
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. _ L —M .
Lom  Tom LQm M, Om q " Om OY i "om 1
MQm uq

Rys. 6.5. Ekwiwalentne obwody maszyny synchronicznej w sktadowych 0dg

gdzie:
W, =L, + My, Wa=Ljig+Mlin+ip,), M, =kXk,M,, L, =k¥kL

m—f»
272 2,2 2 272 272
Ly, =kik,Ly, LQm =k kmLQ > MQm =k kmMQ s Th = ki kmrf s Tom =Kk,
Tom = k12k2r

m Q-
Wspotczynnik k, w (6.22) mozna wyznaczy¢ na podstawie pomiar6w w stanie
ustalonym bez obcigzenia maszyny [30]. Wowczas: iy =i, =ip=0 oraz u, = oM i, .

Uwzgledniajac (6.22), mozemy zatem napisac:

oM, i, \EUGme

k= _
" \/gklUG koM,

(6.26)

gdzie: Ug — napigcie znamionowe generatora (warto$¢ skuteczna napigcia migdzyfa-
zowego, w przypadku potaczenia uzwojen stojana w trojkat, lub napigcia fazowego —
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gdy uzwojenia sa potaczone w gwiazdg), iro — prad wzbudzenia przy znamionowej
pracy maszyny bez obciazenia.

Przyjmuje si¢, ze parametry modelu w osi ¢g sa przeliczane zgodnie z tym samym
wspotczynnikiem k.

Bardziej doktadne odwzorowanie stanu przejSciowego maszyny po wystapieniu
zaklocenia mozna uzyskaé przez wprowadzenie wigkszej liczby zwartych obwodow
w obu osiach: d 1 g. Obwody te maja rézne parametry, co pozwala odtworzy¢ zjawiska
zachodzace w obwodach ttumiacych i zelazie wirnika z r6znymi statymi czasowymi
[4, 10, 77].

Parametry rg, 1 M,, w (6.26), a takze pozostate parametry modelu rozpatrywane;j
maszyny synchronicznej, sa okreslane wedtug ustalonych procedur. Zazwyczaj sa one
podawane w nieco innym uktadzie niz w roéwnaniach (6.19), (6.20). Jest to zwigzane
z potrzeba uporzadkowania wielu parametrow maszyny, sposobem ich pomiaru, a tak-
ze nawykami [84]. Pomiary parametréw maszyny moga by¢ wykonywane zaréwno
w stanie zwarcia, jak i w stanie bez obciazenia. Zazwyczaj te pierwsze uwaza si¢ za
bardziej wiarygodne, gdyz podczas pomiaru w stanie zwarcia nie jest odwzorowany
wplyw nasycenia si¢ obwodu magnetycznego. Jest jednak mozliwos¢ wzajemnego
przeliczenia obu tych grup parametréw. Zazwyczaj nastepujace wielkosci przyjmuje
si¢ jako wyjsciowe [30, 84]:

R — rezystancja uzwojen stojana (twornika);
X, — reaktancja rozproszenia uzwojen stojana;
X, —reaktancja maszyny dla sktadowej zerowe;;

X',, X', —reaktancje przejsciowe, odpowiednio: wzdluzna i poprzeczna,
X", , X", —reaktancje podprzejsciowe, odpowiednio: wzdtuzna i poprzeczna;

7,, T

, — stale czasowe przejSciowe, odpowiednio: wzdtuzna i poprzeczna,
v',, 7', - stale czasowe podprzejSciowe, odpowiednio: wzdhuzna i poprzeczna.
Reaktancje w powyzszym zestawieniu odnosza si¢ do czgstotliwosci znamionowej,
na przyktad X, =w,,L,, natomiast state czasowe okreslaja predkos$¢ zanikania skta-

dowej nieokresowej w odpowiednim obwodzie:

L X

R o R
Przyjeto, ze parametry odnoszace si¢ do przypadku otwartych obwodow generatora
(stan bez obciazenia) odrdznia si¢ przez dodanie ‘o’ w indeksie, na przyktad: 7/,

oznacza przejsciowq stala czasowa w osi d, odnoszacg si¢ do biegu jatowego genera-
tora.
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Powyzsze wielkosci sa zwigzane z parametrami modelu maszyny dosy¢ ztozonymi
zalezno$ciami. Mozna je znalez¢ w literaturze specjalistycznej, m. in. w [4, 30, 84].

b) Uwzglednienie nasycenia

Doktadne odwzorowanie efektu nasycenia obwodu magnetycznego w maszynach wi-
rujacych jest zagadnieniem ztozonym. Wymaga ono bowiem doktadnego uwzglgdnie-
nia konstrukcji rdzenia, co jest mozliwe przy zastosowaniu zaawansowanych metod
numerycznych, jak metody elementow skonczonych (ang. Finite Element Method —
FEM) [9]. W rozpatrywanej tu analizie elektromagnetycznych stanow przej$ciowych
powszechnie stosuje si¢ uproszczone metody reprezentacji efektu nasycenia obwodu
magnetycznego [30, 80]. Wprowadza si¢ zazwyczaj nastgpujace zatozenia upraszcza-
jace [30, 80]:
— ogolny strumien magnetyczny zwiazany z dana cewka rozktada si¢ na strumien
rozproszenia i strumien gtdéwny; stopien nasycenia materialu magnetycznego
zalezy od wartosci ogdlnego strumienia;

— strumien rozproszenia nie podlega nasyceniu,

— indukcyjno$¢ wzajemna zwiazana z przemieszczaniem si¢ wirnika ma rozktad

sinusoidalny;

— pomijane sg efekty histerezy i pradow wirowych.

Uwzglednienie efektu nasycenia wymaga rozpatrzenia charakterystyki magneso-
wania uzyskanej dla biegu jalowego generatora (obwdd stojana jest otwarty, podczas
gdy zmieniany jest prad wzbudzenia przy znamionowej predkosci obrotowej wirnika)
(patrz rys. 6.6 [71]). Moze by¢ ona reprezentowana za pomoca odpowiedniej ciaglej
funkcji aproksymujacej lub w postaci szeregu odcinkow.

Odwzorowanie nasycenia odbywa si¢ na drodze iteracyjnego przyblizania rozwia-
zania catego obwodu sieci wraz z generatorami, z uwzglednieniem kolejnych punktow
pracy na charakterystykach ich obwodow magnetycznych. Ilustruje to schemat na rys.
6.6. Odniesieniem do obliczenia wartosci indukcyjnosci jest liniowa czg$¢ charaktery-
styki magnesowania, reprezentowana linia o nachyleniu m, = tg(¢)). Zaldozmy, ze
w poprzednim kroku obliczeniowym ustalony zostal punkt pracy A4,, ktéry wyznacza
na charakterystyce magnesowania prosta o nachyleniu m, = tg(a,). Rozwiazanie cate-
go modelu w kolejnym kroku wyznacza punkt 4, na ten prostej i odpowiadajacy mu
prad magnesujacy i,,. Zachowujac warto$¢ tego pradu, strumien jest redukowany do
wartosci odpowiadajacej punktowi B, na charakterystyce magnesowania.

Korekcja indukeyjnosci w zwiazku z uwzglednieniem nieliniowosci charakterysty-
ki magnesowania nastgpuje w stopniu: y, = my/m;. Zgodnie z zalozeniami, dotyczy
ona tylko gtéwnego strumienia magnetycznego, na przyklad:

Ly v =L+ 2M, (6.27)

d _nas

gdzie: L, — indukcyjnos¢ rozproszenia w osi d lub:
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Rys. 6.6. Charakterystyka magnesowania dla biegu jalowego generatora

MRinas ZZZMR (628)

w odniesieniu do indukcyjnosci wzajemnej f~D (rys. 6.4).
Algorytm ten moze by¢ modyfikowany w zaleznosci od stosowanego sposobu cat-
kowania rownan rézniczkowych i sposobu rozwiazywania rownan sieci [30, 71, 80].

) Model cz¢$ci mechanicznej maszyny
Podstawowe réwnanie rownowagi mechanicznej obracajacego si¢ wirnika jest nastg-
pujace:
2
g2 pde g g (6.29)
de de
gdzie: J — moment bezwladnosci obracajacego sie uktadu, (kg-m*)'; D — wspotczyn-
nik thumienia, (N-m/(rad/s)); 7,, 7, — moment, odpowiednio, turbiny (mechaniczny)
i generatora (elektromagnetyczny), (N-m).
Biezaca warto$¢ kata y. jest zwigzana z predkoscia katowa @, zgodnie z zalezno-
scia (6.7). W przypadku pracy generatorowej zrodtem energii przekazywanej przez
maszyng do sieci jest napgdzajaca turbina, a wige 7,>T, .

" Moment bezwladnosci jest czgsto podawany w jednostkach: (N-m-s®); 1 kg-m*=1N-m-s”.
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Moment elektromagnetyczny maszyny mozna okresli¢, analizujac zalezno$¢ (6.9).
Jesli uwzglednimy, ze i=i(t), y=y(t) oraz, w ogélnym przypadku, L=L(,, ),
gdzie i, — prad ptynacy przez indukcyjno$¢ zwigzana z odpowiednim elementem ma-
cierzy L, otrzymamy:

u=—Ri- (G—Ldiﬁ—Lﬂji _ 4 (6.30)

oi, dt oy dt dr

. . 7 . T . 7 .
Po pomnozeniu tego réwnania przez wektor i’ uzyskamy zalezno$¢ na chwilowa moc
maszyny:

P,=-P,—-P, -P (6.31)
gdzie:
F. = i’u — moc wymiany z siecia elektryczna (6.32)
P, =i"Ri —moc strat w uzwojeniach, (6.33)

P, =%=g(liTLi]=iT L$+8—Ldii+la—Lﬂi — moc magnesowania, (6.34)
ot ot\2 dt 0i, dt 2 Oy dt

E; jest energia pola elektromagnetycznego,

)= liT G_Lﬂl =Ly a—Lia)r =T,mw, —moc elektromagnetyczna. (6.35)
2 Oy dt 2 oy
Moment elektromagnetyczny w szczelinie powietrznej migdzy wirnikiem i stoja-
nem mozna zatem okresli¢ na podstawie nastgpujacej zaleznosci:

T = EiT[d—L]i (6.36)
2 \dy
gdzie i oznacza wektor fazowych pradéw stojana i wirnika, a L. odnosi si¢ do pelnej
macierzy indukcyjno$ci maszyny (macierz symetryczna), jak w (6.6).

W modelu maszyny przedstawionej w skladowych 0dg zalezno$¢ ta redukuje si¢
do nastepujacej postaci [13]:

I, = p(‘//diq - l//qid) (6.37)

% Ma to znaczenie w nieliniowych obwodach magnetycznych, gdzie wartos¢ indukcyjnosci
zalezy od przeptywajacego przez nia pradu.
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Do powyzszych rozwazan mozna doda¢ nast¢pujace uwagi, ktére wyjasniaja fi-
zyczny sens uzyskanych zaleznosci:
e Znaki poszczegdlnych mocy w (6.31) sa konsekwencja przyjetej konwencji
oznaczania kierunkoéw pradow i napi¢¢ w schemacie zastgpczym maszyny (rys.
6.5).

e 7 porownania wyrazen okreslajacych moc zwiazana ze zmiang energii pola
elektromagnetycznego (moc magnesowania P;) oraz moc elektromagnetyczna
w szczelinie (P,) widaé, ze ta pierwsza wynika z kazdej zmiany pola, podczas
gdy moc elektromagnetyczna przekazywana w szczelinie migdzy stojanem
1 wirnikiem maszyny jest zwiazana z rotacja wirnika (zmiana kata ).

e Na podstawie (6.37) wida¢, ze sktadowa zerowa pradu maszyny nie wptywa na

warto$§¢ momentu elektromagnetycznego.

W odniesieniu do maszyn elektrycznych czgsto stosuje si¢ pojecie stalej czasowej
bezwladnosci H (ang. inertia constant) w miejsce momentu bezwladnosci J. Stata ta
jest definiowana nastgpujaco:

Ey W-s MW:s

H=n 1S (6.38)
S, VA  MVA

gdzie:
1 . . . .
E, = EJa)fN x107° (MW:-s) — energia mas wirujacych ze znamionowa predkoscia®';

®,, —znamionowa (synchroniczna) predkos¢ katowa wirnika (1/s);

Sy —znamionowa moc pozorna maszyny (MVA).

A zatem:
2 107 2
= 2300 007 g hesi 100 () (6.39)
N SN
gdzie ny = D znamionowa predkos¢ obrotowa wirnika (obr/min).
T

Z roéwnania ruchu (6.29) i definicji (6.38) wynika takze, ze jeSli maszyng¢ o mo-
mencie bezwladnosci J (kg-m?), napedza¢ od stanu zatrzymania stalym momentem
o wartosci znamionowej 7, = Ty, (N-m), to przy pomini¢ciu ttumienia (D = 0), czas
rozruchu, po ktérym predkos¢ wirowania osiagnie wartos¢ znamionowa, jest réwny
7, = 2H (s) (parametr 7, jest nazywany mechaniczna stala czasowa [76] lub czasem
rozbiegu [59]). Wida¢ zatem, ze w zaleznosci (6.29), moment bezwladnosci J moze
by¢ wyrazony za pomoca tatwiejszych do pozyskania parametrow:

H1Ws=1Nm=1]J.
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J:LLglMUEZH;%th=mlw%£LSNxm6 (6.40)
W,y Wy ny

gdzie poszczegolne wielkosci sa wyrazone w jednostkach okreslonych powyze;j.
Réwnanie ruchu mozna woéwczas zapisa¢ w nastgpujacej postaci:

H- :
H:5:d7, ,
nf,, dt

wWDﬁ?:B—% (6.41)

gdzie: f,, — znamionowa czgstotliwos¢ wirnika (Hz); £, P, — moc, odpowiednio,

turbiny i generatora (MW).

W powyzszym zapisie przyjmuje si¢ zazwyczaj zmodyfikowany wspotczynnik thu-
mienia w,,D —D (N-m). Stata czasowa 7, przyjmuje wartosci z zakresu 1-20 s, przy
czym mniejsze warto$ci odpowiadaja jednostkom o stosunkowo duzej mocy i matej
masie.

Gdy obracajacy si¢ uklad zawiera kilka wyrdzniajacych si¢ mas, ktore potaczone sa
sprezystymi sprzeglami (tacznikami), to moment mechaniczny, przekazywany pomig-
dzy nimi, jest proporcjonalny do rozchytu katowego migdzy masami (rys. 6.7). W ta-
kim wielosekcyjnym uktadzie sprzegto przekazuje moment sprezystosci 7, pomigdzy

sasiednimi elementami, co nalezy uwzgledni¢ przez zré6znicowanie znakéw momentu
w sasiednich elementach. W ogdlnym przypadku otrzymamy [30]:

T, = Kifl,i(j/i—l - 71') =T, (6.42)

gdzie: K, |, — wspotczynnik sprezystosci pomigdzy masami i—1, i.

Roéwniez tlumienie w oddzielnych elementach rozpatrywanego wielomasowego
uktadu nalezy rozdzieli¢ na ttumienie ‘wlasne’, swoiste dla danego elementu, oraz
straty wynikajace ze skregtu sprzegiet na jego koncach. Mozna to wyrazi¢ za pomoca
nastgpujacej zaleznosci dla momentu thumienia:

dy. d d
T,,=D, d_};l+Di—1,i 5(71' _7i—l)+Di,i+1 5(71' _7i+1) (6.43)

gdzie: D.fl,l. , D

1

.is1 — Wspotczynniki thumienia w potaczeniach pomigdzy odpowied-
nimi masami uktadu.

W uktadzie z rysunku 6.7 sekcje 1-3 generuja moment napgdowy (kierunek ich
momentow jest zgodny z kierunkiem wirowania uktadu), natomiast sekcje 45 sa ele-
mentami napgdzanymi. Rysunek przedstawia uktad z trzema stopniami turbiny, gene-
ratorem oraz wzbudnica.

Jesli si¢ uwzgledni (6.42) i (6.43), réwnanie ruchu uktadu wielomasowego przyj-
mie nastgpujaca postac:
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T2 3 T4 T5
sekcje napgdowe sekcje obciazenia
Rys. 6.7. Schemat wielosekecyjnego uktadu napgdowego
Jd—zy+Diy+Ky T-T (6.44)
de? dt S '
gdzie:
J — diagonalna macierz momentow inercji (J, Ja, ..., J,) poszczegélnych elementow
uktadu;
v — wektor zawierajacy warto$ci katow (4, %, ..., %) poszczegolnych elementow;
K — macierz wspotczynnikow sprezystosci:
K12 - K12
_K12 K12 +K23 _K23
K= -Ky Ky+Ky -Ky >
_Kn—l,n Kn—l,n
D — macierz wspotczynnikow thumienia:
Dl + D|2 - D12
_D]2 D12 +D2 +D23 _D23
D= - D23 D23 + D3 + D34 - D34
- Dn—l,n Dn—l,n + Dn

T, — wektor zawierajacy momenty napgdowe turbin (oraz zera na pozycjach odpowia-
dajacych napedzanym elementom);
T, — wektor zawierajacy momenty elementéw stanowiacych jednostki napedzane (ge-
nerator, wzbudnica) oraz zera na pozycjach odpowiadajacych turbinom.

Poniewaz rownanie (6.44) odnosi si¢ do generatora, wigc nalezy przyjac, ze kat po-
lozenia wirnika generatora y jest katem tego wilasnie elementu w rozpatrywanym
uktadzie, na przyklad: y = y na rys. 6.7. Parametry wymagane w rownaniu (6.44) sa
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zazwyczaj trudne do osiagnigcia, tak rozbudowany model moze by¢ zatem stosowany
w specjalnych przypadkach, na przyktad do analizy momentéw skretnych watu.

d) Algorytm obliczeniowy

W modelu ztozonej sieci rOwnania generatora powinny by¢ rozwigzywane tacznie
z rownaniami pozostalych jej elementow. Jednak ze wzgledu na odmienna strukturg
modelu generatora, bezposredni zapis rownan rownowagi sieci (na przyktad wedtug
metody potencjatéw weztowych) staje si¢ klopotliwy. W praktyce modele maszyn
elektrycznych i modele pozostalej czgsci sieci traktowane sa oddzielnie — kazdy z tych
podsystemow jest reprezentowany za pomocg stosownego modelu. W celu zapewnie-
nia r6wnowagi pomig¢dzy w ten sposdb wydzielonymi cze$ciami systemu (prady i na-
pigcia na granicach taczonych czgsci musza by¢ sobie rowne), nalezy zastosowaé od-
powiednia numeryczng procedurg rownoczesnego rozwiazywania rownan zwigzanych
z modelami oddziatujacych na siebie podsystemow. Stosuje si¢ tu jedna z nastgpuja-
cych metod:

1. Prosta iteracyjna metoda rozwiazywania rownan rownowagi w kazdym kroku sy-
mulacji. W wyniku rozwiazania réwnan modelu generatora (lub kilku generato-
row), przy zadanych warunkach poczatkowych, otrzymuje si¢ nowe wartosci pra-
dow na zaciskach maszyny. Z kolei rozwigzujac rownania sieci z uwzglednieniem
nowych wymuszen pradowych od modeli generatoréw, otrzymuje si¢ skorygowane
warto$ci napig¢ generatorowych. Proces ten jest powtarzany az do uzyskania zato-
zonej zbieznosci [76].

2. Reprezentacja sieci elektrycznej za pomoca ekwiwalentnego zrodia napigciowego
(wedtug twierdzenia Thévenina) lub, niekiedy, pradowego (zgodnie z twierdze-
niem Nortona). Ten ekwiwalentny obwod jest dolaczany do modelu maszyn
i wspolnie rozwiazywany. Podejécie to przyjeto nazywa¢ metodq kompensacji®
[16, 30].

3. Reprezentacja obwodow zwiazanych z maszynami elektrycznymi za pomoca
ekwiwalentnych zrodel napigcia lub pradu i dotaczenie ich do modelu sieci.
Wspolne rozwiazywanie otrzymanych rownan w kazdym kroku symulacji zapew-
nia rownowagg rozdzielonych podsystemow. Ze wzgledu na koniecznos¢ ekstrapo-
lacji niektorych wielkosci w modelach maszyn, ten sposob rozwiazywania wspol-
nych rownan obu podsystemow przyjeto nazywac metodq predykcji [16, 30, 80].

Ponizej oméwiono pokrotce podstawowe zasady wymienionych metod.

Zastosowanie prostej metody iteracyjnej pozwala na pelna kontrole doktadnosci
obliczen, a zatem i stabilno$ci rozwiazania. Niestety, wiaze si¢ to z konieczno$cia wy-
konania kilku penych iteracji (z uwzglednieniem catego modelu sieci i generatoréw)
w kazdym kroku symulacji. Zasadniczy schemat obliczen jest pokazany na rys. 6.8.

*2 Poréwnaj z p. 2.3.2.
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W wyniku rozwiazania rownan sieci uzyskuje si¢ wektor napig¢ na zaciskach genera-
tora uypc, ktore sa nastgpnie przeksztatcane do napie¢ ugg,. Dalej jest rozwigzywany
uktad réwnan rézniczkowych (6.23)—(6.25) (model generatora) wzgledem pradow iy,
ktore sa z kolei przeksztalcane do wielkosci fazowych i4pc.

Model Model
turbiny | | wzbudzenia
, T~ N e o Py Yodq g,
/ \ Vv
l \ ‘
, Model || . v | Model
\ siec1 [ v @ | generatora
\ ) v
\ d i i
- _ — ABC P()) | 0dg

Rys. 6.8. Schemat rozwigzywania rownan generatora w procesie iteracyjnym

W modelu nalezy tez odwzorowa¢ uktad mechaniczny z turbing oraz uktad wzbu-
dzenia generatora. Uktady te wspotpracuja takze z ewentualnymi regulatorami turbiny
i wzbudzenia. W schemacie tym réwnania napigciowe moga by¢ zamienione przez
rownania strumieniowe (6.15) [60]. W podobny sposéb do modelu sieci mozna dota-
czy¢ wigksza liczbg modeli generatorow.

Ogolna zasada metody kompensacji jest przedstawiona w p. 2.3.2. W tym wypadku
model sieci jest w kazdym kroku obliczeniowym reprezentowany za pomoca ekwiwa-
lentnego zrédta napigciowego z szeregowo wlaczona rezystancja (metoda Thévenina).
Obwadd ten jest dotaczany do modelu generatora i jest nast¢pnie razem z nim rozwia-
zywany. W programach EMTP ta metoda jest stosowana do reprezentacji elementow
nieliniowych oraz w modelu maszyny uniwersalnej (UM) [30].

W przypadku generatora synchronicznego w kazdym kroku modelowania algorytm
ten jest realizowany zgodnie z nastgpujacym schematem [16, 17]:

e Zastapi¢ calg sie¢, z wyjatkiem generatora, za pomoca ekwiwalentnego Zrodia

napigcia.

e Okresli¢ prognozg wartosci predkosci katowej wirnika @ oraz kata potozenia

wirnika y. Przeksztatci¢ ekwiwalentne zrédto napigciowe do uktadu 0dg.
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e Rownania rézniczkowe (6.23)—(6.25) uzupeli¢ o réwnania sprowadzonego
ekwiwalentnego zrodta napigciowego i rozwiazac.

e Rozwiaza¢ rownania modelu mechanicznego (6.44), przy czym moment elek-
tromagnetyczny okre$li¢ zgodnie z (6.37). W rezultacie otrzymuje si¢ nowe
przyblizenie wartosci yoraz .

e Sprawdzi¢ warunek zbiezno$ci dla @ i, ewentualnie, powtdrzy¢ procedurg,
przechodzac do p. 2.

Metoda ta charakteryzuje si¢ duza doktadnoscia, a przez to takze duza stabilnoscia.
Jej gléwny niedostatek polega na tym, ze w podsystemie zawierajacym generator nie
moze si¢ znalez¢ element nieliniowy, gdyz jego model takze wymaga zastosowania
podobnego schematu obliczeniowego. W programie ATP-EMTP algorytm ten jest re-
alizowany, jesli do reprezentacji maszyny synchronicznej wybrany zostanie model
maszyny uniwersalnej (UM) [8, 16].

Odwrotnie niz w przedstawionym powyzej przypadku, w metodzie predykcji two-
rzony jest ekwiwalentny obwod reprezentujacy model generatora. Obwdd ten (ztozony
z szeregowo potaczonego zrddta napigcia i zastepcezej rezystancji) jest nastgpnie dota-
czony do modelu sieci i razem z nig rozwiazywany. Ten sposob rozwiazywania ztozo-
nych modeli w programach EMTP jest stosowany gltéwnie do modelowania generato-
réw synchronicznych (Type 59) [30].

W odniesieniu do modelu sieci z generatorem synchronicznym algorytm zwigzany
z metoda predykcji sprowadza si¢ do wykonania w kazdym kroku modelowania na-
stepujacych czynnosci:

1. Okresli¢ prognozeg (predykcja) wartosci napigé 1 pradow w sktadowych d—q: ug, u,,
lg, lg.

2. Okresli¢ prognoze wartosci predkosci katowej wirnika @, a nastgpnie obliczy¢ war-
to$¢ kata potozenia wirnika y. Wyznaczy¢ ekwiwalentne zrodla napigciowe
w plaszczyznie Odg (schemat Thévenina) i przeksztalci¢ je do sktadowych fazo-
wych. Uformowana zostaje macierz ekwiwalentnych rezystancji generatora.

3. Ekwiwalentny schemat zastepczy generatora dotaczy¢ do schematu sieci i razem je
rozwiazac.

4. Przeksztalci¢ uzyskane prady i napigcia generatora w sktadowych fazowych do
sktadowych d—¢g. W wyniku rozwigzania réwnan modelu mechanicznego maszyny
uzyskuje si¢ nowa wartos¢ predkosci katowej wirnika @.

5. Sprawdzi¢ zbiezno$¢ rozwiazania wzgledem wielkosci w. W przypadku braku
zbieznos$ci przejsé do p. 4.

Predykcja zmiennych procesu odbywa si¢ na podstawie jego historii:

(k) =20k -1)— w(k -2) (6.45)

w odniesieniu do predkosci katowej wirnika oraz:



6.1. Maszyna synchroniczna 237

x(k) = %x(k “)+ %x(k —2)- %x(k ~3) (6.46)

w przypadku napig¢ i pradow [17, 30].

W celu wyznaczenia ekwiwalentnych zrodet napigciowych i ekwiwalentnych rezy-
stancji generatora w plaszczyznie d—q nalezy dokona¢ odpowiedniej redukcji schema-
tu zastgpczego generatora (rys. 6.5) z uwzglednieniem cyfrowych modeli elementéw
RL, ktorych szczegoty zaleza od przyjetego sposobu numerycznego catkowania (mo-
dele skojarzone). Ten proces redukcji dla schematu zastgpczego generatora w osi ¢
jest pokazany na rys. 6.9.

a)
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Rys. 6.9. Tworzenie ekwiwalentnego obwodu Thévenina dla sktadowej
W 0si ¢ generatora
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Dla wigkszej przejrzystosci na rysunku pominigto indeksy odnoszace si¢ do dyskret-
nego czasu, jednak nalezy pamigtac, ze ekwiwalentne Zzrddlo napigciowe zawiera sktad-
niki odnoszace si¢ do biezacego i poprzedniego kroku modelowania: e,= e, (k, k1)
= e, i(k)tep(k—1), przy czym w kolejnych krokach iteracyjnych korygowany jest tylko
sktadnik odnoszacy si¢ do biezacego kroku k: e,i(k), natomiast drugi sktadnik tego na-
pigcia: e(k—1) nie zmienia sig. Nalezy to uwzgledni¢ przy wyprowadzaniu odpowied-
nich zaleznosci. W ten sposdb model generatora jest reprezentowany w sktadowych Odg
za pomoca trzech zastgpczych obwodéw o strukturze jak na rys. 6.9d. Koncowy cyfro-
wy model generatora jest okreslony nastgpujacym roéwnaniem:

u (k) | | R, iy(k) | | e(k,k—1)
u, (k) | = R, i,(k) |+| e, (k. k= 1) (6.47)
u, (k) R, | i, (k)| |e,(kk—1)

Przeksztalcenie tego rownania do wspotrzgdnych fazowych jest zwiazane z nastg-
pujaca transformacja macierzy rezystancji:

R 5 = P(7)R0qu_l(7) (6.48)

gdzie: Ryg, jest diagonalng macierza rezystancji (6.48), a Ryzc jest w ogdlnym przy-
padku niesymetryczna macierza ekwiwalentnych rezystancji modelu generatora
w sktadowych fazowych.

Dotaczenie takiego modelu generatora do modelu sieci sprawia, ze w rdGwnaniach
calego modelu pojawia si¢ niesymetryczna macierz parametrOw, co niepotrzebnie
komplikuje algorytm ich rozwiazania. W celu uzyskania efektywnego algorytmu obli-
czeniowego w programach EMTP wprowadzone zostaty kolejne udoskonalenia [30].
Aby unikna¢ niesymetrycznosci macierzy R, pc, wprowadza sig taka korekcjg ekwiwa-
lentnych obwodéw w osiach dq, aby ich rezystancje byly jednakowe. Schematy sko-
rygowanych obwoddow sa pokazane na rys. 6.10.

_Rd+Rq Rd+Rq
. €= R, -R, T

Rys. 6.10. Skorygowane schematy zastepcze ekwiwalentnych zrodet napigciowych
modelu generatora w osiach: a) d oraz b) ¢

W rezultacie korekcji rezystancje zastgpcze obu ekwiwalentnych zrodet sa jedna-
kowe, Rs=Rye= (Rs+ R,)/2, natomiast odpowiednio zostaja skorygowane zastgpcze
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napigcia: ez = e;—idRs— R,)/2 oraz e, = e,— iy(R,— Ry)/2. Po wprowadzeniu tej mody-
fikacji zastepczych rezystancji, uzyskuje si¢ symetryczna macierz R zc w (6.48).

6.1.2. Model w skladowych fazowych

Glownym niedostatkiem przedstawionych powyzej modeli maszyny synchronicznej
reprezentowanych w sktadowych 0dg jest koniecznos¢ stosowania jakiego$ sposobu
ekstrapolacji wielu zmiennych procesu przy przejsciu migdzy dwoma systemami
wspotrzednych (fazowych i 0dg), poniewaz wspotczynniki transformacji sa zalezne od
nieznanego wyniku rozwiazania. Przyblizenie zwiazane z ta ekstrapolacja jest zrédtem
btedow, ktére moga prowadzi¢ do niestabilno$ci rozwiazania [16].

Model elektryczny generatora w sktadowych fazowych mozna zapisa¢ w nastepu-

jacej postaci:
i|:Ls () L, (7):||:iABC:| _ _|:rABC i||:fABC:| 3 |:uABCi| (6.49)
de|L(») L.(») |1 Yipo || 1o U o
gdzie poszczegolne wielkosci sa takie jak w rownaniach (6.3)—(6.7). Najczesciej moz-
na przyjac, ze L(») = L,.

Na podstawie (6.3) tworzone sa rOwnania cyfrowego modelu generatora, w ktorych
wystepuja odpowiednie macierze przewodnosci (zalezne od biezacej wartosci kata »)
i wektory zrédel pradowych, stosownie do wybranej metody catkowania numeryczne-
go. Ten numeryczny model generatora jest dotaczany do cyfrowego modelu sieci
i wspolnie rozwiazywany. Ogolna struktura algorytmu obliczen jest nastgpujaca
[16, 17]:

1. Okresli¢ prognozeg wartosci predkosci katowej wirnika @ oraz kata potozenia wir-
nika 7. Okresli¢ wartosci ekwiwalentnych parametrow modelu generatora.

2. Obliczy¢ prady w uzwojeniach wirnika i moment elektryczny generatora na pod-
stawie (6.36). Po rozwiazaniu rownan modelu mechanicznego otrzymuje si¢ nowe
wartos$ci predkosci katowej wirnika @ oraz kata potozenia wirnika .

3. Sprawdzi¢ zbieznos$¢ procesu iteracyjnego wzgledem wartosci . W razie duzej
odchylki przejs¢ do p. 2.

W programach EMTP metoda ta jest stosowana w modelach generatoréw o nazwie
Type-58 [17]. Poniewaz ekstrapolacja (predykcja) jest tu wprowadzana w ograniczo-
nym zakresie, metoda ta jest na ogol bardziej stabilna od innych metod, wymagaja-
cych przeksztalcenia uktadu wspotrzednych. Ponadto metoda ta nie wyklucza obecno-
sci elementow nieliniowych w tym samym podsystemie rozpatrywanego modelu sieci
[71, 80].
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6.2. Maszyna indukcyjna

6.2.1. Uwagi ogolne

Termin maszyna indukcyjna obejmuje bardzo szeroka rodzing wirujacych maszyn
elektrycznych, w ktorych sila elektromagnetyczna (sem — w generatorach) lub sita
elektrodynamiczna (sed — w silnikach) powstaje w wyniku oddziatywania dwoch
przemieszczajacych si¢ wzgledem siebie p6l magnetycznych stojana i wirnika. Zré-
dtem pola magnetycznego wirnika jest prad, ktory jest tam wywotywany w rezultacie
przemieszczania si¢ jego uzwojen (lub zwartych klatek) wzgledem pola magnetyczne-
go stojana. W przeciwienstwie do maszyn synchronicznych, pola magnetyczne stojana
i wirnika maja zatem w tym wypadku rézna czestotliwos$é, co jest niezbednym warun-
kiem funkcjonowania tych maszyn — dlatego czgsto nazywa si¢ je maszynami asyn-
chronicznymi.

Ze wzgledu na budowg i sposéb zasilania, maszyny indukcyjne dzieli si¢ na naste-
pujace grupy.

1. Maszyny klatkowe (ang. squirrel-cage lub cage), w ktérych uzwojenie wirnika
jest wykonane w postaci pretdow miedzianych lub aluminiowych, potaczonych na jego
obu koncach, tworzac zamknigte ‘klatki’ (rys. 6.11). W przypadku silnika klatkowego
wirujace pole magnetyczne stojana indukuje w uzwojeniu wirnika sitg elektromoto-
ryczna, ktora generuje w zwartym uzwojeniu prad. W jego efekcie wytwarzany jest
strumien magnetyczny wirnika, ktory, oddzialujac na strumien stojana, wytwarza
moment obrotowy.

stojan wirnik

miedziane

wat wirnika

uzwojenie
fazy A stojana

Rys. 6.11. Model maszyny indukcyjnej klatkowe;j
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Kierunek wirowania obu pol: stojana i wirnika jest taki sam, zatem niecodzownym
warunkiem indukowania si¢ napi¢cia w uzwojeniu wirnika jest wystepowanie réznicy
predkosci wirowania pola elektromagnetycznego stojana i predkosci obrotowej wirni-
ka. Wielkos¢ ta jest okreslana przez poslizg:

s=—A e T (6.50)

gdzie: n, — predko$¢ obrotowa synchroniczna (odpowiada jej predkos¢ katowa @), ),
n, — predko$¢ obrotowa pola wirnika (odpowiada jej predkos¢ katowa pola elektrycz-
nego wirnika ,).

Wystgpowanie poslizgu (o wartosci roznej od zera) jest zatem nieodzownym wa-
runkiem pracy maszyny asynchronicznej (indukcyjnej), co odroznia ja od maszyny
synchroniczne;j.

W przypadku maszyny o liczbie par biegunow p > 1 pulsacja pola wirnika wynika
z pomnozenia predkosci katowej wirnika @, przez liczbg par biegunow:

W, =po, (6.51)

e

co pozwala okresli¢ predkos¢ katowa wirowania wirnika:

o, = o,1=5) (6.52)
p
W symetrycznym uzwojeniu wirnika wytwarzany jest prad o czgstotliwos$ci:

_Sh_ s n
/.= > " 1_s 60 (Hz) (6.53)

gdzie n,=n — predko$¢ obrotowa wirnika maszyny (obr/min).

Wartos¢ poslizgu zalezy od stanu pracy maszyny. W przypadku silnika na poczatku
rozruchu §=1, po czym wielko$¢ poslizgu maleje do okreslonej wartosci s >0, za-
leznej od obcigzenia. W przypadku generatora indukcyjnego s <0 .

W celu utatwienia rozruchu (zwigkszenia momentu rozruchowego i zmniejszenia
pradu podczas rozruchu) wprowadza si¢ modyfikacje budowy wirnika. Polegaja one
na stosowaniu wielu klatek (ang. multi cage) lub klatek giebokozlobkowych (ang. de-
ep bars).

Wykorzystuje sig¢ tu zjawisko wypychania pradu na zewnatrz przekroju przewod-
nika przy szybkiej zmianie pola magnetycznym (efekt naskorkowosci). W jednolitym
przewodniku zjawisko to powoduje zwigkszenie si¢ jego rezystancji (w mniejszym
stopniu takze spadek indukcyjno$ci) wraz ze wzrostem czestotliwosci pradu. W trak-
cie rozruchu silnika indukcyjnego, przy duzej wartosci poslizgu, zmieniajace si¢ szyb-
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ko pole magnetyczne wirnika wyciska prad indukowany w zelazie i prgtach klatki
w kierunku jego powierzchni. Jest to wykorzystywane do takiego ksztattowania ztob-
kéw, w ktorych sa umieszczone przewodzace prety, aby opornos¢ tych czesci obwodu
klatki, ktore sg blizej powierzchni, byta wigksza (rys. 6.12).

Reaktancja zewnetrznych czg$ci preta jest znacznie mniejsza niz reaktancja czgsci
wewngtrznych w przekroju preta. W ten sposob oporno$é czynna obwodu wirnika
w czasie rozruchu (kiedy poslizg jest duzy) jest wigksza niz podczas normalnej pracy.

Rys. 6.12. Przyktady ksztattow ztobkow wirnikow: a) normalny, b) glgboki,
¢) wirnika dwuklatkowego

Zachodzi tu zatem samoczynnie zmiana parametréw wirnika, ktora w silnikach
pierscieniowych jest wymuszana przez dotaczany z zewnatrz opornik regulacyjny. In-
nym rozwiazaniem, ktore wykorzystuje omowiony efekt, jest stosowanie w wirniku
kilku oddzielnych obwodow klatkowych. Prety klatki umieszczonej blizej powierzch-
ni wirnika maja wigksza rezystancj¢ i mniejsza reaktancje niz te, ktore znajduja sig
w glebi wirnika (rys. 6.12¢).

2. Maszyny pier$cieniowe (ang. wound) maja wirniki ze standardowym uzwoje-
niem (potaczonym w gwiazde lub tréjkat), ktorego konce sa dotaczone do pierscieni
slizgowych (ang. slip rings) (rys. 6.13).

stojan wirnik

e ]

=
=
N

— ]
o—]

Rys. 6.13. Model maszyny indukcyjnej pierscieniowej
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W przypadku silnika pier§cieniowego takie rozwiazanie pozwala przylaczy¢ do
uzwojenia wirnika dodatkowa opornos¢, co znakomicie utatwia jego rozruch: w mo-
mencie rozruchu ta oporno$¢ jest duza, by w miarg nabierania przez wirnik predkosci
obrotowej byla zmniejszana do zera [72, 101, 102].

Uzwojenie wirnika moze by¢, w ogélnym przypadku, przewidziane do zasilania
z uktadu wielofazowego.

3. Maszyny indukcyjne z dwustronnym zasilaniem (ang. doubly-fed) maja bu-
dowe podobna do maszyn pier§cieniowych, w tym jednak przypadku pierscienie stuza
do zasilania uzwojen wirnika z zewngtrznego zrodta o okreslonej czgstotliwosci, co
moze shuzy¢ do regulacji predkosci obrotowej (w silniku) lub czgstotliwosci genero-
wanego napigcia (w generatorach). W pewnych warunkach wiasciwosci takich ma-
szyn sa podobne do wilasciwosci maszyn synchronicznych: oddziatywanie obu pol,

stojana i wirnika, o czgstotliwo$ciach odpowiednio f oraz f,, ustalaja ‘synchro-

niczna’ predkos$¢ obrotowa wirnika, okreslona przez poslizg zgodnie z (6.50).
6.2.2. Model matematyczny

Model maszyny indukcyjnej tylko nieznacznie r6zni si¢ od modelu maszyny synchro-
nicznej. W celu uniknigcia zbyt wielu odwotan do rozwazan prowadzonych w odnie-
sieniu do maszyny synchronicznej, podstawowe zalezno$ci wystgpujace w obu mode-
lach maszyn zostana tu powtdrzone. Jesli ograniczy¢ rozwazania do przypadku, gdy
na wirniku znajduja si¢ pojedyncze uzwojenia trojfazowe, to réwnania napigciowe
maszyny przyjma postac¢ jak w (6.3), przy zachowaniu przyjetych tam kierunkoéw pra-
dow 1 napig¢ stojana (s) i wirnika (7):

{ W pc(s) }: _{Rs :||:.iABC(s) :| _i|:\|’ABC(s):| (6.54)
~Wpcr(r) R, | Viscrn | dE| Waseror
gdzie dodatkowy indeks ‘»* wskazuje na to, ze stosowne wielkos$ci sa odniesione do
napigcia uzwojenia wirnika.

Jest to roéwnanie modelu maszyny indukcyjnej w sktadowych fazowych (tylko
czg$¢ elektryczna). Napigeie na uzwojeniach wirnika moze by¢ rézne od zera w ma-

szynach dwustronnie zasilanych. Strumienie zwiazane z uzwojeniami stojana (s)
1 wirnika (¥) mozna okres$li¢ nastepujaco:

WV sc(s) :{L“ Lsr:| iABC(S) (6.55)
\IlABCr(r) Lrs Lr iABCf(”)

gdzie macierz indukcyjnosci jest utworzona z nastepujacych podmacierzy:
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_ _ LMS _ LMY | i _ LMV _ LM’ |
s 7 7 rr P 7
Lg —| — LMS LYY _ LMs , Lr —| — LMr . _ LMr ,
) 2 " 2 2 2
Ly _Le Ly Ly
| 2 2 s | i 7 9 rr |

( 2nj ( 2nj_
cos ¥ cos 7+? cos| 7 ==~

2 2
Lsr :Lsr COS(]/—?TEJ COS}/ COS[}/_F?TEJ ’ L"S = LY;" ?

( 275] [ 275]
cos ;/+? cos| 7 = cosy

przy czym:
N N
LM&‘ = Lsr VY H LMr = Lsr Fr ’ Lsx = le + LMv b er = Lrlr + LMr H

L,, L, —indukcyjnosci rozproszenia, odpowiednio uzwojenia stojana i wirnika,

L, —amplituda indukcyjno$ci wzajemnej pomigdzy uzwojeniami stojana i wirnika,

N,, N, —liczba zwojoéw, odpowiednio, uzwojenia stojana i wirnika,

= 7. — kat elektryczny pomiedzy uktadami wspotrzednych stojana i wirnika.

W celu uproszczenia schematu zastepczego maszyny (a takze jej analizy) mozna
sprowadzi¢ obwdd wirnika do poziomu napigcia stojana. Zasady transformacji odpo-
wiednich wielkos$ci okreslaja nastepujace zwiazki [14]:

kvr :£’ kvz) :i’ Lrl :L;‘zl", Rr :R_g
‘ LMS ‘ LMs ksr ksr
(6.56)
Wz :k_uABCr(r)’ iABC(r) = ksriABCr(r)

Kolejnym krokiem w kierunku uproszczenia modelu matematycznego maszyny in-
dukcyjnej jest transformacja wspotrzednych fazowych stojana i wirnika w modelu
(6.54) do wspotrzednych 0dg, w ktorych uktad odniesienia jest zwiazany z obracaja-
cym si¢ wirnikiem. Napigcia stojana (s) przeniesione do wirnika oraz napigcia wirnika
(r) zapisane w uktadzie Odg przyjmuja podobna postac¢ jak w (6.15):

u S R s i N S Q N
0dg(s) | _ _| *R0dg(s) .Odq( | d )| Wodges) +{ } Wodg(s) (6.57)
~Wou Rouir [ Hoagrn | A || Wouger 0| Wouyr)
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gdzie predkos¢ katowa w macierzy Q (6.16) jest predkoscia elektryczna wirnika:
Q=P Wous)> Yoagr) 0Znaczaja odpowiednio strumienie skojarzone z uzwoje-

niami stojana (s) oraz wirnika (r), zapisane w sktadowych 0dq — jak w (6.17):

) P! oflL. L_|P 0 [ iy

Voago) | _| P (7) s ) L Toa (6.58)
\I’Odq(r) 0 C Lsr Lr 0 C lOdq(r)

przy czym macierz C odzwierciedla relacje migdzy dwoma uktadami wspoirzednych

wirnika: fazowymi (4BC) i 0dg.

Wektor napig¢ wgq;y ma rozne od zera elementy w maszynach pierscieniowych
(rys. 6.13); natomiast w maszynach klatkowych obwody wirnika sa zwarte. Macierz
transformacji P(y) jest okreslona jak w (6.11), przy czym y jest katem elektrycz-
nym, wigc do jego obliczania zgodnie z (6.7) nalezy przyja¢ o = pw,, tak, ze:

dy
—=po, =0, 6.59
q P (6.59)

Macierz C' przeksztalca wielkosci trojfazowe uzwojenia wirnika do uktadu
wspotrzednych Odg. Poniewaz w tym wypadku oba uktady wspédtrzednych pozostaja
zwigzane z obracajacym si¢ wirnikiem, wigc nie przemieszczaja si¢ wzgledem siebie.
Macierz ta taczy si¢ z macierza P(y) nastgpujaca zaleznoscia:

L 0
) \/15 \/5 1 0 0
P(}/)=C~E(7)=\/; 2 2| 0 cosy  siny (6.60)
Ry V3
V2 2

0 siny —cosy

Jak wida¢, macierz C jest znana macierza przeksztatcen migdzy uktadem trdjfazo-
wym i skladowymi O w unormowanej postaci (4.81). Macierz E(y) odwzorowuje
katowe przesunigcie (obrot) uktadu wspotrzednych stojana w odniesieniu do wirnika,
przy czym, zgodnie z przyjetym zalozeniem, o$ d wyprzedza o$ g — jak w modelu ma-
szyny synchronicznej (rys. 6.3). Transformacja wielkosci tréjfazowych stojana i wir-
nika do sktadowych 0dg odbywa si¢ zgodnie z nastgpujacymi przeksztatceniami:

Ty =P 1 Aype =E '()-C”! “Lype(s) 6.61)

. P R
lodq(r)_c e

dla pradow i analogicznie dla innych wielkosci.
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Po uwzglednieniu zaleznosci (6.61) w (6.58), otrzymamy:
\I’Odq(s) LOdq(S) LOdq(sr) iOdq(S)
=| : (6.62)
Wodg(r) Lowsr  Loagery | Yoager

L, 0

I

gdzie:
LO

S
LOdq(s) = Lds > LOdq(r) = L, > LOdq(sr) = Ldsr
L L L

qs qr qsr
Biorac pod uwagg zaktadang symetri¢ uzwojen stojana i wirnika, mozna potwier-
dzi¢ rowno$¢ poszczegdlnych parametroéw modelu:

Ly=L,=L,, Ly=L,=L=L,+L,, L,=L,=L=L,+L, (6.63)

m?>

gdzie: L

. » L, —indukcyjnoSci rozproszenia uzwojenia stojana i wirnika, sprowadzo-
ne do jednego poziomu napig¢.
Macierze rezystancji w (6.57) mozna okreslic w podobny sposob, jak indukcyjno-

$ci: z zastosowaniem macierzy transformacji P(y) oraz C. Jesli trojfazowe uzwojenia

wirnika i stojana sg symetryczne (odpowiednie rezystancje beda zatem jednakowe), to
macierze te maja nastgpujace wartosci:

0dq(s) = R s Ry = R (6.64)

gdzie: R, =Ry, =Re( =R, Ry =Ry =Re(y =R,

”

Réwnania (6.57), (6.58) okreslaja model maszyny indukcyjnej w sktadowych 0dg,
zwigzanych z obracajacym si¢ wirnikiem. Jak wida¢, dzigki temu, ze wspotrzedne d
i g sa prostopadle, rownania maszyny dla poszczegolnych sktadowych maja prosta po-
sta¢ (macierze parametrow sa diagonalne). Rozpatrzmy bardziej szczegdélowo rowna-
nia napi¢¢ dla ekwiwalentnych obwodow stojana i wirnika odpowiadajacych sktado-
wej d-

di,, I di,
de " dt

di di
u, =Ri, +(L,+L )=+ —%
dr ridr ( rl m) dt m dt

uds = _Rsids - (le + Lm ) + a)((LSI + Lm )iqs + Lmiqr)

(6.65)

Odejmujac stronami powyzsze roOwnania otrzymamy réwnanie ekwiwalentnego
obwodu maszyny w osi d-
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ud? = _Rvidv - Rridr - le % - Lrl dld’ + a)((Lvl + Lm )iqv + Lmiqr)+ udr
- o dr | | (6.66)
= Riy ~Ri,-1,% g Yo (i L )eu
sds rtdr sl d ¢ rl d ¢ s"qs m°qr dr
Podobnie mozna uzyskaé rownanie dla napigcia w osi g:
. . diqS diq}" . .
uqs = _Rslqs - erqr - le ? - Lrl ? - a)(leds + Lmldr )+ uqr (667)
a takze dla sktadowych zerowych:
uy, =Ry —L, Yoy —_pi —p, o (6.68)
; C ’ t dr
Schematy zastgpcze tych obwodow sa pokazane na rys. 6.14, przy czym:
idm = ids - idr > iqm = iqs - iqr (669)

b R DYy Ly L, R,

) R L, i R L,

Rys. 6.14. Schematy zastgpcze obwodow maszyny w osiach:
a) d, b) g i c) dla sktadowej zerowej
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Rozwazany model okresla rownania maszyny w sktadowych 0dg: uktad odniesie-
nia jest zwigzany z obracajacym si¢ wirnikiem. Sktadowa zerowa jest czgsto pomijana
w obliczeniach, gdyz proces w tym obwodzie nie wplywa na warto§¢ momentu elek-
tromagnetycznego.

Potaczenie tego modelu z modelem zewngtrznego systemu wymaga przeksztatce-
nia, w kazdym kroku modelowania, uzyskanych wielkosci (zastepczych przewodnosci
i zrodel pradowych) do sktadowych fazowych w odniesieniu do zaciskow maszyny.

W przedstawionym modelu zalozono, ze obwody wirnika sa utworzone przez
uzwojenie trojfazowe. W przypadku maszyny pier§cieniowej rezystancje wirnika na-
lezy zwiekszy¢ o rezystancje przytaczonych przez pierScienie zewngtrznych opordw.
Rownania te nalezy takze odpowiednio zmodyfikowac, jesli na wirniku znajduja sig
inne uzwojenia, niz zalozono powyzej. Czgsto spotykane rozwiazania to uktady z jed-
nym uzwojeniem (jak w maszynie synchronicznej), dwoma lub wigksza liczbg uzwo-
jen [14, 39, 72].

6.2.3. Model elektromechaniczny

Podstawowe rownanie rownowagi mechanicznej obracajacego si¢ wirnika jest naste-
pyujace (porownaj z (6.29)):
d

w
J=F+Do, =TT, (6.70)
t

gdzie: J — moment bezwladnosci obracajacego si¢ uktadu, (kg-m”); D — wspotczynnik
ttumienia, (N-m/(rad/s)); 7,, — moment mechaniczny, (N-m); @, — predko$¢ katowa
wirnika, (rad/s); T, — moment elektromagnetyczny, (N-m) (w szczelinie powietrzne;j).

Moment elektromagnetyczny mozna okresli¢ zgodnie z (6.36), gdzie: i oznacza
wektor fazowych pradéw stojana i wirnika, natomiast L. odnosi si¢ do pelnej macie-
rzy indukcyjnosci maszyny, jak w (6.55). Dla modelu w sktadowych 0dg moment ten
mozna obliczy¢ na podstawie wielkosci stojana lub wirnika:

Te = p(lt”dsiqs - quids): p(l//dritlr - quidr) (671)

Stosujac wielkos$ci sprowadzone do uktadu Odg, moment elektromagnetyczny
mozna takze okresli¢ na podstawie zaleznosci (6.37). Moc przekazywana ze stojana
do wirnika silnika (lub w kierunku przeciwnym — w generatorze) jest zwigzana z mo-
mentem elektromagnetycznym nastgpujaca zaleznos$cia:

P =T = Tem (6.72)
p

Jesli uwzgledni¢ straty mocy AP w maszynie (elektryczne i mechaniczne), to moc
B dostarczona do niej moze by¢ okreslona nastg¢pujaco:
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n

gdzie 77 jest sprawno$cia maszyny.
Biezacy kat potozenia obracajacego sig¢ wirnika mozna okresli¢ na podstawie za-
lezno$ci:

t
7, = [@dr+y, (6.74)
0

Podczas pracy pradnicowej zachodzi relacja 7,,>T7,, natomiast jes$li maszyna jest
silnikiem napedzajacym uktad mechaniczny, to wystepuje zaleznos¢ odwrotna:
1,<T,.

Gdy silnik jest potaczony z napedzana maszyna poprzez sprzegto elastyczne lub je-
sli wat Iaczacy obie jednostki wykazuje pewna elastycznosé, to moment 7, przekazy-
wany przez silnik do napedzanej maszyny mozna okresli¢ nastgpujaco:

t

T,=T,0=K,(,®-7,0)=K,[(0.0)-0,0)dc+T,,  (675)

0

gdzie: 3., . — katy potozenia skupionych mas silnika (wirnika) i maszyny, odpowied-
nio; K, — wspotczynnik sprezystosci watu taczacego silnik z maszyna; 70 = 7,,(0).

Zwarty uktad opisany zaleznoscia (6.70) zostaje wowczas podzielony na dwie czg-
sci potaczone watem (rys. 6.15). Ich dynamika jest opisana nastepujacymi zalezno-
$ciami:

do,

J, +Do, =T,-T, (6.76)
dt
do
J, t’” +D,w,=T,-T, (6.77)

przy czym moment 7,, jest okreslony jak w (6.70).

7 T
—~' D i K, —~/ D i
silnik obcigzenie
) )1
J, L, J,

Rys. 6.15. Uktad mechaniczny z dwoma wirujacymi masami
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W ten sposdb model mechaniczny uktadu napedowego silnik—maszyna z elastycz-
nym potaczeniem jest okreslony przez rownania (6.76)—(6.77). Model ten mozna ta-
two rozszerzy¢ na wigksza liczbg potaczonych wzajemnie elementow, jak to pokazano
w modelu generatora synchronicznego (6.44). Pozwala to analizowac zjawiska dyna-
miczne (zmienne naprgzenia, oscylacje mechaniczne) w watach napedowych. Przyje-
cie sztywnego polaczenia (K, — ) prowadzi do modelu o jednej ekwiwalentnej ma-
sie, ktorej dynamike okresla zaleznos$¢ (6.70), przy czym: D=D,+ D,, J=J,+J,,
O= 0= Op.

Poniewaz model czgsci elektrycznej silnika (pradnicy) jest reprezentowany za po-
moca odpowiedniego obwodu elektrycznego, wigc wygodnie jest takze w ten sposob
odwzorowaé przedstawiony powyzej model czesci mechanicznej™. Latwo zauwazy¢,
ze roOwnania (6.76)—(6.77) moga by¢ interpretowane jako zalezno$ci okreslajace dy-
namike ekwiwalentnych obwodow elektrycznych:

TR I (6.78)
dt R
1

c Qi L, (6.79)
dt R

m

Ekwiwalent elektryczny zalezno$ci (6.75) mozna znalez¢ przez zrdzniczkowanie tego
réwnania:
1 d7T, di

0 -, <> L, =y —u, (6.80)
K, dt dt

Obowiazuje tu zatem nastgpujaca rownowaznos¢ wielkosci mechanicznych i elek-
trycznych:

moment inercji J (kgm?) © pojemnos¢ C (F);
wspotczynnik thtumienia D (N-m/(rad/s)) © przewodnos$¢  1/R (1/Q);
moment obrotowy T (N-m) © prad i(A);
predkos¢ katowa @ (rad/s) © napigcie u (V)
wspotcz. sprezystosci K (N-m/rad) © 1/indukcyjnos¢ 1/L (1/H);
przesunigcie katowe  y (rad) © strumien magn. ¥ (V-s).

Roéwnaniom (6.78)—(6.80) odpowiada schemat obwodu elektrycznego jak na rys. 6.16.
Zrédto pradowe T, odpowiada momentowi elektrycznemu, ktory jest okre§lany w mo-
delu silnika zgodnie z (6.37), natomiast 7,, przedstawia zrodto pradu statego, ktorego
amplituda odpowiada momentowi obcigzenia (1 A =1 N-m). Rozne charakterystyki
tego obciazenia mozna odwzorowywaé przez modyfikacje biezacej wartosci pradu.

 Taki sposob jest stosowany w programie ATP—-EMTP: uzytkownik powinien przygoto-
wac odpowiedni ekwiwalentny obwod.
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Wartosci napigcia w rozpatrywanym obwodzie bezposrednio odpowiadaja predko-
sciom obrotowym @,, @,, zgodnie z relacja: 1 V<1 rad/s.

VD, —=J, @ T

N
)
©)

S
| I |
~
||
I
§S
8
| I

Rys. 6.16. Ekwiwalentny obwad elektryczny

Przyklad 6.2. Opracowac¢ model silnika indukcyjnego pierscieniowego wraz z ekwiwa-
lentem sieci zasilajacej. Zbada¢ stan przejsciowy w uzwojeniach silnika
po wystapieniu przerwy w jednej fazie obwodu zasilajacego przy zna-
mionowym obciazeniu. Parametry silnika podano ponize;.

Parametry silnika i napedu: Uy =6 kV, 50 Hz, Py=420 KM?*, n = 1458 obr/min (predkos¢
obrotowa przy znamionowym obciazeniu), cos@ = 0,84, sy=2,8%, 7= 97% (sprawnosc¢); mo-
ment poczatkowy 7,,= 0,95 j.w.; prad rozruchowy /.= 6 j.w.; stala inercji H = 1,1 s.
Liczbg biegunow silnika mozna okresli¢ na podstawie podanej czgstotliwosci napigcia sieci
i znamionowej predkosci obrotowej pola wirnika:

_m_ fio60 5060
m, on, 1500

W przypadku napgdéw silnikowych moment obciazenia, wspotczynnik ttumienia czy tez mo-
ment bezwtadno$ci moga by¢ estymowane na podstawie danych znamionowych silnika [42]:

P 23,5- P(KM 49,3- P(k . .
T, =—= 70235 P(KM) = 9549.3- P(kW) =2024 N-m, n — obroty znamionowe (obr/min).
@ n n

Do obliczenia szczegoétowych parametrow modelu silnika i zwigzanej z nim cze$ci mechanicz-
nej wygodnie jest postuzy¢ si¢ programem Windsyn [42] (patrz przyktad C.5). Dla podanych
parametrow silnika i obcigzenia otrzymuje si¢ (wedtug oznaczen stosowanych w ATPDraw):
LMUD = LMUQ = 0,913927 H (indukcyjno$¢ magnesowania w osiach d i q),

Lsd = Lsq = Lrd = Lrq = 0,031485 H (indukcyjno$¢ stojana oraz wirnika w osiach d i ¢),

Rsd =Rsq =0,613031 Q (oporno$¢ stojana w osiach d i ¢),

Rrd = Rrq = 2,33505 Q (opornoé¢ wirnika w osiach d i g).

Moment bezwtadnosci J = 30,06 kgm®, wspotczynnik tlumienia D = 1/2,91 N-m/(rad/s).

1 KM =0,73549875 kW dla g = 9,80665 m/s”.
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Schemat modelu silnika wraz z siecig zasilajaca, opracowany za pomoca programu ATPDraw,
jest pokazany na rys. 6.17. Kondensator w obwodzie modelu czg¢$ci mechanicznej o wartosci
30,06-10° uF odzwierciedla moment bezwladnosci J wirujacego ukladu, a napiecie na nim od-
powiada jego predkosci katowej. Jesli si¢ zatozy, ze na poczatku symulacji silnik obraca si¢
z predkos$cia znamionowa, to poczatkowe napigcie na kondensatorze mozna okresli¢ nastgpujaco:

u(©oy=1=9, 0= (;028) 1007 =152,7 V.

Rownolegle do omawianego kondensatora wiaczony jest opornik o wartosci 1/D, ktéry od-
zwierciedla ttumienie mechaniczne.

Poniewaz parametry modelu silnika zostaty okreslone dla warunkéw znamionowego obciaze-
nia, wigc nie potrzeba dolacza¢ dodatkowego zrodta pradowego (dla odzwierciedlenia obcia-
zenia). Widoczne na schemacie modelu zrodlo pradowe o bardzo matej wartosci jest umiesz-
czone ze wzgledu na wymagania stosowanej procedury obliczeniowe;.

model silnika sie¢ zasilajaca
0
' MODEls—e<z

model czeSci
mechanicznej <

Rys. 6.17. Model ATPDraw rozwazanego uktadu

W celu dokonania pomiaru sktadowych symetrycznych pradu silnika zostat umieszczony mo-
del odpowiedniego miernika zrealizowany w postaci modutu MODELS (patrz przyktad C.2).
Przebieg pradu wirnika w fazie A jest pokazany na rys. 6.18. Poczatkowa forma tego pradu
odnosi si¢ do stanu ustalonego przy znamionowym obcigzeniu (rys. 6.18a). Prad wirnika ma
przebieg sinusoidalny o predkosci katowej wynikajacej z poslizgu: @—a,y, co w danym przy-
padku odpowiada czgstotliwosci 1,4 Hz.

Przerwanie fazy A w obwodzie zasilania silnika nastgpuje w czasie £,= 3 s. Ze wzgledu na nie-
symetri¢ napigcia zasilajacego pole elektromagnetyczne stojana zostaje znieksztatcone — moz-
na w nim wyrdzni¢ dwie sktadowe o przeciwnych kierunkach wirowania. Jest to znany efekt,
objawiajacy si¢ w postaci wzrostu wartosci skutecznej pradu w uzwojeniach wirnika (rys.
6.18a), gdzie oprocz sktadowej o czgstotliwosci poslizgu, pojawia si¢ takze sktadowa o po-
dwoajnej czgstotliwosci sieciowej (jesli pominaé poslizg), co jest dobrze widoczne po zmianie
skali czasu (rys. 6.18b). Zjawisko to charakteryzuje si¢ duzym wzrostem sktadowej przeciwnej
pradu na zaciskach silnika (rys. 6.19b) — w tym przypadku obie sktadowe: zerowa i przeciwna,
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sa sobie rowne. Moze to doprowadzi¢ do szybkiego uszkodzenia uzwojen wirnika w wyniku
wzrostu ich temperatury, jesli maszyna nie zostanie w por¢ wylaczona. Powoduje to takze
zmniejszenie $redniego momentu elektromagnetycznego maszyny i ustalenie si¢ rownowagi
elektromechanicznej przy mniejszej predkosci obrotowej (rys. 6.19a).

a) b)
i A i A
1007+ 1004

50+ 504

NAWAWAWA )
FIRVRVAAVAY ol
—1004 —100 4
-150 ——————————————— —150 . : . ; ;

0 1 2 3 4 t,s 2,98 3,00 3,02 3,04 3,06 3,08 #s

Rys. 6.18. Przebiegi pradu wirnika: a) w pelnym przedziale czasu oraz b) jego fragment

a) b)
a., 5! . Ly A
156,54 50 1,
155,04 40 4
153,54 304
152,01 20 !
11,
150,5 4 e 10 1 :
149,0 0 ———————
0 1 2 3 4 L, s 0 1 2 3 4 1,8

Rys. 6.19. Zmiana predkos$ci katowej wirnika: (a) oraz przebiegi sktadowych symetrycznych
zgodnej I; oraz przeciwnej I, pradu stojana: (b)

6.2.4. Modele cyfrowe

Tak jak w przypadku maszyn synchronicznych, rowniez modele maszyn indukcyjnych
moga by¢ zapisywane wzgledem zwigzanego z wirnikiem uktadu wspotrzednych 0dg:
(6.57)~6.58) lub w naturalnym uktadzie wspotrzednych fazowych. Podobnie sa takze
traktowane problemy wspolnego rozwigzywania réwnan maszyny i sieci — stosowana
jest metoda kompensacji lub predykc;ji.
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W programie ATP-EMTP modele maszyn indukcyjnych zapisane wzgledem
wspotrzednych Odg sa realizowane w postaci modelu maszyny uniwersalnej. Model
maszyny we wspotrzednych fazowych jest zwiazany z nazwa: Type-56.

6.2.5. Model wektorowy

Model stanu ustalonego maszyny indukcyjnej wirujacej jest w naturalny sposob zwia-
zany z reprezentacja wielkosci elektrycznych za pomoca odpowiednich funkcji zespo-
lonych. Opis taki mozna takze rozszerzy¢ na wolnozmienne stany przejsciowe, ktore
sa charakterystyczne dla wigkszo$ci prowadzonych analiz zwiazanych z zastosowa-
niem tych maszyn (napedy, generatory). Taka reprezentacja zwykle nie jest stosowana
do numerycznej symulacji maszyn wirujacych, natomiast jest ona szczegolnie dogod-
na do projektowania algorytmow sterowania w napedach elektrycznych [14, 38, 95].

Koncepcja ta jest dobrze znana w elektrotechnice od konca XIX wieku i polega na
rozszerzeniu rzeczywistej sinusoidalnie zmiennej funkcji, reprezentujacej fizyczna
wielko$¢, na ortogonalna do niej funkcje tak, ze razem tworza funkcje zespolona.
W rozwazaniach prowadzonych w p. 6.2.2 obie sktadowe w zapisie zespolonym re-
prezentuja ortogonalne skladowe d—g zwiazane z przeksztalceniem fazowego uktadu
wspotrzednych. A zatem, sinusoidalnie zmienne prady i napigcia z rys. 6.14 mozna
reprezentowaé w postaci zespolonej, zgodnie z nastgpujacym przyporzadkowaniem
(bazg odniesienia jest ptaszczyzna zwiazana z wirnikiem):

Ly = Jigs Ugs — JUys

T_)L =ig+]Jiy, TQQS =ugp + juy (6.81)

i podobnie w odniesieniu do pozostatych pradow, napie¢ i strumieni elektromagne-
tycznych. Ujemne znaki przed sktadnikami urojonymi w zaleznosci (6.81) wynikaja
Z przyjetej konwencji, ze rzeczywista o§ d wyprzedza o$ ¢, odwzorowujaca sktadowe
urojone w reprezentacji zespolonej”. W dalszym ciagu rozwazan zaklada sig, ze zwia-
zane z przeksztalceniami uktadu tréjfazowego ptaszczyzny 0dg oraz 0aff maja dodat-
nie kierunki wspotrzednych ¢ oraz .

Przeksztatcenie ABC — 0dg w (6.61) mozna traktowa¢ jako dwa kolejno wykona-
ne przeksztalcenia: ABC — 03 (z macierza przeksztatcenia C') oraz 08 — 0dq (za
pomoca macierzy E'(7)). Ponadto, aby zmieni¢ kierunek osi ¢ w koficowym uktadzie
wspotrzednych 0dg, wystarczy zmienié znaki w ostatnim wierszu macierzy E ().

* W zakresie przeksztalcen uktadow tréjfazowych sprawa ta nie jest jednoznacznie ustalo-
na. W teorii maszyn elektrycznych na og6t przyjmuje si¢ dodatni kierunek osi ¢ [39, 72, 101].
W przypadku maszyn synchronicznych, zwlaszcza w kontekscie ich zastosowan w elektro-
energetyce, wielu autor6w przyjmuje ujemny zwrot osi g [4, 30, 77]. Na ptaszczyznie 0af,
zwrot osi f takze bywa roznie definiowany. W automatyce napgdow norma jest zatozenie, ze
osie g oraz ff maja kierunki dodatnie [13, 38, 95].
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W tych rozwazaniach pomijamy model sktadowej zerowej, gdyz pozostaje on inwa-
riantny wzgledem obrotu. A zatem, rozpatrywane przeksztalcenie ABC(s) »> aff — dq
(w odniesieniu do stojana) oraz ABC(r) — aff (w odniesieniu do zmiennych wirnika)
mozna zapisa¢ nastgpujaco (na przyktadzie strumienia):

Ways) = Efl(?/) “Cy W e

(6.82)
Wiy = C;, "W Bc(r)
1 1
2| ! ) cosy —siny
dzie: C,, =— ,E' () = .
g RT3 . ﬁ _ﬁ L () |:Sin7/ COS)/:|
2 2
Odwrotne przeksztalcenie ma nastgpujaca postac:
Wosci) = Coz " E (1) W) +Wos (6.83)
Voscoy =Cos Wy T Wo,
1 0
. 1 V3 cosy siny
gdzie: Cs=|-— — |, E(»)= . .
2 2 —siny cosy
IR
L 2 2 |

Uzyskane w ten sposob skladowe mozna reprezentowaé w postaci zespolonej
zgodnie z nastgpujacym przyporzadkowaniem:

l//d.r+jl//qs_qj l//dr+jl//qr:l//ar+jl//ﬁr:qj

N oo

1 podobnie dla pozostatych zmiennych. Uzyskane w ten sposdb wielko$ci zespolone sa
w istocie wektorami przestrzennymi, jak w (4.83) [14, 38, 95]. Zauwazmy, ze rozwa-
zane przeksztalcenie w odniesieniu do zmiennych wirnika sprowadza si¢ do jednego
kroku: ptaszczyzna 0 off pokrywa si¢ z ptaszczyzna 0dg.

Taka reprezentacja pozwala w uniwersalny sposob zapisa¢ model maszyny w do-
wolnym uktadzie wspotrzednych, r6zniacym si¢ predkoscia wirowania. Mozna spraw-
dzi¢, ze w takim przypadku przeksztatcenia (6.82) przyjma nastgpujaca postac:

(6.84)

Vi) = E;I (7)-Cs, “Wasces)

4 (6.85)
Vi =E () Cay W ipc)
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przy czym: indeks k/ okresla nowy uktad wspotrzednych, ktorego katowa predkosé
wirowania oznaczymy jako @, .

Katowe potozenie tego ukladu jest zatem okreslone zaleznoscia y, = @, ¢ . Kat ten
jest uwzgledniony w macierzach obrotu, r6znych dla stojana i wirnika:

cosy, —sinn} E_l(y):[cosm—y) ~sin(7, - 7)

. . } (6.86)
siny,  cosy, sin(y, —y)  cos(y, —7)

E'(y)= {
Jak wida¢, kat obrotu w macierzy E.(y) jest pomniejszony o wartos¢ kata zwigzanego
z obracaniem si¢ wirnika. Gdy uktad odniesienia jest umieszczony na wirniku, kat ob-
rotu uktadu jest rowny biezacemu katowi elektrycznemu wirnika: y, =y, =y = @,t.

Woéwczas macierz E (=1, a (6.85) sprowadza si¢ do (6.82).

W celu transformacji modelu fazowego (6.54) do nowego uktadu w sktadowych
ortogonalnych, nalezy jeszcze okresli¢ sposob transformacji pochodnej strumienia.
Rézniczkujac pierwsze rownanie w (6.85), otrzymamy:

W (1) Co W)= T Co i + B ()€ TV (687)
I i o i TR
Po uwzglednieniu powyzszej zaleznosci w (6.87) i uporzadkowaniu, otrzymamy:
%— a)k[(; _j\yk,@) =E]'(7)-Cy, -% (6.89)
co mozna roéwniez powtorzy¢ w odniesieniu do strumienia magnetycznego wirnika:
%— (@, - w)[ol _ﬂw,d(,) =E'(1)-Cy, % (6.90)

Zastosowanie przeksztalcenia (6.85) z uwzglednieniem (6.89) i (6.90) w podsta-
wowym modelu maszyny w sktadowych fazowych (6.54) prowadzi do nastgpujacych
rownan modelu wektorowego:

U --r1 -,

S NE —S

(6.91)

U =R L+ 0 -0,
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przy czym:

is =Lm£r _les zim _lels’ Ls ZLSI +Lm’ Em =Lm£m’ !m z(lr _ls) (6 92)
gr :Lrlr _Lm£5 zgm +Lrl£r’ Lr =Lr1 +Lm .

gdzie wszystkie parametry maszyny sa okreslone jak w (6.62).

Dla uproszczenia zalézmy, ze obwody magnetyczne maszyny sa liniowe, a zatem
indukcyjnosci w wyrazeniach (6.91) sg stalymi parametrami. Sposrdd roznych ukta-
dow odniesienia zwigzanych z wybrana pulsacja @, , ze wzgledu na praktyczne zasto-
sowanie, wyrdznione sg nastgpujace.

e Uklad odniesienia zwigzany ze stojanem: @, = 0 — w stanie ustalonym prad i na-
pigcie stojana oraz glowny strumien maszyny wiruja wzgledem tego uktadu
z predkoscia @, ; zmienne zwigzane z wirnikiem przemieszczaja si¢ z pulsacja @, .
Ten uktad odniesienia przyjeto oznaczaé wspotrzednymi o—p.

e Uklad odniesienia zwigzany z wirnikiem: @, = @, — w stanie ustalonym uzwojenia
wirnika przedstawiaja obwody pradu stalego, natomiast strumien maszyny oraz
prady i napigcia stojana wiruja wzgledem tego uktadu z predkoscia @, . Osie ukla-
du odniesienia sg oznaczane symbolami d—q.

e Uklad odniesienia zwiazany ze strumieniem glownym maszyny: @, =®,, (uktad
synchroniczny) — w stanie ustalonym uzwojenia stojana przedstawiaja obwody
pradu statego (w, =w,, =, ), natomiast prady i napigcia wirnika obracaja sig¢
wzgledem tego ukladu z predkoscia katowa poslizgu: @, = @ ,— o, . Ten uktad od-
niesienia przyjgto oznacza¢ wspotrzgdnymi x—y.

Dla kazdego z tych uktadow mozna odpowiednio zredukowaé rownania (6.91). Na

przyktad dla uktadu we wspotrzednych d—q otrzymamy nastgpujace wartosci pochod-
nych wzgledem strumieni magnetycznych:

dis = sl ils - Lm ilm
dt o dt dt (6.93)
o, S, S,
dt dt dt
Stosujac ten zapis do (6.91), otrzymamy:
d d ) )
Qs = _Rs Zs - le _ls + Lm _lm - J a)kle !s + Ja)kLm lm
d d (6.94)

Ur = Rr!r + Lrl ilr +L
- dt

m m—m

diim + .](a)k - a)e)Lrllr + J(a)k - we)L I
t

co po uporzadkowaniu przybiera nastgpujaca postac:
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Qs = _Rsis - le (% + ja)k )éa + Lm [% + ja)k j!m
; ) (6.95)
Qr = err + Lrl (a + J(a)k - a)e )jlr + Lm (a + J(a)k - a)e )jlm

Schemat zastgpczy maszyny odpowiadajacy rownaniom (6.95) jest pokazany na
rys. 6.20.

W stanie ustalonym niektore sktadniki z pochodnymi (ktére odnosza si¢ do zaspo-
lonych funkcji pradu przeptywajacego przez dana indukcyjnos¢) zeruja sig, jesli roz-
niczkowany prad jest stalty w danym uktadzie wspotrzednych. Na przyktad dla wspot-
rz¢dnych x—y (@, = @, ) prady stojana w stanie ustalonym sg state. W takim przypadku
schemat z rysunku 6.20 upros$ci sig do takiej postaci, jak na rys. 6.21. Poslizg s jest
okreslony zgodnie z (6.50), natomiast reaktancje sa wyznaczone dla pulsacji sieci @.

I R L (ddttjm) L (ddttj(o-w,)) R L

=5 s r

(o-0)L, 1

m-=m

[S

Rys. 6.20. Schemat zastepczy maszyny indukcyjnej dla reprezentacji wektorowej

l_]r/s

Rys. 6.21. Schemat zastepczy maszyny indukcyjnej dla stanu ustalonego

Korzystajac z tego schematu, mozna obliczy¢ parametry maszyny na podstawie jej
danych znamionowych. W tym celu nalezy takze uwzglgdni¢ sprawnos¢ uktadu [101,
102]. W przypadku maszyny klatkowej, obwod od strony zasilania wirnika nalezy ze-
wrze¢ (U, = 0).
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Model wektorowy maszyny indukcyjnej jest powszechnie stosowany w automatyce
napedu elektrycznego do projektowania algorytmow sterowania maszyna [14, 38, 95].
Zat6zmy, ze w charakterze bazowego uktadu odniesienia jest wybrana ptaszczyzna
wspotrzednych zwiazana z gtlownym strumieniem maszyny (x—y). Schemat zastepczy
maszyny jest podany na rys. 6.20, przy czym @, = ®,. Podobnie jest z rownaniami

modelu (6.91).
Poniewaz o$ Ox plaszczyzny odniesienia pokrywa sig ze strumieniem ¥, wigc
prawdziwe sa nastgpujace rownosci [116]:

=L,i, ~Li, =L,

§OSX m

v, =¥

(6.96)
w.yy = 0 = Lmiry - Lsisy
gdzie znak warto$ci bezwzglednej wynika z tego, ze rdwnanie jest spelnione zarowno
dla dodatniej, jak i ujemnej wartos$ci strumienia (pradu).
Otrzymujemy stad bardzo pozyteczne zwiazki:

‘ (6.97)

Po podstawieniu tych zalezno$ci do (6.91) przy o, = @,,, otrzymamy:

u, =1L, (—|Zm| — + MJ

T, de
(6.98)
i
usy = Lm[a)vm lm| _Tij
rx =O-L) dlr" + L 1_0 rx 1_6 .”1 + (1_G)Lr u\‘X a)llrv
dt ol of, ofl, L, o
(6.99)
di 1 1-
ury = GLV _ry + _lrv - a)i‘l l}".X + O- |im|
dt T. ‘
, L L L , . L :
gdzie: T, =st, T = R’ , 0 =1-——"- — wspotczynnik indukcyjnosci rozproszenia,

w, =0, —o, —pulsacja poslizgu.
Uktad rownan (6.98) 1 (6.99) przedstawia model maszyny indukcyjnej dwustronnie
zasilanej, ktory wiaze ze soba podstawowe wielkosci we wspdtrzednych x—y (rys.
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6.22). Do celow obliczeniowych wygodnie jest je przedstawi¢ w postaci uktadu row-
nan rézniczkowych:

d|im| _|im|+irx 1
= +—u
d[ TS Lm X
_ (6.100)
dyvm 1 1 l"y
dr |im|(Lm YT J
1 J
(6.101)

Rys. 6.22. Wykres wektorowy maszyny indukcyjnej w odniesieniu do wektora strumienia

Wykres wektorowy na rys. 6.22 przedstawia schemat wektorowy maszyny
z uwzglednieniem trzech wymienionych powyzej uktadéw wspotrzednych, ktore sa
najczgsciej stosowane jako baza odniesienia w réznych koncepcjach sterowania ma-
szynami wirujacymi. Sa one zwiazane odpowiednio z uktadami wspotrzednych: o—f
(stojan maszyny), x—y (gtowny strumien maszyny) oraz d—g (wirnik). Mozna zauwa-
zy¢, ze wspoOtrzedne o—f oraz x—y sa przesunigte wzgledem siebie o kat y,,, ktory wy-
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nika ze spadku napigcia na ekwiwalentnym obwodzie stojana (rys. 6.20). Jest to ob-
wad statyczny, wigc predkosci katowe @, oraz a, sa sobie bliskie i r6znia si¢ tylko w
stanie przejSciowym (w ten sposob tatwo mozna okresli¢ warunek poczatkowy dla
drugiego réwnania w (6.100). Inna wazna sprawg jest okreslenie kata potozenia wirni-
ka y.= py., ktory jest zwiazany ze wspolrzedna d ukltadu d—q. Kat 5 moze by¢ okre-
slony w odpowiednim czujniku zainstalowanym na wale wirnika maszyny; jest to jed-
nak klopotliwe. Estymacja kata y moze by¢ wykonana na podstawie dostgpnych
wielkosci elektrycznych. Na podstawie znanych katow J; 1 & (rys. 6.22) otrzymujemy
[13]:
Y, =0,—0, (6.102)
oraz:
. . . irﬂird _irairq
sin y, =sin o, cosd, —cos d, sind, = — 7
S (6.103)
Lalra T Liglyg
[2

r

COS ¥, =080, COSJ, +5sin o, sin g, =

Sktadowe pradu wirnika odniesione do stojana, i,, oraz i,z nie sa bezposrednio do-
stepne pomiarowo, ale mozna je tatwo obliczy¢:

A L . 1 .
L = LA (lsa + lma): LS Lo +—L(us,b’ + Rsls,b’)
‘m m 0)1 m (6 104)
l;ﬂ - _S(isﬁ + imﬁ ) = isﬂ (usa + Rsisa )
m Lm a)l m
. o e Uy +Ri, u, +Ri
gdzie wykorzystuje sig zaleznosci: i, = —2—L p =t

a)] Ls a)lLs

Sktadowe pradu wirnika: /,; oraz /,, moga by¢ bezposrednio obliczone na podsta-
wie trojfazowego pradu wirnika z zastosowaniem macierzy przeksztatcen Cj, (6.82).
Jesli jednak prad ten nie jest mierzony, to mozna je estymowac na podstawie pradu
stojana:

| L
ir = (uéa + RSiSa ) - . iS
d a)llL’" f’" ’ (6.105)
iy =——uy + Ry )+ i,
C()le Lm

Jak wida¢, w tym wypadku model maszyny jest w petni okreslony tylko na podstawie
pomiaroéw pradu i napigcia na jej zaciskach (wielko$ci zwiazane ze stojanem).
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Moment elektromagnetyczny mozna okresli¢ zgodnie z zaleznoscia [13]:

n=Ltwl, £)=2Lly i, i )="L oL, (i, i) 6100

Moc elektryczna czynna i bierna oddawana do sieci przez uzwojenie stojana mozna
okresli¢ nastepujaco:

20 . . 2L, .
1).3‘ ZE(M_SXZAX +u.§yl.3_y)z 3L uslry
5 )L " (6.107)
=7 u ’l'S‘X _ui'.Xisf ~ s uS i)'X _im
Qs 3 ( sp°s sx” sy ) 3Lm ( )
Podobnie oblicza si¢ moc przekazywana z obwodu wirnika:
ljr = %(urxirx + uryiry)
(6.108)

Qr = %(uryirx - urxiry)

przy czym, ze wzgledu na przyjety kierunek pradu wirnika, w bilansie mocy oddawa-
nej przez generator do sieci, te ostatnie nalezy wzia¢ ze znakiem ujemnym (rys. 6.20).

Korzystajac z tych zalezno$ci mozna utworzy¢ roézne szczegdtowe algorytmy ste-
rowania maszyna indukcyjng dwustronnie zasilang. Na rysunku 6.23 jest pokazana
struktura przesytania sygnatow w takim uktadzie.

Sterowanie

@

Maszyna indukcyjna Ugo Uy,
u_,u
e i,i
sx° TSy
T w
e e
A
Turbina/obciazenie

Rys. 6.23. Schemat zastepczy maszyny indukcyjnej w uktadzie x—y



6.3. Maszyna uniwersalna 263

Szczegotowe rozwiazania (wybor wielkosci regulowanej, wielkosci mierzone) za-
leza od przeznaczenia uktadu i jego oczekiwanych charakterystyk [13, 95]. Pokazana
konfiguracja jest zazwyczaj stosowana w odniesieniu do sterowania dwustronnie zasi-
lanym generatorem indukcyjnym [116].

6.3. Maszyna uniwersalna

Pojecie maszyny uniwersalnej (ang. universal machine — UM) odnosi si¢ do uogdlnio-
nego modelu maszyny wirujacej. Pomyst tego podejscia polega na tym, ze wiele ro6z-
nych typéw elektrycznych maszyn wirujacych ma wspolne cechy, ktére sa reprezen-
towane za pomoca modeli matematycznych o zblizonej lub identycznej strukturze.
Wykorzystanie tej wlasciwosci pozwala znacznie zredukowaé objetos¢ blokoéw pro-
gramowych przeznaczonych do rozwiazywania odpowiednich réwnan modeli po-
szczegdlnych typow maszyn. Dotaczenie odpowiednich procedur zapewnia takze jed-
nolite traktowanie obwoddéw reprezentujacych uktady mechaniczne, z ktoérymi
wspoOlpracuja maszyny oraz stosowych uktadéw regulacji i sterowania [73].

W programie ATP-EMTP modut UM zawiera modele dwunastu typow maszyn
[8]:

e maszyny synchroniczne:

— 3-fazowe,
—2-fazowe,
e maszyny indukcyjne:
— 3-fazowe klatkowe,
— 3-fazowe pier$cieniowe (wirnik 3-fazowy),
— 2-fazowe klatkowe,
e jednofazowe:
— 7 jednofazowym uzwojeniem wirnika,
— z dwufazowym uzwojeniem wirnika,
e pradu statego:
— obcowzbudne,
— obcowzbudne z dozwojeniem szeregowym
— szeregowe,
— szeregowe z dozwojeniem rownolegtym,
— bocznikowe (samowzbudne).

Pomimo jednolitego modelu matematycznego, poszczegélne modele maszyn moga
si¢ znacznie r6zni¢ w zakresie formatu danych wejSciowych, sposobem okreslania wa-
runkoéw poczatkowych i tak dalej, z czym uzytkownik programu powinien sig¢ szcze-
gotowo zapozna¢. W programie ATP-EMTP model maszyny uniwersalnej jest dota-
czany do modelu sieci z wykorzystaniem metody kompensacji lub predykcji — co
zalezy od wyboru uzytkownika [8, 30].
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Zadania
6.1 Korzystajac z modelu maszyny indukcyjnej w stanie ustalonym (rys. 6.21), obliczy¢ pa-

6.2

rametry schematu zastgpczego silnika klatkowego o nastgpujacych danych:

Moc znamionowa 1,8 MW
Napigcie znamionowe 6 kV
Liczba par biegundéw 4
Wspotczynnik mocy 0,9
Poslizg znamionowy 1%

Pomina¢ straty maszyny.

Moce stojana i wirnika w modelu wektorowym maszyny indukcyjnej sa okreslone rowna-
niami (6.107)—(6.108). Korzystajac z rownan tego modelu oszacowaé zaleznos¢ mocy
czynnej wirnika od mocy czynnej stojana, pomijajac straty.
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Modelowanie jako przejaw intelektualnej aktywnosci cztowieka jest znane od zarania
ludzkosci. W tej perspektywie, modelowanie komputerowe jest nowa, bardzo mloda
dziedzing wiedzy, ktoérej blyskawiczny rozwdj wiasnie zachodzi na naszych oczach.
Dzigki znacznemu rozszerzeniu mozliwosci narzedzi zwigzanych z modelowaniem
komputerowym w zakresie: szybko$ci przetwarzania danych, elastycznosci i plastycz-
nosci prezentacji wynikow oraz mozliwo$ci odtwarzania dowolnych aspektow rozwa-
zanych zagadnien, dziedzina ta weszta do podstawowego zbioru wspotczesnej filozofii
nauki. Tradycyjny tancuch nastgpstw prowadzacy do zrozumienia otaczajacej nas rze-
czywistosci: idea — eksperyment — idea — ... zostal niemal catkowicie zastapiony
przez tancuch: idea — model — eksperyment — idea — ...%°.

W odniesieniu do elektrotechniki, zaawansowane metody symulacji komputerowej
zaczgto stosowaé w pierwszej polowie lat 60. XX wieku. Wowczas to komputery za-
czely niesmialo wypieraé stosowane do analizy dynamiki sieci elektrycznych maszyny
analogowe. Urzadzenia te korzystaly z bazy procesowej w postaci zespotu wzmacnia-
czy operacyjnych, ktéra w podstawowym zakresie pozwalata wykonywac¢ trzy opera-
cje matematyczne: dodawanie, mnozenie i calkowanie. Pomimo wielu ograniczen,
urzadzenie to bylo jednak zaskakujaco sprawne i porgczne w analizie niezbyt ztozo-
nych sieci, takze nieliniowych.

W tym wilasénie czasie w kilku osrodkach akademickich, przy wydatnym wsparciu
przedsigbiorstw energetycznych, pojawily si¢ propozycje praktycznych komputero-
wych programéw do symulacji elektromagnetycznych stanéw przejsciowych [28, 36,
62]. Doprowadzito to w krotkim czasie do powstania nowego okreslenia: EMTP.

EMTP (ang. ElectroMagnetic Transients Program) jest bodaj najbardziej popular-
nym programem komputerowym przeznaczonym do analizy elektromagnetycznych
stanow przejSciowych w sieciach elektrycznych. Ten akronim zrobit zawrotna karierg
w ciagu ostatnich czterdziestu lat, stajac si¢ wlasciwie niezaleznym stowem, stosowa-
nym do okre$lenia catosci zagadnien zwiazanych z komputerowa analiza standéw
przejsciowych w zakresie takich problemow, jak: koordynacja izolacji, przepigcia fa-
czeniowe, projektowanie i analiza zabezpieczen elektroenergetycznych, krotkookre-

%6 Prof. Michat Kleiber, wyklad inauguracyjny roku akademickiego 2008/2009 w Politech-
nice Wroclawskie;j.
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sowa analiza awarii, analiza jako$ci energii elektrycznej, automatyka elektroenerge-
tyczna, sterowanie uktadow napgdowych, uktady FACTS i wiele innych.

Historia wspotczesnych wersji programu sigga polowy lat szes¢dziesiatych ubie-
glego wieku, kiedy prof. Hermann Dommel, na zlecenie BPA (Bonneville Power Ad-
ministration), zgromadzit zespot entuzjastow analizy szybkozmiennych elektromagne-
tycznych stanow przejsciowych [30, 31]. Kod programu byl przygotowywany
w jezyku Fortran, a dane do symulacji oraz sam program zrédlowy byly zapisywane
na 80— kolumnowych kartach dziurkowanych. Niektore z przyjetych wowczas zatozen
odnosnie do formatu danych, zachowaty si¢ do dzisiaj. Program byt jednak ustawicz-
nie doskonalony, zar6wno w zakresie struktury, jak i stosowanych metod numerycz-
nych, stajac si¢ z biegiem czasu wzorcem dla wielu podobnych rozwiazan w tej dzie-
dzinie. Istotng cecha calej tej grupy programéw jest ich wiclokrotna i wszechstronna
weryfikacja na podstawie danych pomiarowych. To sprawia, ze obecnie nie sa juz wy-
suwane zastrzezenia co do adekwatno$ci wynikow symulacji z zastosowaniem EMTP.
Nie wyklucza to oczywiscie wystapienia rozmaitych bledoéw, ktorych zrodet nalezy
upatrywaé na ogdét w niestarannym przygotowaniu modelu (nieadekwatne modele
elementow, zle dobrany krok symulacji, pominigcie istotnych fragmentow analizowa-
nej sieci itp.).

Na bazie EMTP powstata cata rodzina programéw o podobnym przeznaczeniu.
Wiele liczacych sig firm w zakresie produkcji sprzetu i analizy zjawisk dynamicznych
w systemach elektroenergetycznych stworzyto wtasne wersje programu [134-145]. Na
tej bazie powstaly rowniez systemy komputerowe do symulacji omawianych zjawisk
w czasie rzeczywistym [146]. Te specjalizowane, drogie systemy sa nieodtacznym na-
rzedziem w testowaniu nowych urzadzen automatyki elektroenergetycznej.

Waznym czynnikiem w rozwoju EMTP bylo powstanie grupy analitykow, progra-
mistow 1 uzytkownikow, ktorych taczyla idea otwartego dostepu do programu. W ten
sposob powstata niekomercyjna wersja ATP-EMTP (ang. Alternative Transients Pro-
gram — ATP). Nadzér nad rozwojem tego programu znajduje si¢ w dalszym ciagu
w BPA [134], natomiast uzytkownicy sa skupieni w odpowiednich grupach regional-
nych [137]. Uzyskanie licencji programu jest zwiazane z niewielkg optatg (r6zna dla
uczelni i innych uzytkownikow), ktéra jest przeznaczona na finansowanie dystrybucji
nowych wersji programu oraz realizacj¢ przyjetych projektéw. Oczywista zaleta
wdrozenia tej idei jest szeroki dostgp do programu, co takze taczy si¢ z mozliwoscia
jego wszechstronnej weryfikacji i usprawniania. W poréwnaniu z programami komer-
cyjnymi, ATP-EMTP moze jednak ustgpowaé w zakresie przystosowania do szybko
rozwijajacej si¢ bazy komputerowej, glownie w odniesieniu do przygotowania
i wprowadzania danych oraz obslugi programu. Podobnie jest takze z mozliwoscia
modelowania zlozonych ukladow energoelektronicznych: wystgpujace tu bardzo
gwaltowne zmiany pradoéw i napi¢¢ wymagaja stosowania doktadnych metod oblicze-
niowych, co nie jest dostgpne w standardowym programie EMTP. Jesli w analizowa-
nej sieci wystepuje kilka wzajemnie potaczonych ukladéow z elektronicznymi taczni-
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kami, obliczenia staja si¢ utrudnione lub wrgcz niemozliwe ze wzgledu na niestabil-
no$¢ numeryczng. Dotyczy to jednak waskiego zakresu analizowanych uktadow.

W ksiazce przedstawiono podstawowe aspekty zwiazane z komputerowa symulacja
elektromagnetycznych stanow przejSciowych w sieciach elektrycznych — zarowno
w odniesieniu do tworzenia numerycznych modeli elementow sieci, jak i sposobow
rozwiazywania zwigzanych z tym réwnan. W trakcie przygotowywania tej ksiazki wy-
lonita sig potrzeba nieuchronnej redukeji jej zakresu. Pominigto bardzo wazna i szyb-
ko rozwijajaca si¢ galaz modelowania w elektrotechnice, zwiazana z zastosowaniem
przeksztattnikow energoelektronicznych. Z praktycznego punktu widzenia wazne jest
zwlaszcza wykorzystanie takich urzadzen w napedach elektrycznych oraz w elektro-
energetyce (uktady FACTS). W takich uktadach zachodza bardzo szybkie procesy
elektromagnetyczne, ktorym niekiedy towarzyszy przesytanie wielkich mocy, i pro-
blemy te w dalszym ciagu sa wyzwaniem dla projektantow komputerowego oprogra-
mowania do symulacji takich procesow. Pewnym uzupelieniem w tym zakresie sa
przyktady zamieszczone Dodatku C.

Na zakonczenie tych rozwazan mozna si¢ pokusi¢ o oceng najblizszych perspektyw
rozwoju omawianych tu zagadnien. Przede wszystkim fatwo mozna zauwazy¢, ze pro-
blematyka ta daleka jest od wyczerpania — zarbwno w zakresie metodologii modelo-
wania, jak i praktycznych realizacji odpowiednich symulatorow. Rozwojowi tej dzie-
dziny sprzyja w dalszym ciagu burzliwy rozwoj techniki komputerowej: zaréwno
w zakresie sprzetu, jak oprogramowania. Z drugiej strony, poszerza sig takze rynek
wykorzystania technik symulacyjnych w projektowaniu urzadzen pomiarowych i kon-
trolnych w elektrotechnice. Proces projektowania nowych urzadzen automatyki elek-
troenergetycznej staje sig¢ coraz bardziej pracochtonny ze wzgledu na rosnace wyma-
gania w zakresie ich niezawodnos$ci i1 szybkosci dziatania. Koszty te mozna obnizy¢
przez przeniesienie czesci badan z rzeczywistych obiektow na odpowiednie symulato-
ry. Dotyczy to zreszta takze innych dziedzin techniki. W odpowiedzi rosng takze wy-
magania co do glebokosci odtwarzania procesow dynamicznych w analizowanych
obiektach. Odnosi si¢ to zwlaszcza do:

e Koniecznosci pelniejszego uwzgledniania zjawisk w analizowanych obiektach.
Pomocne tu moze by¢ laczenie metod odpowiednich dla analizy obwodow
elektrycznych z technikami obliczania zjawisk przestrzennych w materiatach,
jak na przyktad Metoda Elementéw Skonczonych (MES) (ang. Finite Element
Method — FEM). Jest to szczegdlnie wazne w przypadku analizy maszyn elek-
trycznych wirujacych i transformatorow.

e Poszerzenia zakresu wykorzystania wynikow symulacji. Laczy si¢ to z ko-
niecznoscia rozbudowy sprzgtowej i programowej omawianych symulatoréw
w kierunku tatwej generacji zbioréw z wynikami symulacji na zasadzie zmiany
okreslonych parametréw badanego modelu.
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e Elastycznosci w zakresie przygotowania danych do symulacji oraz tworzenia
struktury modelu. Podobne wymagania dotycza takze utatwienia wykorzysta-
nia wynikow symulacji.

Niestety, rynek oferujacy omawiane tu urzadzenia i programy nie jest zbyt szeroki.
Odbija si¢ to na dosy¢ duzych kosztach ich zakupu. Profesjonalne instalacje sa drogie
i moga z nich korzysta¢ tylko zasobne firmy. Na szczg$cie producenci oferujg po ni-
skich cenach wersje edukacyjne. A poza tym — wersja ATP-EMTP jest powszechnie
dostgpna i w podstawowym zakresie moze zaspokoi¢ nawet wygorowane wymagania.



DODATEK A. ATP-EMTP: STRUKTURA PROGRAMU

A.1. Wprowadzenie

Ponizej przedstawiono podstawowe wlasciwosci oraz zasady wykorzystania programu
ATP-EMTP. Ze wzgledu na duza liczbg réznych modeli elementow systemu elektro-
energetycznego i szeroki zakres zastosowania programu, do jego petnego wykorzysta-
nia niezbedne jest postugiwanie si¢ szczegdtowym podrecznikiem przygotowania da-
nych w postaci tekstowej [13] lub graficznej [104]. Podstawy matematyczne programu
oraz stosowane metody numeryczne opisane sa w pracy [30].

Przystepujac do komputerowej symulacji omawianych tu procesoOw nalezy pamig-
ta¢, ze wykonanie obliczen jest zazwyczaj tylko jednym z etapéw analizy zagadnien
zwiazanych z badaniem elektromagnetycznych stanow przejsciowych. Catos¢ proble-
mu mozna podzieli¢ na nastepujace zadania.

e Opracowanie modelu
— przeznaczenie symulacji: stan ustalony/stan przejsciowy, badanie dynami-
ki/charakterystyka czgstotliwosciowa i inne;
—  wybdr modeli poszczegodlnych elementdw analizowanego uktadu;
— przygotowanie danych;
— okreslenie parametrow symulacji;
—  wybdr wielkosci wyjsciowych.
e Wykonanie symulacji
— pojedyncza symulacja;
— seria symulacji ze zmiang okreslonych parametrow.
e Analiza i wykorzystanie wynikow
— prezentacja wynikow w postaci przebiegdw w czasie;
— analiza harmoniczna;
— analiza statystyczna (symulacja w warunkach przypadkowych zmian wybra-
nych parametrow);
— wykorzystanie wynikdw w postaci sygnatow wejsciowych w modelach ukta-
doéw automatyki;
— stosowanie wynikoéw jako wzorcoOw uczenia sztucznych sieci neuronowych;
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— wykorzystanie wynikow do badania rzeczywistych urzadzen, po przeksztalce-

niu sygnatéw pradu i napigcia do postaci naturalne;.

Przygotowanie modelu sieci elektrycznej do symulacji komputerowej wymaga zna-
jomosci nie tylko elektrotechniki, ale takze podstaw obliczen numerycznych i cyfro-
wego przetwarzania sygnatow. Wazng cecha doswiadczonego uzytkownika programu
do symulacji komputerowej jest ostroznos¢, a nawet krytycyzm w odniesieniu do uzy-
skanych wynikow. Zrédtem bledéw moga byé nie tylko pomytki we wprowadzanych
danych, ale takze zastosowanie nicadekwatnych modeli poszczegdlnych elementdw,
czy tez nieprawidtowa, z numerycznego punktu widzenia, struktura modelu catej sieci.
Szczegoblnie czgstym btedem, popelnianym zwlaszcza przez poczatkujacych uzytkow-
nikow, jest tworzenie modeli o matej spdjnosci, co oznacza, ze niektore fragmenty
sieci sa polaczone przez duza impedancj¢ (lub brak jest takich potaczen). Nie nalezy
réwniez zapomina¢, ze model tylko w ograniczonym zakresie odwzorowuje rzeczywi-
stos¢. Jesli na przyklad w jakim$ punkcie rzeczywistej sieci nastepuje wzrost napigcia,
to jego gorna warto$¢ w fizycznym obiekcie jest zawsze ograniczona przez wlasciwo-
$ci materiatow izolacyjnych (ich modele moga by¢ uwazane za liniowe tylko w wa-
skim przedziale zmian odpowiednich wielkosci elektrycznych). W modelu mozna ta-
two przeoczy¢ tg, a takze podobne, cechy fizycznych uktadow.

W opisie programu zachowano oryginalne nazwy odpowiednich procedur i ko-
mend, ktére wywodza si¢ z jezyka angielskiego, co sprawia, ze tekst moze by¢ mato
przejrzysty dla poczatkujacych czytelnikow. Nalezy wowczas przede wszystkim za-
pozna¢ si¢ z mniej rozbudowanymi przyktadami. Zaawansowane przyktady dotycza
zwlaszcza samodzielnego budowania modeli, ktére nie sa dostgpne w standardowe;j
bibliotece programu. Zamieszczony opis powinien utatwi¢ obstuge programu i analizg
ewentualnych btedow.

Omawiany program, jak zreszta kazdy inny, ma swoje wymagania co do minimal-
nych parametrow technicznych komputera, na ktorym jest instalowany, jak rowniez
maksymalnych rozmiaréw analizowanej sieci. W tym ostatnim przypadku ogranicze-
nia mogg dotyczy¢ liczby galgzi lub weztow sieci, a takze maksymalnej liczby niekto-
rych elementéow analizowanej sieci, jak: generatorow, wylacznikow, zrodet prado-
wych i innych. Ograniczenia te zmieniajg si¢ w kolejnych wersjach programu. Dla
wspotczesnych komputeréw PC nie stanowia one jednak istotnej przeszkody, gdyz
w praktycznych zastosowaniach, trudno jest zdefiniowa¢ realne zagadnienia, dla kto-
rych rozmiar modelu bylby istotnym ograniczeniem realizacji zadania symulacyjnej
analizy stanow przejsciowych w sieci elektryczne;j.

A.2. Struktura pakietu ATP-EMTP

Zbiér programow komputerowych, ktore stuza do wykonania wymienionych we
Wprowadzeniu trzech etapow symulacji, czgsto nazywa si¢ pakietem programowym.
Struktura takiego pakietu jest przedstawiona na rys. A.1. Podano tam rowniez zwycza-
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jowo stosowane rozszerzenia zbioréw odpowiednich danych, przy czym symbol *
oznacza dowolng nazwe zbioru. Dla uniknigcia nieporozumien, nazwa zbioru jest taka
sama, natomiast rodzaj danych zawartych w zbiorze jest rozrézniany przez odpowied-
nie rozszerzenie.

A2.1. Edytor danych wejsciowych

Przygotowanie zbioru danych zawierajacych pelna informacje o modelowanej sieci
(jej struktury i parametréw), zakresu i sposobu modelowania, wielkosci wyjSciowych
oraz wielu danych sterujacych procesem symulacji wymaga przyjecia odpowiedniego
kodu do zapisu tych danych. W omawianym przypadku informacje te sa zawarte
w pliku tekstowym, ktéry jest przetwarzany przez gldwny program pakietu symula-
cyjnego. Ma on posta¢ 80-kolumnowego tekstu w formacie ASCII. Zwyczajowo,
zbiory tych danych maja rozszerzenie *.atp lub *.dat.

Struktura i format danych sa sztywno zdefiniowane, i przez to mato przejrzyste dla
poczatkujacego uzytkownika. Podstawowe informacje na temat przygotowania danych
w tym formacie zostang przedstawione w nastgpnym rozdziale. Do edycji odpowied-
niego zbioru danych mozna stosowa¢ dowolny edytor tekstowy, ktory pozwala utwo-
rzy¢ zbidr w kodach ASCII.

Edytor danych wejsciowych

dane wejsciowe
*dat, *.atp

przebieg obliczen

* lis, *.dbg

Program ATP-EMTP 4
wyniki
; ; *pl4, * pch
Procesor wynikow symulacji > ;j@
OMICRON
MATLAB

l MATHCAD

~/

pamigc wykres

Rys. A.1. Struktura pakietu ATP-EMTP
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Znaczne utatwienie w przygotowaniu tych danych stwarza stosowanie edytora gra-
ficznego ATPDraw [104]. Uzytkownik ma tu do dyspozycji biblioteke modeli r6znych
obiektow, reprezentowanych symbolami graficznymi, za pomoca ktérych tworzy
schemat analizowanego uktadu i wprowadza jego parametry. Edytor ten pozwala tak-
ze programowac proces obliczeniowy poprzez ustawienie wymaganych parametrow
symulacji. Dostgpne sa rowniez polecenia uruchomienia gléwnego programu oraz gra-
ficznej prezentacji wynikow.

Program ATPDraw przetwarza graficzna posta¢ modelu do formy danych teksto-
wych (z rozszerzeniem *.atp), ktore sa nastgpnie przetwarzane w gtownym programie.

A.2.2. Struktura programu ATP-EMTP

Program ATP-EMTP zawiera nastgpujace zbiory dyskowe, niezbgdne do jego uru-
chomienia:

o TPBIGx.EXE — gtdwny modul programu, x — identyfikuje rodzaj uzytego kom-
pilatora: x = G: GNU-Mingw32, x = S: Salford, x = W: Watcom;

o LISTSIZE.DAT — zbior tekstowy, dostepny przez uzytkownika, z definicja
rozmiaru tablic przeznaczonych do zapisu niektérych parametrow programu,
np. maks. liczba weziow;

o STARTUP — dostegpny przez uzytkownika zbior tekstowy, z definicja niekto-
rych parametrow programu, np. formatu danych wyj$ciowych, domys$lnego
rozszerzenia zbioréw wejsciowych lub wyjsciowych itp. Jest on szczegdtowo
opisany w podre¢czniku uzytkownika [8].

Podczas instalowania i uruchamiania programu na komputerach PC z systemem
WINDOWS, nalezy pamigtaé, ze TPBIGx. EXE nie ma wlasnego interfejsu graficzne-
go (GU]) i jest uruchamiany w oknie systemu operacyjnego DOS. Wygodna forma je-
go uruchamiania i obstugi jest uzycie programu ATPDraw [104].

Gltoéwny program TPBIGx.EXE przeznaczony jest do wykonania obliczen symula-
cyjnych. Program zawiera ponadto procedury obliczania roznych danych zwiazanych
z niektoérymi bardziej ztozonymi modelami obiecktow (na przyktad, parametry elek-
tryczne linii na podstawie jej konfiguracji i danych materialowych). Struktura progra-
mu jest pokazana na rys. A.2.

Blok symulacji tworza dwa moduty:

— model sieci elektrycznej,

— model uktadéw sterowania.

W pierwszym bloku odwzorowany jest model sieci elektrycznej, w ktdrym naste-
puje symulacja stanu przejSciowego przez rozwiazywanie odpowiednich réwnan po-
tencjalow weztowych ze statym krokiem 7. Wyniki symulacji w biezacym kroku k& (co
odpowiada czasowi #;) sa rezultatem wymuszen w tym kroku oraz historii procesu
okreslonego w poprzednim kroku # — 7). Sekwencja takich obliczen sktada si¢ na pro-
ces symulacji stanu przej$ciowego.
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Blok Symulacji
obliczenia w funkcji
czasu lub czestotliwos$ci

Model sieci elektrycznej

Procedury pomocnicze

Rys. A.2. Struktura gldwnego programu ATP-EMTP

Modut odwzorowujacy uktady sterowania stluzy do reprezentacji elementow two-
rzacych obwody regulacji i sterowania, wspotpracujace z siecig elektryczna. Modele
matematyczne tych elementow istotnie r6znig si¢ od modeli sieci i ich jednolita repre-
zentacja numeryczna prowadzitaby do znacznego skomplikowania algorytmu oblicze-
niowego. W zwiazku z tym, oba te modele nie sa rozwiazywane réwnoczesnie: sygna-
ly pochodzace z modelu ukladow sterowania sa przekazywane do modelu sieci
z opdznieniem o jeden krok modelowania Af = 7. Ze wzgledu na mata warto$¢ kroku
T, w wigkszosci zastosowan, to opoznienie nie ma istotnego wptywu na doktadnos¢
obliczen.

Aktualnie dostepne sa dwa rodzaje moduléw odwzorowujacych uktady sterowania:

— modut TACS (ang. Transient Analysis of Control Systems),

— modul MODELS, ktory ma strukture jezyka programowania.

Oba te moduty spetniaja podobne funkcje. Z ich pomoca mozna tatwo modelowac
bloki opisane transmitancjami, realizowaé liczniki, komparatory i inne typowe ele-
menty uktadow sterowania. Dostgpne sa takze typowe funkcje matematyczne. Do mo-
dulu mozna wprowadzi¢ sygnaty z modelu sieci (prad, napigcie, stan wytacznikow
1 inne) i, w rezultacie ich przetwarzania, uzyska¢ podobne sygnaty sterujace, wprowa-
dzane do modelu sieci. Daje to mozliwos¢ petnego odwzorowania uktadéw sterowania
1 ich wspoéldziatania z analizowana siecia.
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Blok symulacji sluzy réwniez do uruchamiania procedur pomocniczych, ktore sa

przeznaczone do obliczania parametréw modeli réznych obiektow elektroenergetycz-
nych. W aktualnej wersji programu dostgpnych jest wiele takich procedur. Oto niekto-
re z nich.

1.

10.

11.

12.

LINE CONSTANTS — obliczanie parametréw elektrycznych linii na podstawie da-
nych geometrycznych i materiatowych (dla modelu o parametrach skupionych lub
roztozonych); wyznaczenie charakterystyki czgstotliwosciowej linii.

. CABLE CONSTANTS — podobnie jak LINE CONSTANTS, z uwzglednieniem

rozktadu warstw w przekroju poprzecznym kabla dla pojedynczego kabla lub gru-
py kabli.

.CABLE PARAMETERS - procedura ma podobne funkcje jak LINE

CONSTANTS z szeregiem nowych mozliwos$ci, dostgpny jest na przyktad model
kabla z roztozonymi parametrami poprzecznymi.

. SYMLYEN SETUP — procedura pomocnicza do LINE CONSTANTS lub CABLE

CONSTANTS, pozwalajaca okresla¢ parametry linii napowietrznych lub kablo-
wych z wigksza doktadnoscia.

. JMARTI SETUP - procedura pomocnicza do LINE CONSTANTS lub CABLE

CONSTANTS, pozwalajaca okresla¢ parametry linii napowietrznych lub kablo-
wych zgodnie z modelem o parametrach roztozonych z zaleznoscia parametrow od
czestotliwosci.

.NODA SETUP - procedura okreslajaca parametry modelu linii wielofazowej

z roztozonymi parametrami, z uwzglednieniem zalezno$ci parametréw od czgsto-
tliwosci. W odroznieniu od SYMLYEN SETUP oraz JMARTI SETUP, w tej pro-
cedurze linia jest reprezentowana w naturalnych sktadowych fazowych. Do obli-
czen uzywana jest rowniez pomocnicza procedura ARMAFIT.

. NETWORK EQUIVALENT - procedura stuzaca do okre$lania parametréw ekwi-

walentnego schematu, zastgpujacego fragment zlozonej sieci.

. XFORMER - procedura do obliczania parametréw schematu liniowego czwornika

IT reprezentujacego dwu- lub trojuzwojeniowy transformator jednofazowy na pod-
stawie danych pomiarowych.

. BCTRAN - procedura obliczania parametrow schematu liniowego wielowrotnika

reprezentujacego wielouzwojeniowy transformator jedno- lub trdjfazowy na pod-
stawie danych pomiarowych.

HYSTERESIS — procedura do generacji krzywej magnesowania z histereza dla
okreslonego materiatu

ZNO FITTER — procedura okreslajaca parametry analitycznego modelu warystora
lub grupy warystoréw na podstawie charakterystyki zadanej w kilku punktach.
DATA BASE MODULE - procedura do kompilacji bloku danych dotyczacych
wydzielonego modelu, ktory dotaczany jest do danych gléwnego modelu za pomo-
ca polecenia SINCLUDE. Uzyskuje si¢ w ten sposob mozliwo$¢ tworzenia blokow
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danych okreslajacych strukture fragmentu ztozonego modelu, do ktérego aktualne

parametry sa podstawiane w trakcie uruchamiania symulacji.

W rezultacie wykonania gtownego programu pakietu tworzone sa zbiory danych
wyjsciowych:

—  *pl4 — z rezultatami symulacji — dane wyj$ciowe w funkcji czasu lub czgsto-

tliwosci (zbior binarny lub tekstowy — istnieje mozliwos¢ wyboru),

—  *pch — z rezultatami obliczen procedur pomocniczych (zbior tekstowy),

—  *lis, *.dbg — z zapisem procesu symulacji (zbiory tekstowy).
Ostatnie dwa zbiory zawieraja informacje o ewentualnych btedach i sa pomocne przy
ich usuwaniu.

Program rozpoznaje zadany przez uzytkownika tryb pracy (rodzaj wykonywanego
zadania) na podstawie polecen zawartych w zbiorze danych wejsciowych.

A.2.3. Procesor wynikow symulacji

Rezultaty dziatania programu moga mie¢ rézng formeg, w zaleznosci od rodzaju zada-
nia i deklaracji uzytkownika. Niektore sposoby wykorzystania rezultatéw symulacji sa
symbolicznie pokazane na rys. A.1. Ponizej krotko omoéwiono ich forme oraz sposoby
przetwarzania i wykorzystania.

e Wyniki przetwarzania procedur pomocniczych maja forme¢ pliku tekstowego

(*.pch) o nastgpujacym przeznaczeniu:

— modul danych do wykorzystania w postaci niezaleznego pliku wywotywanego
ze zbioru danych wejsciowych symulacji (za pomoca polecenia SINCLUDE) —
powstaje w wyniku stosowania procedury DATA BASE MODULE;

— parametry modeli okreslonych elementow sieci, ktore moga by¢ dotaczane do
zbioru danych wejsciowych symulacji na zasadzie bezposredniego podstawie-
nia lub za pomoca polecenia SINCLUDE.

e Rezultaty okreslania charakterystyki czgstotliwo$ciowej badanej sieci w postaci
tabeli wartosci funkcji wzgledem czgstotliwosci. Uzyskuje sig¢ je w wyniku stoso-
wania procedury FREQUENCY SCAN. Rezultaty takich obliczen najczgsciej
przedstawia si¢ w postaci wykresow w funkcji czestotliwosci, ktore stuza do po-
glebionej analizy sieci.

e Rezultaty symulacji przedstawiajace odpowiednie wielkos$ci pradu i napigcia w funk-
cji czasu.

Ostatnia forma wynikow jest chyba najbardziej charakterystyczna dla programu
EMTP. Plik z danymi wyj$ciowymi ma zwyczajowo rozszerzenie *.pl4. Istnieje kilka
formatow tych danych, ktére moga by¢ definiowane w pliku konfiguracyjnym
STARTUP (bez rozszerzenia). W pliku danych wyjsciowych zawarta jest informacja
o konfiguracji analizowanej sieci (nazwy weziow i polaczenia galezi) oraz spis wiel-
kosci rejestrowanych. W pliku o formacie tekstowym wielkosci wyjsciowe sa zapisa-
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ne w postaci wierszy, w ktorych w pierwszej kolumnie znajduje si¢ czas, a w kolej-
nych — rejestrowane wielkosci pradow lub napigc.

Wykorzystanie uzyskanych wynikéw symulacji moze by¢ bardzo rozne:

— prezentacja w formie graficznej w celu analizy zjawisk;

— dalsze przetwarzanie danych w innych programach;

— wykorzystanie sygnalow, jako wielko$ci wymuszajacych, w badanych ukta-
dach (po ich zamianie na wielkosci fizyczne pradu i napigcia i odpowiednim
wzmocnieniu).

Do prezentacji wynikéw w postaci graficznej dostepnych jest kilka programéw, na
przyktad: PLOTXY lub TOP [150]. Ten ostatni program umozliwia przetwarzanie da-
nych zarejestrowanych w rdéznych formatach, migdzy innymi w formacie
COMTRADE [56], ktory jest powszechnie stosowany do zapisu rejestrowanych zbio-
row w zakresie elektroenergetyki.

W przypadku badania procedur sterowania lub algorytméw zwiazanych z pomia-
rami, automatyka lub zabezpieczeniami przekaznikowymi, aplikacje sa czgsto tworzo-
ne z uzyciem programu MATLAB [152]. W pakiecie dostgpne sa programy do prze-
noszenia danych z formatu *p/4 do formatu dostgpnego w programie MATLAB:
PL42MAT, PLATOMAT.
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B.1. Wprowadzenie

Omawiany program ma dtuga histori¢ rozwoju, czego konsekwencja jest rozbudowana
konfiguracja, a takze niekiedy obecno$¢ kilku modutow, ktore realizuja te same lub
podobne funkcje. Niektore z nich nie przystajg juz do wspotczesnej platformy sprze-
towej, a pozostawiono je przede wszystkim ze wzgledu na mozliwo$¢ uruchamiania
gromadzonych przez lata bardzo cennych przykladéw (mozna je znalez¢ w kartotece
\BENCHMARK). Z punktu widzenia uzytkownika, struktura programu ma konfigura-
cj¢ jak narys. B.1.

Edytor Tekstowy

ATPDRAW (PFE)

Przygotowanie *.dat, *.atp
*.adp danych zbior wejsciowy

y

y
[ TPBIGx.EXE ]
\
* lis, *dbg

/ * pl4

* pch
modut danych
)

zbior wyjsciowy

PLOTXY
TOP

Rys. B.1. Struktura uzytkowa programu ATP-EMTP
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Przygotowanie danych do symulacji w postaci tekstowego zbioru wejsciowego
* dat lub *.atp jest zwiazane z edycja tego zbioru zgodnie z wymaganym formatem.
Ze wzgledu na bardzo duza réznorodnos¢ modeli elementéw dostepnych w programie,
format danych wej$ciowych jest w duzym stopniu zréznicowany.

Podstawowym narzgdziem do edycji zbioru wejsciowego jest edytor tekstowy.
Moze to by¢ dowolny program zapisujacy tekst w kodach ASCII, jednak ze wzgledow
praktycznych, powinien by¢ w nim dostgpny wskaznik numeru wiersza i kolumny.
W pakiecie instalacyjnym rolg te petni edytor PFE [134].

Program ATPDraw daje mozliwos¢ edycji danych w trybie graficznym, co znacz-
nie utatwia ich przygotowanie. Po przygotowaniu schematu modelu i wprowadzeniu
danych, program pozwala utworzy¢ odpowiedni zbior tekstowy (*.atp), ktory zawiera
dane wejsciowe do symulacji. Program ten umozliwia ponadto sterowanie procesem
symulacji i przegladania jej wynikow.

Ponizej podano podstawowe zasady przygotowania danych w formie pliku teksto-
wego oraz uzytkowania programu ATPDraw. Korzystajac z edytora graficznego,
uzytkownik wprawdzie nie musi zna¢ szczegdtow kodowania poszczegdlnych elemen-
tow sieci i ich parametréw, jednak w przypadku bardziej ztozonych modeli, moga po-
jawic sig btedy, ktorych analiza wymaga siggnigcia do ‘zrodtowego kodu’ danych tek-
stowych. Nawet pobiezna znajomo$¢ struktury tekstowych danych wejsciowych
podnosi komfort pracy z programem.

B.2. Edytor tekstowy

B.2.1. Struktura pliku danych wejsciowych

Ogodlna struktura pliku tekstowego z danymi wejsciowymi do symulacji jest pokazana
na rys. B.2. Wszystkie informacje przekazywane do programu musza si¢ miesci¢
w kolejnych wierszach o maksymalnej dtugosci 80 kolumn. W odniesieniu do po-
szczegolnych wierszy, stosowane jest okreslenie ‘karta’, co ma zwiazek ze starym
sposobem przygotowania danych na 80 znakowych kartach perforowanych. Komenta-
rze w tek$cie danych sa sygnalizowane znakami: ‘C_’ zaczynajacymi wiersz, gdzie _,
oznacza spacjg, na przyktad:

C Dane transformatora blokowego 15/220 kV

Caly wiersz jest tu pomijany przez procesor danych wejsciowych. Komentarze
moga by¢ takze umieszczane w koncowej czgsci karty z danymi, przez ich ujgcie
w nawias klamrowy: {komentarz}. Procesor danych wejsciowych przyjmuje, ze ewen-
tualne dane w przedziale komentarz — koniec karty maja zerowa wartos¢.
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W dalszym opisie znak oznaczajacy spacj¢ bedzie uzywany jedynie wowczas, gdy
jest to niezbedne dla uniknigcia niejednoznacznosci.

Sekwencje wierszy mozna takze wylaczy¢ z przetwarzania przez ujgcie ich pomig-
dzy polecenia SDISABLE (pomin) oraz SENABLE (uaktywnij), na przyktad:

C
SDISABLE
00
Transformer
SENABLE
GENERIWEZEL1 12.5

Nagtowek zbioru

Dane o modelach uktadow sterowania
(TACS, MODELS)

Dane o gateziach modelu sieci

Dane o wylacznikach

Dane o zrodtach

Informacja o danych wyjsciowych

Rysowanie przebiegdw w trybie obliczen

Zamknigcie danych

Rys. B.2. Struktura pliku tekstowego z danymi wejsciowymi

Plik danych o strukturze jak na rys. B.2 mozna nazwa¢ standardowym. Wystepuje
w nim $cisle okre§lona kolejnos¢ blokéw danych. Zakonczenie danego bloku i jedno-
czesnie rozpoczecie kolejnego jest sygnalizowane przez wiersz:
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BLANK_<komentarz>
gdzie tekst ujety w ukosnych nawiasach: < > ma charakter opcjonalny, na przyktad
ponizsze dwie karty maja dla programu to samo znaczenie:

BLANK
BLANK Koniec danych o zrdéditach

Kolejnos¢ poszczegdlnych elementow zbioru (z wyjatkiem nagtowka), jak i ich
powtarzanie, mozna wymusi¢, stosujac polecenia sortujace, ktore maja nastepujacy
format: ‘/nazwa’. Oto niektore karty tego typu:

/TACS — dane dla modelu sterowania w formacie TACS,

/MODELS - dane dla modelu sterowania w formacie MODELS,

/BRANCH - dane o galgziach sieci,

/SWITCH - dane o wylacznikach,

/SOURCE - dane o zrddtach,

/OUTPUT — zbidr nazw weztow, z ktorych napigcia beda gromadzone w zbiorze

wyjsciowym,

/PLOT — blok danych o wykresach sporzadzanych w trakcie obliczen.

Polecenia te nalezy wpisywacé, poczynajac od pierwszej kolumny, na poczatku blo-
ku z odpowiednimi danymi. Kazde pojawienie sig takiego wiersza sygnalizuje zakon-
czenie poprzedniego bloku i otwarcie nowego. Struktura takiego zbioru bez sortowa-
nia jest nastgpujaca:

BEGIN NEW DATA CASE

{Nagtéwek zbioru}

< Dane o modelach uktadu sterowania>

< Dane o gateziach sieci>

BLANK Koniec danych o gateziach

< Dane o wyltacznikach>

BLANK Koniec danych o wytacznikach

< Dane o zrdéditach>

BLANK Koniec danych o zrdédiach

< Dane okreslajace wielkos$ci wyjsciowe>
BLANK Koniec danych o wyjs$ciach

< Dane sterujace grafika w trybie obliczen>
BLANK Koniec danych o grafice

BEGIN NEW DATA CASE

< Zbidér danych innego modelu>

BEGIN NEW DATA CASE

BLANK Koniec zbioru danych

EOF

< Dane pomijane przez program>

Zbior danych modelu jest zawarty pomigdzy kolejnymi wierszami ograniczajacymi
(BEGIN NEW DATA CASE). W pliku moze by¢ kilka takich zbiorow, nastepujacych
kolejno po sobie. Po ostatnim z nich nastgpuja jeszcze dwie karty (BEGIN NEW
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DATA CASE oraz BLANK). Karta EOF musi wystapi¢ jedynie wowczas, gdy na kon-
cu pliku umieszczone sa dane, ktore nie sa zwiazane z modelem (np. komentarz).
Warto zauwazy¢, ze blok, w ktorym sa definiowane parametry graficznej prezentacji
wynikow (<Dane sterujace grafika w trybie obliczen>), jest uzywany tylko do specjal-
nych zastosowan. W wigkszos$ci przypadkow wygodniej jest analizowa¢ wyniki symu-
lacji z zastosowaniem zewnetrznych edytorow graficznych.

Porzadek zbioru mozna zmieni¢ (z wyjatkiem nagléwka) przez wprowadzenie kart
sortujacych. Wowczas wygodnie jest ‘zamkna¢’ wszystkie bloki danych dopiero na
koncu catego zbioru, przez wstawienie stosownej liczby kart typu BLANK. Ponizej
podany jest przyktad takiej struktury danych:

BEGIN NEW DATA CASE

{Nagtéwek zbioru}

/SOURCE dane o zrddrach

< Dane o zrdédiach 1>

/BRANCH dane o gateziach

< Dane o gateziach sieci 1>

/SWITCH dane o wytacznikach

< Dane o wyiacznikach>

/SOURCE dane o zrddrach

< Dane o zrdédiach 2>

/PLOT dane o grafice

< Dane sterujace grafika w trybie obliczen>
/BRANCH dane o gateziach

< Dane o gateziach sieci 2>

/TACS dane o modelu sterowania

< Dane o modelu sterowania>

BLANK Koniec danych o gateziach

BLANK Koniec danych wytacznikach

BLANK Koniec danych zrbdiach

BLANK Koniec danych
BLANK Koniec danych
BEGIN NEW DATA CASE
BLANK Koniec zbioru danych

wyjsciach

o)
o
o
o grafice

W wejsciowym pliku danych moga si¢ znajdowaé réwniez karty z r6znymi polece-
niami zawierajacymi informacje dla programu czytajacego dane oraz o przeznaczeniu
1 sposobie przetwarzania danych modelu. Niektore z tych kart beda prezentowane
w dalszej czesci opisu. Szczegdlowe informacje mozna znalez¢é w podreczniku uzyt-
kownika [13].

B.2.2. Naglowek zbioru danych

W nagléwku pliku danych wejsciowych znajduje si¢ ogolna informacja o przeznacze-
niu danych, opcjach modelowania oraz podstawowe dane o parametrach modelu.
Ogodlnie, wystegpuja tu dwie kategorie informacji:

— polecenia sterujace,

— parametry modelowania.
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W pierwszej kolejnosci nalezy umiesci¢ specjalne karty sterujace (ang. special-
request cards), za pomoca ktorych wywotywane sa odpowiednie procedury pomocni-
cze, jak CABLE CONSTANTS, DATA BASE MODULE i inne (patrz s. 274).
W niektorych kartach sterujacych wystepuja takze parametry liczbowe przekazywane
do procedury.

Stosujac rgezna edycje, wygodnie jest wprowadza¢ komentarze, ktore opisuja za-
réwno znaczenie poszczegélnych danych, jak i miejsce ich potozenia w wierszu. Do-
tyczy to zwlaszcza drugiej czgsci nagldwka, gdzie nalezy wprowadzi¢ parametry mo-
delowania. Ponizej podany jest format podstawowych kart tej czgsci danych.

C DELTAT TMAX XOPT COPT EPSILN TOLMAT TSTART

C -————- D S<mmm o D D S<mmm o D >

2.439E-5 .20 50.0 50.0

C IOUT  IPLOT IDOUBL KSSOUT MAXOUT IPUN MEMSAV ICAT NENERG IPRSUP

C —-——- D S<mmm o D D S<mmm o D S<mmm o ><mmmmm ><mmmmm >
200 41 1

Pierwsze dwie karty zawieraja komentarz do danych zawartych w trzeciej karcie.
Sa to dane liczbowe w formacie zmiennopozycyjnym. Wszystkie te dane musza by¢
zapisane w polach o dlugosci 8 znakéw w miejscach zaznaczonych w komentarzu.
Dla uniknigcia niejednoznacznosci, liczby zmiennopozycyjne powinny by¢ w catym
zbiorze danych pisane z uzyciem kropki dziesigtnej. Obowiazuje przy tym format sto-
sowany w jezyku FORTRAN, na przyktad:

225.0=0.225E3=.225E3,

0.0054=.0054=.54E-2.

Puste pole jest rownowazne wartosci zerowej lub, niekiedy, warto$ci domy$lnej, okre-
slonej w pliku STARTUP.

Znaczenie danych okreslonych liczbami zmiennopozycyjnymi w podanych polach
jest nastgpujace.

DELTAT wielko$¢ kroku modelowania 7, (s).

TMAX koncowy czas symulacji, (s).

XOPT wielko$¢ okreslajaca jednostki liniowej indukcyjnosci L w danych we-
dhug nastepujacego przyporzadkowania:
1. XOPT=0 indukcyjnos¢ jest podawana w (mH),
2. XOPT>0 dane odnoszace si¢ do indukcyjnosci reprezentuja reaktancje
indukcyjna (Q), ktorej wartosc¢ jest okreslana: X =2xafL , gdzie:
f=XOPT.

COPT wielkos$¢ okreslajaca jednostki liniowej pojemnosci C w danych wedtug
nastgpujacego przyporzadkowania:
1. COPT =0 —pojemnos¢ jest podawana w (UF),
2. COPT >0 — dane odnoszace si¢ do pojemnosci reprezentuja suscep-
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EPSILN

TOLMAT

TSTART

tancj¢ pojemnosciowa [uS], ktorej wartos¢ jest okreslana: B =2nfC,
gdzie f= COPT.

bardzo mata warto$¢, wedtug ktorej okresla si¢ warunek osobliwosci rze-
czywistej macierzy przewodnos$ci w stosowanej w kazdym kroku symu-
lacji metodzie potencjaléw weztowych.

podobnie jak EPSILN, lecz w odniesieniu do macierzy zespolonych
podczas obliczania stanu ustalonego.

czas poczatkowy symulacji. Zazwyczaj jest on rdwny zeru, a odstgpstwo
od tego zalozenia ma miejsce wowczas, gdy kontynuowane sa obliczenia
z innego modelu.

Nastgpna karta przedstawia rowniez parametry symulacji, przy czym sa one okre-
$lone przez liczby catkowite (format INTEGER, 8 znakéw). Znaczenie tych parame-
troOw jest nastepujace:

IOUT

IPLOT

IDOUBL

KSSOUT

MAXOUT

okresla czgstotliwo$¢ wyprowadzania wynikow obliczen do systemowe-
go urzadzenia wyjsciowego, ktdrym najczesciej jest monitor. Na przyktad
IOUT =5 oznacza, ze co piaty zbior (wiersz) wynikow symulacji (ktore
sa zdefiniowane w zbiorze danych) jest wyprowadzany na monitor ekra-
nowy oraz do zbioru wyjsciowego */is. Funkcja ta ma wlasciwie jedynie
znaczenie kontrolne, zatem w celu oszczedzenia czasu obliczen, parametr
TIOUT powinien by¢ dostatecznie duzy.
podobnie, jak TOUT, z tym ze okreslenie odnosi si¢ do pliku wyjSciowe-
go wynikow obliczen. Wielko§¢ IPLOT okresla zatem ‘gesto$¢’ zbioru
wynikowego. Warto§¢ TPLOT = 1 (lub puste pole) oznacza, ze w zbio-
rze * pl4 beda zapisane wyniki z ta sama czgstotliwos$cia, z ktora odbywa
si¢ modelowanie: z kazdego kroku symulacji. Zawsze jest przyjmowana
parzysta wartos¢ ITPLOT (w przypadku wartosci parzystej dodawana jest
wartos¢ 1).
zmienna sterujaca tworzeniem informacji o polaczeniach sieci. Wartosc¢
zerowa (lub puste pole) oznacza brak takiej informacji. Gdy ITDOUBL=1,
w pliku */is zamieszczony zostanie zbior polaczen sieci.
steruje wyprowadzaniem informacji (do pliku */is) o stanie ustalonym
sieci przed rozpoczgciem symulacji:

0 — pominigcie informacji,

1 — petna informacja: prady w galgziach i wytacznikach, prady zrodet,

2 — prady w zrodlach oraz wyltacznikach,

3 — jak dla 2, ponadto te prady, ktére sa wyprowadzane podczas sy-

mulacji.
warto$¢ 1 oznacza, ze do pliku */is bgdzie wyprowadzana informacja
o maksymalnych wartosciach chwilowych przebiegow, bedacych wyni-
kami symulacji.
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IPUN

MEMSAV

ICAT

NENERG

IPRSUP

umozliwia zmiang czgstotliwosci wyprowadzania wynikow symulacji do
zbioru * pl4. Warto$¢ ‘—1° oznacza, ze w nastgpnym wierszu podana jest
informacja o sposobie tej zmiany. Puste pole lub warto$¢ zerowa pomija
tg opcje.
umozliwia przechowywanie wynikow symulacji w pamigci operacyjnej
komputera w celu ich uzycia w kolejnej symulacji (warto$¢ 1). Puste pole
lub 0 oznacza pominigcie tej opcji.
steruje wyprowadzaniem wynikéw symulacji:
0 — nie jest tworzony zbidr wyjsciowy,
1 — tworzony jest zbidr wyjsciowy, natomiast nieaktywne sa polecenia
rysowania przebiegbw w bloku ‘sterowanie grafika w trybie obli-
czen’,
2 — tworzony jest zbidr wyjsciowy, ponadto aktywne sa polecenia ry-
sowania przebiegdw w bloku ‘sterowanie grafika w trybie obliczen’.
parametr ten powinien mie¢ wartos¢ zerowa (albo puste pole) w przypad-
ku standardowej symulacji. Inne warto$ci sa stosowane w specjalnych
przypadkach.
jak wyzej.

B.2.3. Dane o modelach ukladu sterowania

Ten blok pozwala dotaczy¢ do modelu sieci procedury, ktore reprezentuja rézne funk-
cje sterujace w modelowanym systemie, zwlaszcza: transmitancje elementow automa-
tyki (ciaglych lub dyskretnych), funkcje rézniczkowania lub catkowania sygnatow,
liczniki 1 inne. Procedury te moga by¢ zapisane w kodach TACS lub MODELS. Opis
zasad tworzenia tych blokow wykracza poza zakres niniejszego materialu. Mozna je
znalez¢ w podreczniku uzytkownika [13]. Granice tych blokow sa okreslone nastgpu-

jaco:

Dla bloku typu TACS mozliwe sq dwie konfiguracje.
1. Caly model jest ograniczony tylko do bloku TACS.

TACS STAND ALONE
< Blok modelu>

BLANK karta

zamykajaca blok TACS

2. Oprocz bloku TACS wystepuje rowniez model sieci.

TACS HYBRID

< Blok modelu>

BLANK karta

zamykajaca blok TACS

<model sieci>
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Ten drugi przypadek ma miejsce wowczas, gdy pomigdzy blokiem sterowania
(TACS) i modelem sieci nastepuje przekazywanie informacji.

Blok typu MODELS jest napisany w kodach jezyka o strukturze zblizonej do zna-
nych jezykéw programowania. Granice bloku sa wyznaczone przez karty: MODELS
(poczatek) oraz ENDMODELS (koniec), jak ponize;j.

MODELS

< Blok modelu>
ENDMODELS
<model sieci>

B.2.4. Dane o galeziach modelu sieci

Galgzie sa podstawowymi elementami sieci 1 wraz ze zrodtami i wytacznikami defi-
niuja ja. Ze wzgledu na strukturg danych oraz stosowane metody numeryczne, gatezie
mozna podzieli¢ na nastgpujace kategorie:

— liniowe o parametrach skupionych,

— liniowe o parametrach roztozonych,

— liniowe o parametrach zaleznych od czestotliwosci,

— nieliniowe, ze zmiang parametréw w czasie (niestacjonarne),

— nieliniowe o uproszczonej charakterystyce przedstawionej odcinkami (pseudo-

nieliniowe),
— nieliniowe, z pelna reprezentacja charakterystyki (prawdziwie nieliniowe).

Elementy te moga by¢ ponadto jedno- lub wielofazowe, a w tym ostatnim przy-
padku odpowiedni model moze uwzglednia¢ symetryzacje faz (transpozycja) lub nie.
Kolejnym wyroznikiem jest liczba zaczepow (biegunow): dwu- i wielobiegunowe. Do
galezi naleza rowniez modele transformatorow.

Formatowanie danych dla takiej r6znorodnosci modeli stwarza wiele ktopotow,
a ich opis zajmuje podstawowa cze$¢ podrecznika. Ponizej podane sa jedynie ogdlne
zasady reprezentacji tych danych. W strukturze danych programu ATP-EMTP rodzaj
galezi jest okre§lany numerem dwucyfrowym, umieszczonym w dwoch pierwszych
kolumnach zbioru. Rozpatrzmy kilka przyktadowych rodzajow gatezi.

Galaz zawierajaca szeregowe potaczenie elementow RLC jest przedstawiona za
pomoca jednego modelu. Uktad wielofazowy moze by¢ reprezentowany za pomoca
modelu bez sprzgzen migdzyfazowych lub z wzajemnymi sprzezeniami. W obu przy-
padkach obowiazuja rézne formaty danych. Oto krétki opis formatéw danych o tych
galeziach.

e Dane jednofazowej galgzi RLC o parametrach skupionych maja nast¢pujacy for-
mat:
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C WEZ1 WEZ2 WEZOl WEZO02 R L C 0]
C < >< >< >< >< >< >< > <
GEN1 GEN2 0.25 3.75 29. 1

Dwie pierwsze kolumny sa puste lub zawieraja numer 00 (jest to rOwnowazne).
W kolejnych dwoch polach 6-znakowych, znajduje si¢ miejsce na podanie nazw we-
ztow na koncach galezi. Dla uniknigcia niejednoznacznosci, krotsze nazwy powinny
by¢ wyréwnane w polach do lewej strony. Puste pole oznacza ziemig. Kolejne dwa
pola 6-znakowe sa przeznaczone do podania nazw pary weztow odniesienia. Jest to
stosowane jedynie wowczas, gdy w modelu sieci wystgpuje duza liczba jednakowych
galezi. Parametry sgq podane wowczas tylko dla pierwszej z nich, a w kolejnych wier-
szach mozna je opusci¢, podajac w tych witasnie polach nazwy wezlow gatezi odnie-
sienia, z ktorej program pobiera parametry.

W kolejnych trzech polach podawane sa liczbowe wartosci parametréw RLC.
Normalnie te pola maja rowniez szeroko$¢ 6 znakéw. Jednostki tych parametréw sa
nastepujace:

R: (€Y,

L: (mH) jesli XOPT=0 (lub pusty), inaczej: 2nfL (QQ), /~XOPT,

C: (UF) jesli COPT=0 (lub pusty), inaczej: 2nfC (uS), /~COPT.

Szerokos¢ pol dla liczbowych wartosci parametréw (precyzja danych) mozna zmienié
z 6 na 16 przetacznikiem $VINTAGE z parametrem 1:

C WEZl WEZ2 WEZOl WEZ02 R L C 0
SVINTAGE, 1
C < >< >< >< >< >< >< >

GEN1 GEN2 0.25 3.75 2
SVINTAGE, 0
C < >< >< >< >< >< >< >

GEN3 GEN4 0.25 3.75 29. 1

Zauwazmy, ze przelacznik SVINTAGE,] ustanawia duza precyzj¢ danych, nato-
miast SVINTAGE,O przywraca normalna precyzjg.

Jesli ktory$ z parametrow RLC nie wystepuje w gatezi, to nalezy w odpowiednim
miejscu wstawi¢ 0 lub pozostawic puste pole.

W ostatniej, 80 kolumnie, mozna wstawi¢ liczbg¢ z zakresu 1-4 w celu wyprowa-
dzenia do zbioru wynikowego informacji, o wynikach symulacji zwiazanych z dana
galezia. Rodzaj tych danych zalezy od wstawionej liczby:

1 — prad ptynacy w gatezi,

2 — napigcie na zaciskach galezi,

3 — prad oraz napigcie,

4 — straty mocy i energii w gatezi.

e Dane gal¢zi RLC w postaci czwornika IT (rys. B.3).
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Model matematyczny modelu takiego elementu jest okre§lony przez nastgpujace row-
nania:

u, —-u :Laikl,

d
i =—C—u, +i,, i,=—C—u, —i,,,
k 2 dt k ki 1 2 1 ki

dt

gdzie: u, i sa 3-elementowymi wektorami napie¢ i pradéw fazowych, natomiast:

R, R, Rj; ¢, G, G L, L, L,
R=|R, R, Ry|, C= Clz sz sz s L=|L, L, Ly
R; Ry Ry C; Cy Cy Ls L, L

Poniewaz macierze te sa symetryczne, wigc wystarczy poda¢ parametry tylko dolnej
trojkatnej podmacierzy. Format danych jest nastgpujacy.

C WEZA WEZA R1I1 111 cl1
C < >< > < >< >< >
1GEN1A GEN2A 1.42 8.37 .158
C WEZB WEZB R12 Ll2 Cl2 R22 L22 C22
2GEN1B GEN2B 0.968 .837 -.078 1.38 .142 .165
C WEZC WEZC R13 L13 C13 R23 L23 C23 R33 L33 C33
3GENL GEN2C 0.955 .842 -.079 .968 .837 -.078 1.38 .142 .165
Lio a) b)
R L
Llo—r——73- "o
Ci Cis
L2o
C,, —— Lo——(—3—" Y ——F—o0
L3o
L Y Y
Cy3 €y Cy L30o °
sprzgzenie

Rys. B.3. Schemat modelu elementu trojfazowego reprezentowanego za pomoca czwoérnika IT

W pierwszych dwoch kolumnach znajduje si¢ numer wiersza macierzy: 1, 2, ... Nazwy
weztow sa podawane jak poprzednio, z tym Ze nie stosuje si¢ weztow odniesienia.
W analogiczny sposoéb mozna podawac parametry dla czwomika wielofazowego
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(maksymalny rozmiar macierzy wynosi 40). Przy wigkszej liczbie danych zapis moz-
na kontynuowaé w kolejnym wierszu, pozostawiajac kolumny 1-26 puste.
Mozna takze stosowa¢ format zwigkszonej doktadnosci, jak wyze;j.

e Dane wielofazowej gatezi RL ze sprzgzeniami.

Tego typu model reprezentuje gataz wiclofazowa bez pojemnosci, a jedynie z parame-
trami podtuznymi. Dla linii trojfazowej transponowanej macierz parametrow zawiera
tylko dwie rozne wielkosci, lezace na przekatnej oraz poza nia. Wygodnie jest wow-
czas podawac parametry w sktadowych symetrycznych. Zachodzi przy tym nastepuja-
ca odpowiednio$¢:

ZS Zm Zm ZO O O
Z, Z, Z,|<|0 Z 0/,
Z, Z, Z, 0 0 Z,
gdzie:
Zy—7Z Z,+27
ZO:ZS+2ZM’ZIZZZZZS_Zm’ZS:%,ZmZ 03 1'

W miejsce Z mozna podstawi¢ R, L lub C.
Stosowanych jest kilka formatow danych. W przypadku linii transponowanej, format
danych jest nastgpujacy:

C Linia 3-fazowa reprezentowana za pomoca modelu 51..53

C WEZ1 WEZ2 WEZO01l WEZ02 R L
C < >< >< >< >< >< >
C WEZ1 WEZ2 WEZOl WEZO02 RO L0
51GEN1A GEN2A 12.5 3.85
C WEZ1 WEZ2 WEZO0l1 WEZO2 R1 Ll
52GEN1B GEN2B 2.5 1.75

53GEN1C GEN2C

W pierwszych dwoch kolumnach umieszczone sa numery faz, poczynajac od 51. War-
tosci parametréw podane sg dla sktadowej zerowej 1 zgodnej. W trzecim wierszu da-
nych nie sa podawane zadne parametry liczbowe.

e Dane modelu linii o parametrach roztozonych
Dostgpnych jest wiele modeli linii o parametrach roztozonych. Kazdy z tych modeli

ma swoj format danych. Ponizej podany zostanie jedynie format danych dla modelu 3-
fazowej linii dlugiej transponowanej (tzw. model Clarke).

SUNITS, 0., O.
C <BUS1><BUS2><REF1><REF2><-R'-><-L'-><-C'-><Leng><><><>

-1LINA1IRLINA2R .275 3.2675 .0085 50. 0 0 O {zero-sequence}
-2LINA1SLINA2S .0276 1.0031 .013 50. 00O {pos.-sequence}
—-3LINALITLINA2T

SUNITS, -1., -1.
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W zapisie tym, parametry elektryczne linii sa podawane w podstawowych jednost-
kach (R (Q), L (mH), C (uF)), niezaleznie od ogodlnej deklaracji tych jednostek w na-
gtéwku zbioru danych (XOPT, COPT). W celu uniezaleznienia sig od tej deklaracji,
karty danych linii sg ujgte w dwie karty sterujace SUNITS z parametrami: 0., 0., oraz:
—1., —1. Pierwsza z nich jest rownowazna deklaracji: XOPT = 0, COPT = 0, natomiast
druga - przywraca zadeklarowane w nagtowku jednostki.

Rodzaj linii (model o parametrach roztozonych) jest oznaczony w dwoch pierw-
szych kolumnach: ‘—numer fazy’. Jak wida¢, parametry linii sa podane dla sktado-
wych symetrycznych: zerowej i zgodnej, w jednostkach na kilometr dlugosci. Rozwa-
zana linia ma dhugos$¢ 50 km i nastgpujace parametry:

Ry= 0,275 Q/km, Ly=3,2675 mH/km, Cy= 0,0085 pF/km,

R,=0,0276 (Y/km, L;=1,0031 mH/km, C;= 0,013 puF/km.

Trzy pozycje z zerowymi wartoSciami w kazdej karcie danych sa przeznaczone do
deklaracji odpowiednich przetacznikéw ustawiajacych szczegdty modelu: linia trans-
ponowana/nietransponowana, uzyte jednostki parametréw linii: R, L, C (jak w przy-
ktadzie) lub inne, np.: impedancja falowa Z; szybko$¢ rozprzestrzeniania sig fali v
iinne [13]. Ten ostatni format danych jest zastosowany w modelu linii z przyktadu
C.1.2.

B.2.5. Dane o wylacznikach

W najprostszym przypadku, wylacznik jest reprezentowany za pomoca dwupotoze-
niowego tacznika, sterowanego w funkcji czasu. Format danych jest nastgpujacy:

C <BUS1><BUS2><T CLOSE >< T OPEN ><C LIM ><V_FLESH ><SPECIAL >
WEZ1 WEZ2 -1.0 0.02 1.E5

gdzie:
BUSI, BUS2 — nazwy weztow pomigdzy ktorymi znajduje si¢ wylacznik;
T CLOSE - czas zataczenia wylacznika; ujemna warto$¢ oznacza, ze wylacznik
bedzie rozpatrywany jako zalaczony przy obliczaniu warunkéw poczatkowych;
T _OPEN - czas wylaczenia wylacznika; zaktada si¢, z2 T CLOSE<T_ OPEN;
C_LIM — maksymalna warto$¢ pradu, przy ktorej mozliwe jest otwarcie wytaczni-
ka; wylacznik otwiera si¢, gdy t > T _OPEN oraz prad przeptywajacy przez niego
(warto$¢ chwilowa): i < C_LIM,;
V_FLESH — minimalna warto$¢ napigcia, przy ktorym wytacznik zamyka sig, jeze-
li+>T CLOSE;
SPECIAL — jesli w tym polu znajduje si¢ stowo: MEASURING, to pozostale pa-
rametry sa pomijane, wytacznik jest stale zamknigty 1 pelni rolg¢ miernika przepty-
wajacego przez niego pradu (probki sa rejestrowane w zbiorze wyjsciowym).
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B.2.6. Dane o zrédlach

W programie dostepne sa rézne rodzaje zrodet pradowych i napieciowych, ktdre sa
identyfikowane za pomoca numeru w pierwszych dwoch kolumnach. Najczesciej sto-
suje si¢ zrodto nr 14, ktore reprezentuje falg kosinusoidalna o okreslonej amplitudzie,
fazie i czestotliwosci. Ogolny format danych o zrodtach jest nastepujacy:

C NODE->1i?<-Amplit-><--Freg--><-Phase -><---Al---><---T1l---><-Tstart-><-Tstop-->
GENER1 100. 50. —-45.

gdzie:

NODE — nazwa wezta, do ktorego jest dotaczone zrodlo (zrodia sa wiaczone po-
migdzy wybrany wezet 1 ziemig);

1? — 0 (lub puste pole) — zroédto napigciowe, —1 — zrodio pradowe;

Amplit — amplituda;

Freq — czgstotliwo$¢ fali (Hz);

Phase — faza poczatkowa kosinusoidy;

A1l -0 — faza jest podawana w stopniach, A1 > 0 — faza (s);

T1 — wykorzystywane w przypadku generacji ztozonych sygnatow;

Tstart — czas uruchomienia zrodla;

Tstop — czas zatrzymania zrodta.

Tylko jeden typ zrodla moze by¢ wilaczony pomiedzy dwa roézne wezly sieci: typ
18, w ktérym znajduje si¢ idealny transformator. W takim przypadku jedna strona tego
transformatora powinna by¢ uziemiona (oba zaciski), a w szereg z drugim uzwojeniem
wlaczone jest wybrane zrodlo. Drugi zacisk zrodta i wolny zacisk transformatora mo-
ga by¢ potaczone z dowolnymi weztami sieci [13].

B.3. Edytor graficzny ATPDraw

Opis edytora graficznego (instalacja, sposob postugiwania si¢ oraz przyktady) mozna
znalez¢ w podreczniku [104]. Wiele informacji na temat obstugi programu oraz szcze-
gotow dotyczacych jego nowych wersji mozna znalez¢é na stonie internetowej twor-
cOw programu [139]. Ponizej podano jedynie niezbg¢dne dane, ktdére moga utatwic po-
stugiwanie si¢ tym programem.

Przyktad na rysunku B.4 pokazuje gléwne okno programu, do ktérego zatadowany
jest model z przyktadu C.6. W glownym oknie dostgpne sa wymienione dalej opcje
programu. Podstawowe operacje na plikach (otwieranie/zapisywanie, otwieranie pli-
kéw nowych modeli, drukowanie), odbywa si¢ za posrednictwem opcji File.

e Opcja Edit shuzy do wykonywania operacji na catym modelu lub jego fragmen-
tach: kopiowanie, wycinanie, tworzenie i edycja grupy (stuzy do tworzenia
fragmentu modelu, reprezentowanego za pomoca pojedynczej ikony, z kilku
modeli podstawowych).
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B ATPDraw - [D:\Ksiazkiymodele'\przyklady'Przyklad_C7\SPAR 4.acp] =] |
Fie Edit View ATP Libiay Took Windows Help - %
DZ-WE |8 |[9¢ |G| A0 |02 n |22 ] e B zpz i =] NIz i@ =

Bl

4]

SYSTEM S

SYSTEM R
NODAZ —.\_\._\_@J_‘ NODB2?
W Dt EW Tl I 4
M M

Fl_sece

RUNTIM

Model luku wiormego

SECAR
' SPAR
Modul
r 1 sterujacy

Model luku pierwotnego

) )
. o

MODE: EDIT

I 7

Rys. B.4. Gtowne okno edytora graficznego ATPDraw

Z opcja View zwiazane sa narzedzia do edycji wygladu gldéwnego okna pro-
gramu: powigkszanie/zmniejszanie, zmiana czcionki itp.

Opcja ATP zawiera podstawowe narzedzia do konwersji postaci graficznej mo-
delu na plik tekstowy, edycji parametréw symulacji, uruchomienia symulacji
1 prezentacji jej wynikow. Rozwinigte menu jest pokazane na rys. B.5a. Po wy-
braniu opcji ATP/Settings uzyskuje si¢ dostep do menu zwigzanego z edycja
réznych parametrow modelowania. W oknie pokazanym na rys. B.5b nalezy
ustawi¢: krok modelowania (delta T), czas symulacji (Tmax), jednostki, w kto-
rych wprowadzana bedzie indukcyjnos¢ (Xopt) oraz (Copt) (patrz p. B.2.2).

Po wybraniu opcji Library dostgpne sa narzedzia do tworzenia modutdow pro-
gramowych, modeli utworzonych za pomoca jezyka MODELS oraz edycji
zwigzanych z nimi graficznych symboli (ikon).

Opcja Tools umozliwia edycje Srodowiska zwiazanego z tworzonymi modela-
mi: ustawianie warto$ci domys$lnych parametrow, kartotek, w ktérych prze-
(np. programéw do edycji zbiordéw tekstowych, edytora do graficznej prezenta-
cji wynikow i inne).

Opcje Windows oraz Help zawieraja typowe narzgdzia systemu WINDOWS.
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- ATP Settings x|
. Miew | ATP | Library Tools “Windows Help Simulation | Dutputl Switch.-"UMI Formatl “ariables
P B Settings B e B W RE | deaT: [1.2565 Simulation type————
3 nATP F2 n IM— @& Time domain
Tmax: |0
tun Plat Fa = Fraquency scan
ot € Hamoric (HFS)
Sub- v | 2 : armonic
| UD-pracess | } Fun ATP file Copt: IED—

Output manager F9 [ Make ATP file

™ Power Frequency

& EditATP file F4 Y Make node names
=] Miew LIS file F&
33 Find node F&
EE? Find next node F7
UreCheck |
Edit Commands...
ura TR
PLOT=Y

ok | e |

Rys. B.5. Rozwinigte menu: a) opcja ATP oraz b) menu opcji ATP/Settings

Edycja samego modelu odbywa si¢ na zasadzie umieszczania odpowiednich mode-
li reprezentowanych przez znaki graficzne (ikony) i ich laczeniu zgodnie z ogdlnymi
zasadami. Zbior wszystkich modeli jest dostepny po kliknigciu prawym przyciskiem
myszy na gldéwnym ekranie modelu (rys. B.6). Po dwukrotnym kliknigciu na ikong
modelu uzyskuje si¢ dostep do jego menu w celu edycji parametrow.

¥

P Probes & 3-phase  »
24r Branch Linear »
e g Branch Monlinear 3

T[O Lines/Cables »

- Switches »

@ Sources 3 ‘ D type 11

@ Machines 3 Ramp type 12

o Transformers 3 Slope-Rarmp type 13

£} MODELS v [ ACupe 14 |

- TACS » Surge type 15

User Specified 3 Heidler type 15

52 Freguency comp,  » Standler type 15

all standard comp... Cigre type 15
TACS source
Ernpirical type 1
AC 3-ph. type 14
AC Ungrounded
D Ungrounded

Rys. B.6. Menu dostgpu do modeli elementow

Blizszy opis wybranych narzedzi programu ATPDraw oraz sposob tworzenia za-
awansowanych modeli jest pokazany na przyktadach w dalszym ciagu niniejszego
opisu. Nalezy zaznaczy¢, ze program ATPDraw jest ciagle rozwijany. Dalsze przykta-
dy zostaly wykonane z uzyciem wersji v.5.5 tego programu.



DODATEK C. PRZYKLADY

C.1. Tworzenie moduléw danych

C.1.1. Struktura modulu

Dane wejsciowe w programie ATP-EMTP moga by¢ organizowane w postaci modu-
1ow (ang. module) na podobnej zasadzie, jak tworzy si¢ podprogramy w jezykach pro-
gramowania. Umozliwia to wlaczanie do zbioru danych do symulacji, wczesniej przy-
gotowanych fragmentow danych (modutow), ktore moga by¢ wielokrotnie
wykorzystane w tym samym zbiorze danych wejsciowych, z odpowiednimi parame-
trami.

Modut moze zawiera¢ wszystkie elementy zbioru danych wejsciowych, z wyjat-
kiem Naglowka. Zbidér danych modulu przygotowuje si¢ wedlug tych samych zasad,
jakie obowiazuja w odniesieniu do gléwnego zbioru danych, z tym ze w nagtéwku
modutu nalezy umiesci¢ informacj¢ o przekazywanych danych i parametrach (jesli
one wystepuja). Zbior dyskowy z danymi modutu powinien by¢ poddany przetwarza-
niu za pomoca programu ATP-EMTP (przetwarzanie wsadowe), w wyniku ktorego
uzyskuje si¢ zbior wynikowy, nazywany dalej modutem. Przetwarzanie to jest swego
rodzaju ‘kompilacja’ i polega na tworzeniu zbioru wynikowego modutu, ktory oprocz
samego tekstu danych, zawiera takze informacje o wzglednym polozeniu poszczegdl-
nych danych w tym zbiorze. Taki zbior wynikowy (modut) stanowi zrédto danych,
ktoére moze by¢ wywolywane w gtownym zbiorze danych, z ewentualnym podstawia-
niem aktualnych parametréw wywotania. Stosuje si¢ tutaj zasadg¢ wzorowang na wy-
wolywaniu podprograméw w typowych jezykach programowania.

Modut jest wywolywany w gléwnym zbiorze danych, za pomoca polecenia
$INCLUDE o nastgpujacej strukturze:

$INCLUDE, <nazwa zbioru moduiu>,<przekazywane parametry>

<nazwa zbioru modutu> jest nazwa zbioru dyskowego (wraz ze S$ciezka dostepu),
w ktorym zapisany zostat tekst przetworzonego (‘skompilowanego’) zbioru. Zwycza-
jowo, w odniesieniu do tych zbioréw stosuje si¢ rozszerzenie *./ib, chociaz mozna
stosowac takze inne rozszerzenia. W nazwie zbioru mozna pomina¢ rozszerzenie (suf-
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fix) oraz $ciezk¢ dostegpu (prefix), jesli dane te zostana poprzedzone odpowiednimi
deklaracjami $SUFFIX oraz $PREFIX. Na przyktad tres¢ wywotania:

SINCLUDE, c:\emtp\modul\falownik.pch, WEZEL1l, WEZEL2, 35.4

moze by¢ skrocona przez deklaracjg:

$SUFFIX, .pch
SPREFIX, c:\emtp\modul\

SINCLUDE, falownik, WEZEL1l, WEZEL2, 35.4
Deklaracja:

SPREFIX, []

ktoéra odnosi si¢ do kartoteki, w ktorej znajduje si¢ przetwarzany zbior danych. Dekla-
racje $SUFFIX i $PREFIX wygodnie jest umieszcza¢ na samym poczatku zbioru da-
nych. Wéwczas wszystkie stosowane moduty mozna zgromadzi¢ w jednej kartotece.

Jesli tres¢ wywotania nie miesci si¢ w jednym wierszu (do osiemdziesiatej kolum-
ny), to liste¢ danych mozna kontynuowaé¢ w nastgpnym wierszu. Na koncu wiersza na-
lezy wowczas wstawi¢ znaki: $$, po czym kontynuowa¢ dane w nowym wierszu, za-
czynajac od trzeciej kolumny:

SINCLUDE, <nazwa zbioru moduiu>,<parametry 1>, <parametry 2> $$
<parametry 3>

Przygotowanie modutu sprowadza si¢ do nastgpujacych krokéw (w nawiasach
podano przyktadowe nazwy zbiorow, ktdre sa zwigzane z poszczegdlnymi krokami):

1. Przygotowanie tekstowego zbioru danych, dotyczacych fragmentu modelu, ktory
ma by¢ reprezentowany w postaci modutu (ala.dat). Zbiér ten ma nastepujaca
strukture:

BEGIN NEW DATA CASE --NOSORT--

DATA BASE MODULE

SERASE

<Dane modulu poprzedzone nagidwkiem, ktdry zawiera informacje o przekazywanych
parametrach

>

BEGIN NEW DATA CASE

$PUNCH

BEGIN NEW DATA CASE

BLANK

2. W zbiorze tym podane sa informacje dla glownego programu ATP o tym, ze doty-
czy on modutu danych (DATA BASE MODULE) oraz inne polecenia sterujace.
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Przy tworzeniu tego zbioru wskazane jest umieszczenie odpowiednich komentarzy,
ktore utatwia pozniejsze jego wykorzystanie.

. W nagtowku modutu podane sa informacje o przekazywanych parametrach (dekla-

racja argumentow). Struktura deklarowanych argumentéw modutu opisana jest
w dalszych przyktadach.

. Przetwarzanie zbioru danych modutu. Odbywa si¢ to wedlug tych samych zasad,

co uruchomienie symulacji z podanym zbiorem danych (ala.dat). W rezultacie
otrzymuje si¢ zbior wynikowy, ktory stanowi tekst modutu (ala.pch).

. Zwyczajowo, tekst modutu wywotywany w gléwnym zbiorze danych ma rozsze-

rzenie */ib. Nalezy wigc zmieni¢ nazwe zbioru: ala.pch — ala.lib. Nazweg zbioru
wynikowego mozna takze okresli¢ w poleceniu SPUNCH, na przyktad:

SPUNCH, ala.lib.

6.

7.

Nalezy zadba¢ takze o odpowiedni porzadek w przechowywaniu gotowych modu-
16w (zachowa¢ w odpowiednio nazwanej kartotece).
Nagtowek modutu zawiera deklaracje argumentow o nastgpujacej strukturze:

ARG, <lista nazw wezldw lub/i nazw zmiennych liczbowych,

oddzielonych przecinkami>

NUM, <lista zmiennych liczbowych, oddzielonych przecinkami>
DEP, <lista zmiennych, ktérych wartosci beda obliczane>

<formuta obliczania zgodnie z zasadami jezyka FORTRAN >
<oddzielnie dla kazdej zmiennej z listy DEP >

DUM, <lista nazw wezldw, ktdédrym bedag przydzielone nazwy fikcyjne>

8.

10.

Wszystkie zadeklarowane argumenty musza wystapi¢ w dalszej czgsci modutu.
W pierwszym wierszu, po stowie ARG, wymieniane sa wszystkie zmienne (nazwy
wezlow oraz zmienne liczbowe), ktorych aktualne wartosci, w tej samej kolejnosci,
wystapia w wywotaniu SINCLUDE.

. Zmienne, ktore odnosza si¢ do wielkosci numerycznych, musza by¢ nastepnie po-

wtorzone w deklaracji NUM — w wywotaniu $INCLUDE beda im odpowiadaly
konkretne wartosci liczbowe. Pozostate zmienne z deklaracji ARG odnosza si¢ do
nazw weztéw — odpowiadaja im w wywotaniu $INCLUDE aktualne nazwy we-
ztow. W przypadku sieci trojfazowej wygodnie jest stosowaé pigciopozycyjne na-
zwy wezlow z pozostawieniem szostej pozycji na nazwe fazy: A, B lub C. Nazwa
wezta w deklaracji ARG ogranicza si¢ wowczas do pierwszych pigciu znakow.
Deklaracja DEP pozwala oblicza¢ warto$ci wybranych argumentéw liczbowych na
podstawie przekazywanych danych, umieszczonych w zbiorze ARG i NUM. Bez-
posrednio po tej deklaracji nalezy umiesci¢ odpowiednie formuly matematyczne
(zgodnie z regutami FORTRANu), ktore okreslaja sposob obliczania zmiennych
zadeklarowanych w zbiorze DEP. Zmienne te musza nastepnie wystapic¢ jako pa-
rametry w danych modutu.
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11. W deklaracji DUM nalezy wymieni¢ te wezty (przez ich nazwy lokalne), ktorych
nazwy sa okreslane automatycznie podczas uruchamiania programu. Zasada ta za-
pobiega uzyciu tej samej nazwy dla réznych weztow.

W module moga si¢ znalez¢ dowolne fragmenty modelu, dotyczace rdéznych kate-
gorii danych (gatezi, zrodet, wyltacznikdéw, bloku sterowania i innych). W takim wy-
padku nalezy wybra¢ strukture zbioru o dowolnym porzadku (z kartami sortujacymi).
Karty sortujace nalezy wowczas stosowac takze w zbiorze danych modutu.

C.1.2. Tworzenie moduléw w trybie wsadowym

Przygotowany tekst modutu w zbiorze dyskowym powinien by¢ przetworzony za po-
moca programu ATP-EMTP przed jego uzyciem w procesie symulacji. Przetwarzanie
to nalezy przeprowadzi¢ w trybie wsadowym (ang. batch), korzystajac z programu
runtpwd.bat. Ponizszy przyktad ilustruje podstawowe zasady tworzenia i wykorzysta-
nia modutéw. Wszystkie zbiory znajduja si¢ w kartotece®’: przyklad C1_I.

Przyklad C.1.1. Przygotowaé¢ model fragmentu sieci trojfazowej 110kV z linig reprezen-
towang za pomoca dwoch odcinkow RL z wzajemnym sprzgzeniem (mo-
del 51). Schemat sieci jest pokazany na rys. C.1. Zbada¢ przebieg pradow
podczas zwarcia doziemnego fazy L2 w wezle LINB . Model zwarcia
w postaci szeregowo potaczonej rezystancji z wytacznikiem przedstawic
w oddzielnym module danych. Opracowaé takze modul reprezentujacy
model zrédla zasilania z impedancja.

ZS LINA_ LINB_ LINC_

CH—+~—

Uy Zg Z, s Z, g

2 2)
Rys. C.1. Schemat rozpatrywanej sieci

Parametry sieci:

Ug=115kV 290", Z,,=43+j4500Q, Z,=25+j2800Q, S, =40+j2,0 MV-A
S, =7,0+ 34,0 MV-A (oba obciazenia sa reprezentowane w postaci schematu RL potaczonego
w gwiazdg z uziemieniami punktéw neutralnych: Ry, =2,5 Qoraz R, =15 Q; odcinki linii:
LINA -LINB : Z,,,=0,45+j390Q, Z,,, =031+ j2,80Q,

LINB -LINC : Z,,,=0,63+j4,50Q, Z,,, =0,48+ j3,40Q.

* Dostepna na stronie internetowej: http://www.rose.pwr.wroc.pl/przyklady D/.
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Zwarcie jest reprezentowane za pomoca wyltacznika z szeregowo polaczona rezystancja o war-
tosci R,= 0,1 Q. Moment zwarcia: £,= 0,04 s, liczac od poczatku symulacji.
Impedancje reprezentujace obciazenia (polaczenie w gwiazdg) obliczane sa wedhug zaleznosci:

2
z-Y
S

codaje: Z,=2432+j1186 Q, Z, =1344+ 719 Q.

Zaczniemy od utworzenia modutu reprezentujacego model zwarcia (rys. C.2a). Przyjeto, ze
nazwa we¢zla wewngtrznego pomigdzy opornikiem a wylacznikiem jest nieistotna (nie bgdzie
dalej uzywana) i dlatego jest ona wskazana w deklaracji DUM.

9 \WEZELI b)

Usla Z;  WEZELA

R, "——
Za—120 WEZELB

DUMMY L |
: a —240 WEZELC

o I

DUMMY
WEZEL2

Rys. C.2. Schematy zastgpcze: a) modelu zwarcia oraz b) zrodta napigcia tréjfazowego

Tekst modutu jest zapisany w zbiorze zwarciel.dat. Jest on nastepujacy.

BEGIN NEW DATA CASE -— NOSORT ---
C Modul reprezentujacy obwdd zwarciowy: opornik + wylacznik
DATA BASE MODULE
SERASE
C
ARG, WEZELl, WEZEL2, RZWARC, {wykaz wszystkich argumentoéw
ARG, TZWARCIA, _ TWYLACZ, K {oprécz fikcyjnych
NUM, RZWARC,  TZWARCIA,  TWYLACZ,K {argumenty numeryczne
DUM, _ WWYL {fikcyjne argumenty - muszg by¢ po ARG
C model zwarcia
/BRANCH
C <BUSF><BUST> < R > L > C >
WEZEL1 WWYL RZWARC
/SWITCH

C <BUSF><BUST>< TCLOSE >< TOPEN ><CURR. M.><0OV.SL.SP>< SPES.K.><BUS5><BUS6><>
C wytacznik zwarcia

_ WWYLWEZEL2 TZWARCIA  TWYLACZ K
o
BEGIN NEW DATA CASE
o

SPUNCH, zwarciel.lib
BEGIN NEW DATA CASE
BLANK
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Do modutu jest przekazywanych siedem argumentow, przy czym dwa pierwsze zwigzane sa
z nazwami weztow zewngtrznych modelu zwarcia (WEZEL1 oraz WEZEL?2), a pozostate sa
argumentami liczbowymi, odnoszacymi si¢ do: rezystancji zwarcia (RZWARC), momentu wy-
stapienia zwarcia (_ TZWARCIA) i jego wylaczenia ( TWYLACZ). Wskaznik K moze
przyjmowa¢ wartosci catkowite z zakresu (0—4), ktore stuza do okreslenia parametru mierzo-
nego na wylaczniku (K =0 — bez pomiaru, K =1 — pomiar pradu itd.). W deklaracji DUM
wymieniona jest nazwa wezta ~ WWYL (na rys. C.2a odpowiada mu DUMMY), ktora zostaje
automatycznie zdefiniowana przed uruchomieniem symulacji.

W poleceniu $PUNCH zostata okre$lona nazwa zbioru wyjsciowego, ktory zostaje okreslony
w rezultacie przetwarzania tego zbioru w programie ATP-EMTP.

Modut przedstawiajacy model trojfazowego zrodla z impedancja wewngtrzng zostat opracowa-
ny na postawie schematu zastgpczego z rys. C.2b. Tekst zapisany w zbiorze dyskowym zrod-
lo3.dat jest nastepujacy:

BEGIN NEW DATA CASE -— NOSORT ---
C Modul reprezentujacy zrdédio 3-fazowe (typ 14) + impedancja (typ 51)
DATA BASE MODULE
SERASE
C
ARG, WEZEL, NAPSKUTECZ, _ CZESTOTL, __ FAZA A, __ TZSTART,
ARG, RS 0, X5 0, RS 1, XS 1
NUM, NAPSKUTECZ, _ CZESTOTL, _ FAZA A, __ TZSTART,
NUM, RS O, XS5 0, RS 1, XS 1
DEP, AMPLITUDA, _ FAZA B, _ FAZA C
C =
_AMPLITUDA = NAPSKUTECZ*SQRT (2.0/3.0)
_ FAZA B = FAZA A - 120. {przesuniecie o 120 stopni
_ FAZA C = _ FAZA A - 240. {przesuniecie o 240 stopni
DUM, NZRODA, NZRODB, NZRODC {DUM musi byc na koncu
/BRANCH
C <BUSFEF><BUST> < R > L > C >
C === Impedancja ekwiwalentnego zZrdédia 110kV ———————————--
51NZRODAWEZELA RS 0 XS 0 { Ro, Lo [ohm] }
52NZRODBWEZELB _ RS 1 XS 1 { R1, L1 [ohm] }
53NZRODCWEZELC
C
/SOURCE
C == 3-fazowe Zrdédio —----——--——————————————

C <NODE><><AMPLITUD><FREKVENS><TO0/I0/BE>< Al >< T1 >< START >< STOP >
C

14NZRODA  AMPLITUDA CZESTOTL  FAZA A _ TZSTART
14NZRODB ~AMPLITUDA CZESTOTL  FAZA B _ TZSTART
14NZRODC ~AMPLITUDA CZESTOTL  FAZA C _ TZSTART
o

BEGIN NEW DATA CASE

o

$PUNCH

BEGIN NEW DATA CASE
BLANK
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W zbiorze argumentoéw podana jest nazwa wezta trojfazowego (WEZEL), ktora dotyczy trzech
faz: WEZELA, WEZELB oraz WEZELC. Te nazwy sa rozszerzane przed rozpoczgciem symu-
lacji (przybieraja one znaczenie aktualnej nazwy z wywotania $INCLUDE). Pozostate parame-
try odnosza si¢ do wielkosci liczbowych. Warto zauwazy¢, ze dlugosci ich nazw odpowiadaja
dtugosciom odpowiednich pél liczbowych w formacie danych.

Trzy zmienne liczbowe: AMPLITUDA, FAZA B,  FAZA C sa wymienione w de-
klaracji DEP, co oznacza, ze nalezy je okresli¢ za pomoca wyrazen w jezyku FORTRAN, bez-
posrednio po tej deklaracji. Wida¢, ze wielkosci te odnosza si¢ do amplitudy Zrédia kosinuso-
idalnego (1yp 14) — warto$¢ ta jest obliczana na podstawie przekazywanej wartosci skutecznej
napigcia migdzyfazowego oraz poczatkowych katow sygnatow w fazach B oraz C.

W deklaracji DUM okreslane sa takze wezly, ktorych nazwy sa przyporzadkowywane automa-
tycznie — deklaracja dotyczy weztow w trzech fazach.

Przetwarzanie obu wymienionych zbioréw z tekstami modutdéw mozna przeprowadzi¢ za po-
mocg trybu wsadowego okreslonego przez zbior runtpwd.bat jako jego parametr, na przyklad:
Runtpwd.bat zrodlo3.dat

Uzyskany zbior wynikowy przedstawia modut, ktory mozna wykorzysta¢ w gtéwnym zbiorze
danych do symulacji. W rozpatrywanym przyktadzie zbior ten nazywa si¢: modull.dat.

BEGIN NEW DATA CASE
KA AR A AR AR A AR KA A AR A A AR R A A AR A A AR A A A AR Ak A h A Ak h kA Ak hkhk Ak hk kA Ak hkhkhk vk kA hkhkhkhkrk k%
* Przykitad wykorzystania modutu *
* Sie¢ 110kv *

C
Cc
Cc
C KA AR A AR KA A AR KA A A AR A A AR A A AR A A A A A A A Ak h kA Ak kA A Ak h kA Ak hk kA hkhk kA Ak hkhkhk Ak hkhk kA hkhkkkrk k%
Cc
Cc

DT >< TMAX >< XOPT >< COPT >

2.0E-05 1.2E-01 50. 0.
C IOUT >< IPLOT><IDOUBL><KSSOUT><MAXOUT>< IPUN ><MEMSAV>< ICAT ><NENERG><IPRSUP>
500 5 0 0 0 0 0 1
C _____________________________________________________________________________

$INCLUDE, zrodlo3.lib, ZS , 115000., 50., 90., -1., 4.3, 45., 2.5, 28.
/SWITCH

C === wytaczniki linii  -----------————

C <BUSF><BUST>< TCLOSE >< TOPEN ><CURR. M.><0OV.SL.SP>< SPES.K.><BUS5><BUS6><>
zS___ ALINA A -1 99.0 1
zS__ BLINA B -1 99.0 1
ZS  CLINA C -1 99.0 1

/BRANCH

C

C <BUSF><BUST> < R > L > C >

C ————————- pierwszy odcinek linii ---—---—---—--—-

51LINA_ALINB A 0.45 3.9 { Ro, Lo [ohm] }

52LINA BLINB B 0.31 2.8 { R1, L1 [ohm] }

53LINA CLINB C
C obciazenie w LINB : potaczenie Y z rezystancja w punkcie neutralnym

LINB ALINB N 2432. 1186.
LINB_BLINB N 2432. 1186.
LINB_CLINB N 2432. 1186.
LINB N 2.5
C = drugi odcinek linii ---------------

51LINB_ALINC A 0.63 4.5 { Ro, Lo [ohm] }
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52LINB_BLINC B 0.48 3.4 { R1, L1 [ohm] }
53LINB_CLINC_C

c

c

obciazenie w LINC : potaczenie Y z rezystancja w punkcie neutralnym

LINC ALINC N 1344. 719.
LINC BLINC N 1344. 719.
LINC CLINC N 1344. 719.
LINC N 1.5

SINCLUDE, zwarciel.lib, LINB B, ######, 0.1, 0.04, 1.0,1
/OUTPUT

C
C

c

REQUEST FOR OUTPUT OF NODE VOTAGES
<BUSN><BUSO><BUSP><BUSQ><BUSR><BUSS><BUST><BUSU><BUSV><BUSW><BUSX><BUSY><BUSZ>
ZS AZS BZS C

BLANK BRANCH

BLANK SWITCH

BLANK SOURCE

BLANK OUTPUT

BEGIN NEW DATA CASE
BLANK

W zbiorze danych umieszczone sa dwa odwotania SINCLUDE z odpowiednimi parametrami.
Zamieszczone komentarze wyjasniaja poszczegodlne elementy danych.

Warto zauwazy¢, ze przekazywanie argumentéw z gtdownego zbioru danych do

modulu odbywa si¢ na zasadzie podstawiania zmiennych ze zbioru wywolujacego
(glownego) pod zmienne lokalne, wewnatrz modutu. W celu uniknigcia niejedno-
znaczno$ci co do nazwy weztow oraz wartosci zmiennych numerycznych, pracujac
z modutami danych nalezy przestrzega¢ nastgpujacych zasad:

1.

Unika¢ nazw krotszych, niz przewiduje to dtugos¢ odpowiedniego pola danych (na
przyktad, nazwy wezlow maja sze§¢ znakow). Jesli stosuje sig krotsza nazwe, to
mozna ja uzupehi¢ do wymaganej dtugosci znakami ° °. W deklaracji wywotania
$INCLUDE krotsze nazwy mozna uzupetni¢ znakami ‘#’, ktére w momencie pod-
stawiania zamieniane s na spacje (we¢zet odpowiadajacy ziemi — jako pusta nazwa
— jest deklarowany podczas wywotania w postaci ciagu szesciu takich znakdow:
‘HHHH#). Wygodnie jest przyja¢ zasade wyréwnywania nazw do lewej strony (do
poczatku pola), gdyz taka zasada jest stosowana w programie ATPDraw (patrz po-
nizej).

. Dane liczbowe zmiennoprzecinkowe nalezy zaopatrywaé w kropke dziesigtng, na

przyktad: 1.2E-3, .897, 0.012.

. Przestrzega¢ podanej powyzej kolejnosci deklaracji argumentéw. Informacje

o btedach zwiazanych z uzywaniem modutéw sa bardzo oszczedne i trudno na ich
podstawie zidentyfikowac¢ ich zrodto.

. W zbiorach danych z modutami nalezy stosowac strukturg danych z kartami sortu-

jacymi (/BRANCH, /SWITCH, itp.).
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5. Nie nalezy redagowac zbioréw danych z gotowymi (skompilowanymi) modutami,
gdyz podczas ich czytania procedura interpretujaca odwotuje si¢ do ustalonych
miejsc polozenia poszczegdlnych wierszy i kolumn tekstu, a kazda edycja zmienia
ich rozmieszczenie.

6. Moduty moga by¢ zagniezdzane, to znaczy, ze z modulu moze by¢ wywolywany
inny modut.

C.1.3. Tworzenie modulow w edytorze graficznym ATPDraw

Modele elementéw w postaci modutdow moga by¢ takze tworzone za pomoca odpo-
wiednich funkcji edytora graficznego ATPDraw. Samodzielne opracowanie takich
blokéw wymaga zaawansowanej znajomosci tego edytora, co bedzie pokazane w dal-
szej czgsci opisu. W kolejnym przyktadzie pokazano natomiast wykorzystanie stan-
dardowego bloku LCC. Wszystkie zbiory znajduja si¢ w kartotece przyktad CI 2.

Przyklad C.1.2. Za pomocy edytora graficznego ATPDraw opracowa¢ model fragmentu
uktadu przesylowego 400 kV z linig o dtugosci 180 km, ktorej parametry
elektryczne sa obliczane na podstawie wymiaréw geometrycznych i fi-
zycznych parametréw uzytych materiatlow. Parametry linii sg takie same
jak w przyktadzie 4.1. Przeprowadzi¢ analiz¢ stanu przejSciowego zwia-
zanego z fadowaniem nieobciazonej linii po podaniu napigcia.

Schemat modelu ATPDraw tej sieci jest pokazany na rys. C.3. Impedancja zasilajacego zrodla
jest reprezentowana za pomoca modelu sprzezonej linii z elementami RL (RL_Coupled 51)
o nastgpujacych parametrach:

Zs,=27+]34,0 Q, Z;, =1,8+j25,0 Q.

PG i Tele:
| =< ‘|*’|‘

LIN_ 1 LIN_2

Rys. C.3. Schemat graficzny modelu rozwazanej sieci

Linia jest reprezentowana za pomoca bloku LCC, w ktorym samoczynnie jest tworzony modut
z parametrami elektrycznymi linii dtugiej na podstawie jej wymiarow geometrycznych. W me-
nu bloku LCC nalezy poda¢ dane ogolne (rys. C.4) oraz szczegdlowe dane geometryczne i ma-
teriatowe (rys. C.5). Podobnie jak w przyktadzie 4.1, wybrano model Bergerona, przy zatoze-
niu, ze jest to linia transponowana (model Clarke). Oprocz przewodow fazowych wystepuja
rowniez dwa przewody odgromowe.
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Maodel |Data | Modes

System ype Standard data

- A Rho [ohmem] |[100
Freg. init [Hz) |50

Length [km] 180
Auta bunding [ Set lenath in icon
e
Skin effect Units

[ Segmented ground (&) Metric
O English

Tranzpozed

Fieal tranzf. matrix

odel
Type

(%) Bergeron
[@]:]

O IMarti
O Semlyen
) Noda

Comment: Order:| 0 Label: [ Hide
| | Onder[0 | Labet] |

[ 0K H Cancel ][ Import ” Export ][HunATPH Wig ” Werify ][Editdefin.][ Help ]

Rys. C.4. Menu bloku LCC: ustawienie ogélnych parametrow

Po zamknigciu menu bloku (przycisk OK) generowane sa zbiory z wynikami obliczen dotycza-
cych modutu rozpatrywanej linii. Zbiér LCC I.pch (LCC 1 — nazwa modulu) zawiera
nastgpujacy tekst:

C <++++++> Cards punched by support routine on 18-Jun-08 16.02.08 <++++++>
Cc **** TRANSPOSED Line calculated at 5.000E+01 HZ. ***x*

C LINE CONSTANTS

C SERASE

C BRANCH IN__ AOUT__AIN _ BOUT BIN _ COUT_C

C METRIC

C 10.231 0.0564 4 3.15 -10.3 24.5 12. 40. 0.0

C 20.231 0.0564 4 3.15 0.0 24.5 12. 40. 0.0

C 30.231 0.0564 4 3.15 10.3 24.5 12. 40. 0.0

C 0 0.5 0.2388 4 1.565 -6.87 31. 23.5 0.0 0.0

C 0 0.5 0.2388 4 1.565 6.87 31. 23.5 0.0 0.0

C BLANK CARD ENDING CONDUCTOR CARDS

C 100. 50. 180. 1

SVINTAGE, 1

-1IN__ AOUT_ A 1.71108E-01 6.84052E+02 1.89142E+05 1.80000E+02 1
-2IN__ BOUT_ B 2.84227E-02 3.03458E+02 2.93450E+05 1.80000E+02 1

-3IN___COUT_ C
SVINTAGE, -1,

W ostatnich czterech wierszach podane sa parametry modelu linii.
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bModel | Data | MNodes

Ph.no. Rin Fiout Fiesiz Horiz Wiower | Wmid Separ  Alpha  MB
# [em] [zm] [ohmdkm DC]  [m] [m] [rm] [zm] [deq]
1 1 0.8475 157 0.0564 -10.3 245 12 40 1] 2
2 |2 0.8475 1575 0.0564 a 245 12 40 a 2
i 3 0.8475 1575 0.0564 103 245 12 40 a 2
4 0 a 07825 0.2388 -B.87 il 235 a a a
5 0 1] 07825 0.2388 E.87 il 235 1] 1] 1]

[ Add row ] [ Delete last row ] Move

[ QK H Cancel ] [ Import ” Export ][HunATPH Wiew ][ Werify ][Editdefin.][ Help ]

Rys. C.5. Menu bloku LCC: dane szczeg6lowe

Zbior LCC 1.lib zawiera dane modutu reprezentujacego model linii. Zbiodr ten jest nast¢pnie
dotaczany do modelu rozpatrywanej sieci za pomocg dyrektywy SINCLUDE. Zawarto$¢ tego
zbioru jest w tym przypadku nastgpujaca:

KARD 3 3 4 4 5 5

KARG 1 4 2 5 3 6

KBEG 3 9 3 9 3 9

KEND 8 14 8 14 8 14

KTEX 1 1 1 1 1 1

/BRANCH

SVINTAGE, 1

-1IN__ AOUT A 1.71108E-01 6.84052E+02 1.89142E+05 1.80000E+02 1
-2IN__ BOUT B 2.84227E-02 3.03458E+02 2.93450E+05 1.80000E+02 1

-3IN__ COUT_C

SVINTAGE, -1,

$SEOF

ARG, IN__A, IN__B, IN__C, OUT_ A, OUT_ B, OUT_C

Parametrami wej$ciowymi sa nazwy trdjfazowych wezldw na poczatku i na koncu linii (ostatni
wiersz w powyzszym zbiorze).

Przebiegi pradu i napigcia w fazie A, towarzyszace zalaczeniu nieobciazonej linii, sa pokazane
na rys. C.6. Widoczne sg charakterystyczne oscylacje, ktore z czasem zanikaja, co prowadzi do
ustalenia si¢ sinusoidalnych przebiegéw o czgstotliwosci zasilajacego napigcia.
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Rys. C.6. Przebiegi towarzyszace zataczeniu linii: a) napigcia (linia ciagla — na poczatku,
przerywana — na koncu linii), oraz b) prad tadowania linii

C.14. Zastosowanie modulow w edytorze graficznym ATPDraw

Aby zastosowa¢ modut w edytorze graficznym ATPDraw, nalezy utworzy¢ odpo-
wiedni element graficzny i skojarzy¢ z nim zbior dyskowy z danymi reprezentujacymi
modul (sposdb tworzenia takiego zbioru w trybie wsadowym zostal przedstawiony
w przyktadzie C.1.2). W pierwszym kroku nalezy zatem utworzy¢ odpowiedni modut
danych.

Element graficzny, odpowiadajacy przygotowywanemu modutowi, tworzy sig, ko-
rzystajac z polecenia:

Objects — User Specified — New sup-file
Utworzony juz element mozna poprawia¢ za pomoca polecenia:

Objects — User Specified — Edit sup-file
Po wybraniu pierwszego z tych polecen ukazuje si¢ okno dialogowe, jak na rys. C.7.
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Edit: D:A\EMTPAEEUGO2\A TPDRWALISpANoname.sup

Diata Modes Standard data

Mame Drefault Units Min (LE Paran Digits [ High precizion

1] 0 i} i} i} [ Output enable
] 0 0 0 0 [ Monlinear

Tupe: UserSpec
Murn. data: 2

Murn. nodes: 2

lzon type
(® Bitmap () Wector

< 43 (£

[ sae | savess |

[ et [ e |

Rys. C.7. Okno wyboru: New sup file

Korzystajac z polecen zwigzanych z tym oknem nalezy utworzy¢ znak graficzny
elementu (edytor graficzny jest dostepny po wybraniu przycisku z pedzlem), zdefi-
niowa¢ przekazywane argumenty liczbowe (polecenie Data) oraz okresli¢ nazwy we-
ztow (polecenie Nodes). Liczba i nazwy tych argumentéw powinny pokrywac sig
z odpowiednimi danymi wyszczegélnionymi w polach ARG oraz NUM nagtowka
modutu. Liczbg argumentdéw numerycznych i weztow ustala si¢ w polu Num.data oraz
Num.nodes, odpowiednio. Utworzony zbiér dyskowy, ze zdefiniowana ikona i odpo-
wiednimi argumentami, nalezy zapisa¢ w wybranej kartotece na dysku. Domyslnie,
zbidr ten ma rozszerzenie *.sup (support file) i jest zachowywany w kartotece
\ATPDraw\Usp\. Przydzielana nazwa zbioru, a takze odpowiedni znak graficzny, po-
winny ulatwi¢ identyfikacjg tworzonego modutu.

Utworzona w ten sposob ikona reprezentuje modul danych, ktéry moze by¢ wyko-
rzystany podczas tworzenia schematu analizowanego modelu. Nalezy go wprowadzic¢
na pulpit edytora tworzonego modelu w podobny sposob, jak inne elementy:
<prawy przycisk myszy —User Specified—Files — wybor odpowiedniego zbioru *.sup>.

Zwiazane z ikona wyprowadzenia (n6zki) mozna polaczy¢ na pulpicie z innymi
elementami modelu. Parametry modutu mozna wprowadzi¢ rowniez w sposob stan-
dardowy: po dwukrotnym kliknigciu na nim mysza otworzy si¢ okno parametrow, kto-
re nalezy zredagowac (rys. C.8). W przypadku modutu wazne sa nastepujace dane:

1. W polu 8Include nalezy wpisa¢ nazwe (wraz ze $ciezka dostepu) zbioru dyskowe-
go, w ktorym znajduje si¢ wczesniej utworzony modut (domyslne rozszerzenie
* 1iD).

2. Gdy do modutu sa przekazywane parametry liczbowe, nalezy zaznaczy¢ pole wy-
boru Send parameters. Jesli ponadto w module znajduja si¢ wezty trojfazowe,
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w ktorych nazwy faz sa automatycznie rozszerzane na podstawie nazwy wezla

(przez dodanie na koncu nazwy liter A, B, C), to takze nalezy zaznaczy¢ pole In-
ternal phase seq.

Szczegdly tworzenia odpowiednich elementdéw graficznych sa podane w przyktadzie
C.1.3. Wszystkie sktadowe zbiory znajduja si¢ w kartotece przyktad C1 3.

User specified: ZWARCIEA PZ|
Adtributes

DATA UKIT WALLUE NODE FHASE MNAME

R2wiaRC 01 WEZELT B LINE_

__T2wia, 0.04 WEZELZ 1

WY 1

S

entire data grid Order: |0 Label: |

Comment: | |

Uzer specified

[JHide
$lnclude: |NAH CIET ik ” Edit... ] Send parameters

] Empty [internal phase seq.

Edit definitions [ oK | [ Cancsl ] [ Help

Rys. C.8. Okno parametrow tworzonego modutu

Przyklad C.1.3. Model przedstawiony w przyktadzie C.1.1 przetworzy¢ za pomoca edyto-
ra graficznego ATPDraw do wspoétpracy z innymi obiektami modelu sie-
ci. Opracowane moduly skojarzy¢ z odpowiednimi elementami graficz-
nymi.

Element graficzny modutu zwarciel.lib moze by¢ redagowany za pomoca polecenia (rys. C.9):

Objects — User Specified — New sup-file

Zgodnie z deklaracjami parametrow w czotéwce modutu (przyktad C.1.1), w poleceniu Data

okreslone zostaly cztery zmienne liczbowe: RZWARC, TZWARCIA oraz  TWYLACZ,

K, a w poleceniu Nodes — we¢zly WEZEL1 oraz WEZEL2.

Znak graficzny (ikona), reprezentujacy tworzony modut, moze mie¢ 12 wyprowadzen (nézek),

shuzacych do polaczenia z innymi elementami modelu (rys. C.9). Edycja ikony odbywa si¢ po

wybraniu jednej z opcji: Bitmap lub Vector, w zaleznosci od przyjetego formatu rysunku: ra-
strowy lub wektorowy. Utworzony znak graficzny jest pokazany na rys. C.10. Wezty zostaly

przyporzadkowane odpowiednio do zaciskow: 2 oraz 8.
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Edit: zwarc_AB.sup E|
Data. MNodes Standard data

Mame Drefault Units tdin tdax Paran Digits [IHigh precision

RrzweRc | 0 o i} E [ Qutput enable

_TZwa |0 0 10 AT ety

K 0 0 4 e Mum datz |4 |2

Murn. nodes: 5

lzan type
@ Bitmap () Wectar

Edit: D:\0pracowaniaimodelowanie\przyklady\przyklad D3\ewarc_AB.sup

Data | Modes | Standard data
Mame Circuit H#Phazes Pos.x Pos.y Pog. sy [ High precision
WEZELT 1 1 .20 d 2, [] Output enable
WEZELZ 1 1 20 0 5 [ Maonlinear

AlF1UF12 Mum. data: 4 —
o Hm- eaa "
; ; Mum. nodes: =
El

7

4 5 B

Rys. C.9. Okno tworzonego elementu zwarc_AB.sup: przekazywane parametry liczbowe
i nazwy weztow sa przyporzadkowane do zaciskow elementu graficznego

5, Icon Editor
File Edit Tools Done

e

B FEF RS [

Rys. C.10. Okno edytora graficznego
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W podobny sposob tworzony jest element graficzny odpowiadajacy modutowi zrodlo3.lib.
Okno dialogowe zwiazane z tworzeniem tego modutu jest pokazane na rys. C.11. Tym razem
do modutu jest przekazywanych osiem parametrow liczbowych oraz jedna nazwa wezta (jest to
wezet trojfazowy). Na rysunku widoczny jest takze zaproponowany znak graficzny.

Edit: D:V0pracowaniaimodelowanie\przyklady\przyklad_D3\zrodlo3.sup

Data. | Nodes Standard data

Mame Drefault Units Min b ax Paran Digits ] High precision
MAPSKL 10000 0 0 o010 [ Output enable

_ CZES 50 0 0 0 10 [ Nonlinear

__FA D 0 o 0 10 Tope:
_ 125 1 0 0 o 10 Num. data: =
—Rs_0 01 u 0 0 B MNum. nodes: =
_»5_0 0.1 0 a 0 B

_R5_1 0.1 0 a 0 B

_®5.0 0.1 1] u] 1] E

lzon tupe

(®) Bitmap () Wector

[ Save ” Save As ]

[ Eit  |[ Hep |

Rys. C.11. Okno tworzonego modutu zrodlo3

Majac przygotowane elementy graficzne zwigzane z modulami odpowiadajacymi zwarciu
(zbidr zwarc_AB.sup) oraz 3-fazowemu zrodhu (zbidr zrodlo3.sup), mozna przystapic¢ do two-
rzenia modelu sieci z przyktadu C.1.1. Jej schemat jest pokazany na rys. C.12.

i
n

Rys. C.12. Schemat analizowanego modelu w edytorze ATPDraw
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Utworzone elementy graficzne sa potaczone z odpowiednimi weztami sieci. W trakcie zada-
wania parametréow dla tych elementéw nalezy wprowadzi¢ takze dane wskazujace na uzyty
zbidr *.sup oraz sposob przekazywania parametrow.

W przypadku elementu zwarc_AB, w polu $Include nalezy wpisa¢ nazwg zbioru z modutem
(zwarc_AB.lib) wraz z odpowiednia $ciezka dostgpu oraz zaznaczy¢ pole Send parameters
(rys. C.8). W przypadku elementu zwarcie3 nalezy takze zaznaczy¢ pole Internal phase seq.,
gdyz przekazywana jest pigciopozycyjna nazwa wezla 3-fazowego, ktéra wewnatrz modutu
jest rozszerzana na nazwy poszczeg6lnych faz, przez dodanie liter A, B, C.

Przed uruchomieniem symulacji nalezy jeszcze okresli¢ jej parametry: krok symulacji del-
ta_T=2.E-5, czas symulacji Tmax=.12 oraz parametry: Xopt=50., Copt=0. Odbywa si¢ to za
pomoca polecenia:

ATP — Settings

Ostatecznie symulacjg mozna uruchomic¢, wybierajac polecenie: ATP — Run ATP.

C.2. Transformator trojfazowy do symulacji zwar¢ wewnetrznych

Nastepny przyktad przedstawia sposob tworzenia uniwersalnego modelu dwuuzwoje-
niowego, trojfazowego transformatora, ktory pozwala analizowaé zwarcia wewngtrz-
ne. Uniwersalno$¢ modelu polega na tym, ze sposdb potaczenia uzwojen nie jest zde-
finiowany i moze by¢ okreslony przez uzytkownika na zewnatrz utworzonego
modutu. Wszystkie sktadowe zbiory znajduja si¢ w kartotece przykiad C2.

Przyklad C.2. Utworzy¢ model dwuuzwojeniowego, trojfazowego transformatora. Mo-
del powinien zapewni¢ symulacj¢ zwar¢ wewngtrznych oraz zadawanie
warto$ci poczatkowych indukcji w poszczegoélnych fazach. Uzytkownik
powinien mie¢ ponadto mozliwo$¢ okreslenia sposobu potaczenia uzwo-
jen transformatora.

Do tworzenia modelu wykorzystano sposob symulacji zwaré wewngtrznych w transformatorze,
przedstawiony w p. 5.3.7 (rys. 5.31). Modele galezi poprzecznych umieszczono wewnatrz
uzwojen odpowiednich faz (rys. C.13), przy czym model gatgzi magnesowania jest dotaczony
oddzielnie, poza modelem transformatora. Oznaczenia na rysunku C.13 odpowiadaja nazwom
zmiennych w tekscie zbioru dyskowego traf3 _12.dat, definiujacego nastepujacy modut.

BEGIN NEW DATA CASE —-——--- NOSORT —-----

C

C Ak hkhkkhkhkhhkhkhhkhhhkhhhhhkhhkdhhhkhkhhkhkhkh bk kb hkh bk kb hkhhkkhkhkdhhkhkhhkhhkhkhhkhkhhkhkhkhkhkhkhkhkhkhkhkhkhkkhkkxkx

C * Modut:

c ~* Transformator 3 fazowy dwuuzwojeniowy z dzielonym uzwojeniem wtérnym *

C * *

C khhkhkhkkhkhh Ak Ak hhhhkhhhhhhhhhkhkhhhhkhhhhhhhkhhkkhhhhhkhhhh kb hhhkhkhkhkhhkhkhkhkhkhkhhkh kb hkhkhkkkkhx

C 345678901234567890123456789012345678901234567890123456789012345678901234567890
c

DATA BASE MODULE
SERASE
ARG, P1, P2, S1, s2, sb, TOP,
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ARG, _Rmag, = Rp, . Lp, _ Vrp, _  Rs, _ Ls, _ Vrs, K proc
NOM, Rmag, = Rp, = LIp, _ Vrp, = Rs, = Ls, _ Vrs, K proc
DEP, VWIN2A, VWIN2B, RWIN2A, RWIN2B, LWIN2A, LWIN2B
c

VWIN2A = K proc*  Vrs/100.0

VWIN2B = _  Vrs-VWIN2A

RWIN2A = K proc*  Rs/100.0

RWIN2B = _ Rs-RWIN2A

LWIN2A = _ Ls*VWIN2A**2/(_ Vrs**2-2*VWIN2A**2)

LWIN2B = _ Ls-LWIN2A

DUM, RTop A, RTop B, RTop C
C K proc jest procentowym udzialtem napiecia VWIN2A w napieciu wtérnym Vrs, [
/BRANCH

o

C <-I--><Flux><Name><Rmag>
TRANSFORMER RTop_A__Rmag
9999
C RRRRRRLLLLLLUUUUUU
1 Pl A P2A __Rp Lp Vrp
2 _S1 A SDA RWIN2ALWIN2AVWIN2A
3 SD A S2A RWIN2BLWIN2BVWIN2B
TRANSFORMER RTop_ A RTop_B

1 P1B P2B
2 S1 B SDB
3 SDB S2B
TRANSFORMER RTop_ A RTop_ C
1 _Pl C_P2C
2_8sl.Cc_spcC
3_sSbC_s2¢C
c
RTop A P2 A 1.E10
RTop A TOP A 1.E-5
RTop B P2 BRTop A P2 A
RTop B_TOP_BRTop A TOP A
RTop C_ P2 CRTop A P2 A
RTop_C_TOP_CRTop A TOP A
c
BEGIN NEW DATA CASE
SPUNCH, traf3_12.1ib
BEGIN NEW DATA CASE
BLANK
BEGIN NEW DATA CASE

W bloku DEP obliczane sa parametry dzielonego uzwojenia wtdrnego (S) na podstawie danych
dla catego uzwojenia. Danymi wejSciowymi sa: napigcie uzwojenia (V7s), rezystancja (Rs), in-
dukeyjnosc¢ (Ls) oraz wspdtczynnik podziatu (K proc), ktory okresla stosunek napigcia (liczby
Zw0jOw) w gornej czesci uzwojenia do napigcia (liczby zwojow) calego uzwojenia. Rezystan-
cja jest dzielona proporcjonalnie do liczby zwojow, natomiast indukcyjno$¢ — proporcjonalnie
do kwadratu liczby zwojow.

Galgzie poprzeczne sa umieszczane po stronie pierwotnej (P) kazdego uzwojenia na zewnatrz
modutu. Wewnatrz modutu umieszczono dodatkowe rezystancje o wartosciach 1,0E10 Q oraz
1,0E-5 Q. Galgzie te nalezy umiesci¢ pomigdzy wegztami TOP A — P2 A, podobnie w in-
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nych fazach. Wszystkie wgzty zewngtrzne modutu sa trojfazowe: wyszczegolnienie faz naste-
puje automatycznie przez dodanie do pigcioliterowej nazwy wezta litery A, B lub C.

LSl RS] S A
Rp Ly RTOP A -
Pl A k
SD A
LSZ R32
P2 Ao 1-k
o S2 A
SI B
RTOP B
Pl B
SD B
P2 Bo
o S2
S1 C
RTOP C
Pl C
SD C
P2 Co
o S2 C

Rys. C.13. Schemat modelu transformatora

Galezie poprzeczne w modelu transformatora sa reprezentowane za pomoca trzech elementéw
NLIN9S8 I (pseudonieliniowa indukcyjno$¢ TYP98 z mozliwoscia zadawania warto$ci poczat-

kowej indukgji), ktore tworza grupe trojfazowa, rys. C.14, o symbolu przedstawionym z prawej
strony rysunku.

5P_3 P

Rys. C.14. Schemat grupy elementéw NLIN9S [
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Sposob wykorzystania omawianego modelu transformatora jest pokazany na rys. C.15. Gtéwna
czg¢$¢ modelu transformatora jest reprezentowana za pomoca elementu z sze$cioma nézkami
trjfazowymi: dwie zwiazane z uzwojeniem strony pierwotnej, jedna do przylaczenia galgzi
poprzecznej (drugi zacisk tej gatgzi jest polaczony z koncem uzwojenia pierwotnego) oraz trzy
wyprowadzenia zwigzane z uzwojeniem strony wtornej (patrz rys. C.13). W modelu zostat za-
stosowany transformator Yd11 15,75/250 kV o mocy 240 MVA. Uzwojenie potaczone w troj-
kat (strona pierwotna modelu) jest zwiazane z systemem niskiego napigcia, natomiast uzwoje-
nie Y — z systemem wysokiego napigcia.

Dane transformatora:

S.=240 MVA, U,=250/15,75kV, I.=554/8800 A, AF.,=8049kW, AP, =1756kW,

iy=0,5%.

P

11

Rys. C.15. Schemat modelu rozpatrywanej sieci

Okno dialogowe do wprowadzania parametrow transformatora jest pokazane na rys. C.16. Od-
powiada mu zbidr dyskowy traf3 12.sup, ktéry powstal podczas tworzenia nowego elementu
programu ATPDraw. Wprowadzane tam parametry sa przekazywane nastgpnie do modutu
traf3_12.dat.

Punkt neutralny strony Y transformatora (rys. C.15) jest uziemiony poprzez rezystancje 0,5 Q2.
Na schemacie widoczny jest w tym obwodzie takze trdjfazowy element RLC, w ktorym ak-
tywna jest tylko rezystancja o bardzo matej wartosci. Jest to niezbgdne w celu potaczenia
trzech uzwojen fazowych w jeden punkt neutralny.

Podobna rolg pelnig takze rezystancje taczace uzwojenia pierwotne transformatora w trojkat.
Po obu stronach transformatora znajduja si¢ rowniez elementy RLC, za pomoca ktorych od-
wzorowane sa pojemnosci doziemne sieci. W przypadku testow z otwartym wytacznikiem po
niskiej stronie transformatora pojemno$ci te zapewniaja takze polaczenie izolowanej sieci
z ziemia. Jest to niezbedne dla stabilizacji numerycznej modelu (w przypadku pominigcia tych
elementoéw program doda je automatycznie, przed rozpoczgciem symulacji).
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User specified: TRAF3_12 X
Adtributes
DATA LIKIT WaLLE MODE FHASE MaME
Rmag 4250 Pl ABC Pl
Fip 0.0052 P2 ABC Fz__
Lp 0.2204 51 ABC 51
Wip 15.79 52 ABC 52
Ris 0437 5d ABC sD__
Lz 1851 Tr ABC _Tar_
Vs 14434
K_proc 5

entire data grid Order; |0 Label |vd11

Comment:

Uszer specified

$include: | TRAFI_1ZLIB Send parameters

] Empty Intemal phase seq.

Edit definitions [ oK ] [ Cancel ] [ Help

Rys. C.16. Okno edycyjne parametrow transformatora

[THide

Roéwnolegle z obu wylacznikami trojfazowymi umieszczono trojfazowe elementy LINE RL,
w ktorych zadane zostaty duze warto$ci parametréw (1,0ES €2). One takze petnig funkcje stabili-
zacji numerycznej w razie otwarcia wylacznikdw: zachowana zostaje spojnos¢ catego modelu,
aprady plynace przez te elementy sa pomijalnie male. Warto zauwazy¢, ze duza impedancja
umieszczona rownolegle z wytacznikiem w przyblizeniu odwzorowuje fakt, ze w rzeczywistych
wylacznikach prad nie jest przerywany natychmiast, lecz zanika wraz z ga$nigciem powstatego
huku elektrycznego (przy zalozeniu, ze obwod ma charakter indukeyjny). Zjawisko to nie jest tu
jednak przedmiotem analizy.

W modelu umieszczono takze jednofazowy miernik mocy (P, Q, S), ktérego wskazania (w po-
staci danych w zbiorze wyjsciowym * PL4) ulatwiaja zmiang warunkéw poczatkowych (kieru-
nek przepltywu i warto$¢ mocy) sieci. Modut zostal napisany w postaci programu w jezyku
MODELS. Z tym elementem zwiazane sa dwa zbiory dyskowe: PQ [.sup oraz PQ I.mod.

Na rysunku C.17 pokazane sa prady fazowe po niskiej stronie transformatora, po jego zatacze-
niu, przy braku obciazenia. Test ten odpowiada sytuacji, gdy wytacznik od strony zrodta U2
jest wylaczony, natomiast wytacznik od strony zrodta Ul, zostaje zalaczony w czasie ¢ = 0. In-
dukcje poczatkowe w rdzeniach: y, =25 Vs, yp=25 Vs, w-=-50 Vs. Wida¢ charakterystycz-
ne przebiegi pradow magnesujacych. Nalezy zauwazy¢, ze efekt indukcji poczatkowej widocz-
ny jest w pradach odpowiednich uzwojen, natomiast na rysunku pokazane sa przebiegi pradow
fazowych. W przypadku strony A transformatora wartosci pradéw fazowych wynikaja z sumy
odpowiednich pradéw zwiazanych z uzwojeniami.

Zwarcie, obejmujace 5% uzwojenia strony Y w fazie C, przeprowadzono w stanie pracy zna-
mionowej transformatora. Przebiegi pradow zmierzonych na wytaczniku strony wysokiego na-
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pigcia sa przedstawione na rys. C.18. Pokazany jest tam takze prad w miejscu zwarcia (dziesig-
ciokrotnie zmniejszony).

i, kA
HE I \ N A A
7 \ / I\ /' A
| [ A ]
10 -+ I | | \ | | I\ | \ | |
| | I | |
| | | | |
L L L B | B
s = ol LA B .
! | ! | | \\ | \ , \ | \
\ \ \ \
0 ! \L A )\ A \ ‘1?\ A ‘Z/ \ /:\ )
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-5 - ! b
L LD |
R Ty ¥
"-‘,/; ‘\I 1% "»"‘ M
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Rys. C.17. Prady po stronie A, po zalaczeniu nieobcigzonego transformatora

i, A

1500 -~
1000 -+

500 -

=500

-1000

-1500

72000 T T I I I
0,00 0,02 0,04 0,06 0,08 0,10 t,s

Rys. C.18. Prady fazowe na stronie H oraz prad w miejscu zwarcia (i,)
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Wida¢, ze prad zwarcia, obejmujacy niewielka liczbe zwojow, jest lokalnie bardzo duzy, nato-
miast w tym czasie prad obserwowany na zewnatrz transformatora ulegt nawet zmniejszeniu.
Nieco inny obraz przebiegu zdarzenia moze by¢ obserwowany z drugiej strony transformatora.
Tym niemniej grozne w skutkach zwarcie wewngtrzne jest trudne do identyfikacji, co jest wa-
runkiem szybkiego wylaczenia uszkodzonego obiektu.

Przedstawione testy pokazuja, ze omawiany model transformatora mozna tatwo wykorzystac
do badania zjawisk zwarciowych w samym transformatorze oraz w otaczajacej sieci. Moze by¢
on z powodzeniem uzyty do badania zabezpieczen transformatora. Dzigki uniwersalnej struktu-
rze, mozna tatwo tworzy¢ modele o r6znej konfiguracji potaczen uzwojen transformatora. Na-
lezy jednak pamigtac, ze uzwojenie jest dzielone po stronie przeciwnej modelu do miejsca
umieszczenia galgzi poprzeczne;j.

Szczegblowe parametry przedstawionego modelu sieci wraz z transformatorem
mozna znalez¢ w zbiorach dyskowych dostepnych na stronie internetowe;j:
http://www.rose.pwr.wroc.pl/przyklady D/.

C.3. Model analogowego filtru odcinajacego

Pomiar w uktadzie cyfrowym odbywa si¢ na zasadzie przetwarzania sygnatow wej-
sciowych, ktore maja posta¢ ciaglta w czasie (sygnaty analogowe) i zostaly poddane
probkowaniu z okreslong czgstotliwos$cig f,. Zgodnie z twierdzeniem o probkowaniu
widmo obserwowanego sygnatu ciaglego powinno by¢ ograniczone do czestotliwosci
nieprzekraczajacej potowy czgstotliwosci probkowania. W przeciwnym razie sygnat
cyfrowy bedzie zakldcony sktadowymi pochodzacymi z zakresu czgstotliwos$ci wyz-
szej niz czgstotliwos¢ probkowania. Sktadowe te nie beda mogty by¢ usunigte na dro-
dze przetwarzania cyfrowego. Zjawisko to nazywa si¢ nakladaniem si¢ widm [105].

W uktadach wejs¢ analogowych, w celu ograniczenia widma sygnatu wej$ciowego,
przed uktadem probkujacym umieszczane sa dolnoprzepustowe filtry odcinajace. Cha-
rakteryzujq si¢ one okreslona czgstotliwoscia odcigeia f, (czgstotliwo$¢ Nyquista) oraz
stromos$cig charakterystyki w pasmie zaporowym, o czym gléwnie decyduje rzad
transmitancji filtru (rys. C.19). Dla czgstotliwosci odcigceia filtru moc sygnatu zmniej-
sza si¢ dwukrotnie (co jest rOwnowazne kwadratowi wzmocnienia filtru).

Projektowanie filtru odcinajacego sprowadza sig zatem do okreslenia czgstotliwo-
$ci (pulsacji) odcigcia oraz rzedu filtru. Sposob jego wykonania ma dla rozwazanych
tu zastosowan znaczenie drugorzgdne (filtry pasywne — aktywne). Nalezy zauwazyc¢,
ze zwigkszenie rzedu filtru (wlasciwie: rzedu jego transmitancji) pozwala przesunaé
pulsacje . blizej w strong krytycznego punktu @,/2 (a wigc, pasmo uzytkowe 0—a,
jest wowczas szersze), jednak taczy si¢ to z wigksza ztozonoscia filtru, a ponadto czas
jego odpowiedzi ulega takze zwigkszeniu. W zastosowaniach do automatyki elektro-
energetycznej zwykle wybiera sig rzad filtru nie wigkszy niz 3—5 [105].
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Rys. C.19. Charakterystyka filtru odcinajacego

Czgstotliwos¢ odcigcia f. mozna dosy¢ dobrze oszacowacd, stosujac nastgpujaca relacje:

3/,
1. =15 =0375f, (C.1)

Przyktad C.3 pokazuje sposob przygotowania modelu filtru analogowego w postaci
modutu w programie ATPDraw. Wybrano prosty filtr drugiego rzedu, ktéry moze by¢
z powodzeniem stosowany w modelach uktadow pomiarowych automatyki elektro-
energetycznej. Wszystkie sktadowe zbiory znajduja si¢ w kartotece przyktad C3.

Przyklad C.3. Zaprojektowaé filtr odcinajacy 2 rzedu w postaci dwoch ogniw RC (rys.
C.20). Dobra¢ czgstotliwos$¢ odcigceia i zwigzane z nig parametry filtru, je-
sli czgstotliwo$¢ probkowania w torze wejs¢ analogowych f.= 1 kHz.

Zgodnie z podang powyzej zalezno$cia przyjmujemy: f, =0,375f, =375 Hz. Transmitancja

uktadu z rys. C.20 ma nastgpujaca postac:
. 1
Us(9) > ? , gdzie: a=——, b=RC,+RC,+R,C,.
U/(s) s +abs+a R R,C,C,
Warto$¢é wspolczynnikow a i b, a zatem i parametrow filtru, mozna okresli¢, wychodzac
z warunku, ze kwadrat jego charakterystyki widmowej dla pulsacji odcigcia jest rowny Y.
Otrzymujemy wtedy (s = jw):
2
.2 a 1

H(jo) =—F————==, 0=0,.

- +jabo+a 2

H(s)=

Warunek ten prowadzi do zaleznoSci:

1 2 a)z

2 .

b —_2+__ ; .
. a a

c
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Rys. C.20. Schemat zastgpczy filtra analogowego

Na tej podstawie tatwo mozna utworzy¢ relacje pomigdzy parametrami RC filtru. Wida¢, ze
cz¢$¢ z tych parametroéw musi by¢ wstgpnie zatozona. W celu ograniczenia liczby tych zakta-
danych parametrow mozna przyja¢: R =R,, C, =C,. Po nietrudnych przeksztalceniach

otrzymujemy:
59562,0
Rl = (Q) >
1.G

gdzie: f, — czgstotliwo$¢ odceigcia filtru (Hz), C, — zatozona warto$¢ pojemnosci (UF).
Jesli przyjmiemy C, = 0,1 pF, otrzymamy:

~59562,0
37510
Charakterystyka czgstotliwosciowa otrzymanego filtra jest pokazana na rys. C.21. Zgodnie
z oczekiwaniami filtr ma dosy¢ ptaska charakterystyke w pasmie zaporowym i niezbyt szerokie

pasmo przepustowe. Sprawia to, ze wzmocnienie filtru dla czgstotliwosci Nyquista jest dosy¢
duze i wynosi az 0,6046 (thumienie 4,37 dB).

=15583 Q.

|H(j o)

0,9 1

0,8

0,7 t

0,6 |

0,5 : : : : :
0 100 200 300 400 500 f Hz

Rys. C.21. Charakterystyka rozpatrywanego filtra analogowego
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Przy wyborze parametrow filtru (w tym przypadku jednej z wartoéci: C; lub R,) nalezy pa-
migta¢ o tym, ze powinien on mie¢ maksymalnie duza impedancj¢ wewngtrzna (na wejsciu
i wyjsciu sa sygnaty napigciowe). Inne wtasciwosci rozpatrywanego filtru w zakresie ttumienia
wysokich czestotliwosci zostang pokazane w dalszej czesci tego przyktadu.

Model filtru powinien spetnia¢ wymienione wymagania, a takze powinien by¢ wygodny do
stosowania. Ponizej zamieszczono tekst modutu programowego z modelem rozpatrywanego
filtru. Numerycznymi wielkoSciami wejsciowymi sa: pojemnos¢ C; (uF) oraz czgstotliwose
odcigcia f, (Hz). W bloku DEP obliczana jest warto$¢ rezystancji R, .

BEGIN NEW DATA CASE —-—- NOSORT ---
C Modut reprezentujacy filtr odcinajacy RC 2 rzedu
DATA BASE MODULE
SERASE
C
ARG, WEZIN1, WEZIN2, WEZOUL,WEZOU2, Cl, _ CZESTOTL
NUM, Cl, _ CZESTOTL
DEP, R1
C =
Rl = 59562.0/(__CZESTOTL* Cl)

DUM, WEZELP {DUM musi by¢ na koncu
/BRANCH
SUNITS, 0., O.
C
SVINTAGE, 1
C <BUSE><BUST><BUSF><BUST>< R >< L >< C >
C === Dwa segmenty RC —--=----------

WEZINIWEZELP R1

WEZELPWEZIN2 Cl

WEZELPWEZOU1IWEZIN1WEZELP
WEZOU1WEZOU2WEZELPWEZIN2
C
SVINTAGE, 0
C
SUNITS, -1., -1.
C
BEGIN NEW DATA CASE
C
SPUNCH, fanalogl.lib
BEGIN NEW DATA CASE
BLANK

Tekst modutu jest zapisany w zbiorze fanalogl.dat. Warto tu zwréci¢ uwage na kilka specy-
ficznych komend i formatow uzytych zmiennych:

e Format danych RLC zostal rozszerzony z szesciu do szesnastu pozycji. Stuzy
do tego celu komenda $VINTAGE, I. Powrot do zwyklego formatu z szescio-
ma pozycjami danych nastgpuje za pomoca komendy $VINTAGE, (0. W bloku
DEP dozwolona dlugo$¢ zmiennych wynosi dziesi¢¢ pozycji, wigc tylko taka
jest koncowa reprezentacja zmiennych.



C.3. Model analogowego filtru odcinajqcego 319

e Pojemnos$¢ wewnatrz modutu jest podawana w (uF). Zapewnia to komenda
SUNITS, 0., 0., niezaleznie od deklaracji uzytkownika w gtownym modelu.
Powr6t do nich nastgpuje na podstawie komendy $UNITS, -1., -1.

Zbior uzyskany w wyniku kompilacji przyjmuje nazwe fanalogl.lib. Odpowiadajacy mu mo-
del ATPDraw jest zapisany w zbiorze fanalogl.sup.

Omawiany filtr zostat zastosowany w modelu sieci z przyktadu C.1.1. Model tej sieci wraz
z filtrem w obwodzie pomiarowym, przygotowany w programie ATPDraw jest pokazany na
rys. C.22.

Rys. C.22. Schemat modelu ATPDraw rozpatrywanej sieci elektryczne;j

Podobnie jak w przyktadzie C.1.2, symulacja ma na celu badanie tadowania sig¢ linii po jej za-
taczeniu, przy zerowych warunkach poczatkowych. Prad jest mierzony za pomoca przektadni-
ka pradowego, ktory jest tu reprezentowany za pomoca transformatora liniowego. Na jego za-
ciskach wtornych umieszczony jest dzielnik rezystancyjny (catkowita impedancja obciazenia
wynosi ok. 2,1 Q). Napigcie na oporniku R jest proporcjonalne do pradu pltynacego w linii.
Przebiegi napi¢é na wejsciu (u;) 1 wyjsciu (uy) filtru sa pokazane na rys. C.23.

I, P A
VVWV W NSNS
O A
fvvwv v \/ \/

0 40 60 70t ms

Rys. C.23. Przebiegi na wejsciu (1) oraz na wyjsciu (u,) filtru

Widaé, ze po filtracji przebieg jest wygltadzony, bez szumu wysokiej czgstotliwosci.
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C.4. Model zabezpieczenia roznicowego transformatora

C4.1. Wprowadzenie

Symulacyjne badanie uktadow automatyki elektroenergetycznej stato si¢ mozliwe na
szersza skale z chwila pojawienia si¢ analogowych symulatoréw stanu przejSciowego
w postaci uniwersalnych maszyn analogowych lub specjalizowanych urzadzen. Jest to
szczegblnie wazne w odniesieniu do badania zabezpieczen, ze wzgledu na rolg, jaka
petnia te uktady w zapewnieniu niezawodnej dostawy energii elektrycznej. Przedmio-
tem analizy byly wowczas oddzielne elementy przekaznikoéw lub przektadniki pomia-
rowe. Komputerowe programy symulacyjne umozliwiaja szczegdtowe odwzorowanie
uktadu zabezpieczenia, tacznie z zabezpieczanym obiektem.

Zaréwno modele przekaznikow zabezpieczeniowych, jak i catych uktadow zabez-
pieczen sa opracowywane z rdznym przeznaczeniem. Mozna tu wyrdzni¢ nastgpujace
cele takiego modelowania [107, 132]:

— badanie charakterystyk nowych algorytmow funkcjonowania automatyki;

— testowanie algorytmow stosowanych w istniejacych uktadach w zadanych wa-

runkach;

— sprawdzanie wspotdziatania réznych uktadow automatyki i zabezpieczen;

— trening i edukacja.

Do realizacji kazdego z wymienionych zadan nalezy zwykle stosowa¢ inny rodzaj
modelu, w zwiazku z czym mozna je podzieli¢ na nastgpujace kategorie:

1. Modele fizyczne, odzwierciedlajace rzeczywiste procesy zachodzace w realnym
obiekcie.

2. Modele komputerowe (programowe), ktore odwzorowuja jedynie relacje algoryt-
miczne pomigdzy przetwarzanymi sygnatami.

W przypadku cyfrowych uktadéw automatyki i zabezpieczen ten podzial jest waz-
ny gléwnie w odniesieniu do obwodoéw wejsciowych i wyjsciowych. Podstawowe
funkcje algorytmiczne sa wykonywane w modelu komputerowym i w rzeczywistym
obiekcie, w bardzo zblizonych warunkach.

W badaniach zabezpieczen wazny jest sposob uzyskiwania wejsciowych sygnatow
testujacych. Mozna tu wydzieli¢ nast¢pujace sposoby wspodtdziatania modelu zabez-
pieczenia ze zrodtem sygnatow:

— autonomiczny model zabezpieczenia i zewngtrzne zrodto sygnatu;

— sygnal wejsciowy do modelu przekaznika jest dostarczany z modelu systemu

pierwotnego, a oba modele stanowia fragmenty jednego wspolnego modelu.

W pierwszym przypadku sygnaly wejSciowe moga pochodzi¢ z innego modelu za-
bezpieczanego obiektu lub z rejestratora zapisujacego stany przejSciowe towarzyszace
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zwarciom w rzeczywistym systemie. W praktycznych zastosowaniach model systemu
pierwotnego wraz z przektadnikami jest realizowany w programie EMTP, natomiast
odpowiednie algorytmy badanych zabezpieczen sa realizowane w innych programach,
ktore sa tatwe w obsludze i maja wygodne narzedzia do przetwarzania wynikow sy-
mulacji, na przyktad Matlab [152]. W drugiej z przedstawionych konfiguracji modelu
zarébwno system pierwotny, jak i badany przekaznik sa odwzorowane w tym samym
programie. W przypadku programu ATP-EMTP wymaga to znajomosci programowa-
nia modutu MODELS lub TACS.

Inny podzial uwzglednia mozliwo$¢ odwzorowania w modelu efektéw dziatania
zabezpieczenia i jego wplywu na inne elementy sieci [20, 109, 132]:

1. Modele pracujace w ukladzie otwartym wzgledem zabezpieczanego obiektu.
2. Modele ze sprzg¢zeniem zwrotnym.

W modelu ze sprzezeniem zwrotnym jest odwzorowany obwod wyjsciowy prze-
kaznika oraz wylacznik umieszczony w obwodzie pierwotnym. Dziatanie zabezpie-
czenia objawia si¢ w postaci wylaczenia zwartego obwodu, co umozliwia symulacj¢
funkcjonowania takze innych uktadéw automatyki elektroenergetyczne;j.

Ponizej przedstawiono szczegdlowy przyklad zastosowania programu ATP-EMTP
do analizy dziatania zabezpieczenia roznicowego transformatora.

C4.2. Zabezpieczenie roznicowe transformatora

Kryterium réznicowopradowe jest podstawa realizacji jednych z najbardziej czutych
i skutecznych zabezpieczen zwarciowych. Istota tego kryterium jest pokazana na rys.
C.24. Strefa dziatania zabezpieczenia jest ograniczona przez przektadniki pradowe
PP, 1 PP,. Wielkoscia kryterialna jest warto$¢ pradu roznicowego (warto$¢ skuteczna
lub amplituda wybranej harmonicznej), ktéory w odniesieniu do wielkosci chwilowych
mozna zdefiniowac nastgpujaco (rys. C.24):

PP PP
1
- Obiekt

|||—‘&\\ N"q
|||_N S|

Przekaznik

Rys. C.24. Tlustracja zasady dziatania zabezpieczenia réznicowopradowego



322 Dodatek C. Przyktady

- isl - is2 (Cz)

id
Podczas normalnej pracy uktadu lub podczas zwarcia na zewnatrz strefy (zwarcie
Fynarys. C.24) prady i, oraz i, (azatem i prady w obwodzie wtornym: 7, i,)

sa sobie rowne. Wielkos$¢ kryterialna jest wtedy rowna zero. Inny obraz wystepuje
podczas zwarcia wewnatrz zabezpieczanej strefy (zwarcie F,). Wowczas oba prady sa
skierowane do miejsca zwarcia, a prad ré6znicowy przybiera duze warto$ci. Mozna za-
uwazy¢, ze warunki rozrdznienia miejsca zwarcia sa spetnione rowniez w sytuacji,
gdy uktad jest zasilany tylko z jednej strony.

Zabezpieczenie rdéznicowe dziata wedtug kryterium nadpradowego, jednak wiel-
ko$¢ kryterialna jest tu definiowana inaczej. Ze wzgledu na wysoka selektywno$¢ sto-
sowanego kryterium warto$¢ rozruchowa moze przyjmowac mate wartosci, co jedno-
czes$nie zwigksza czuto§¢ zabezpieczenia. Nalezy jednak zwroci¢ uwage na zaktocenia
W pracy rozpatrywanego zabezpieczenia.

Zasadnicze przyczyny, zaktocajace opisana powyzej zasadg dziatania zabezpiecze-
nia roéznicowego, sa wynikiem bledow transformacji przektadnikéw pradowych
(glownie w rezultacie nasycenia rdzenia lub niedopasowania przekladni) oraz poja-
wieniem si¢ pradu poprzecznego w zabezpieczanym obiekcie (uptywnos¢ przez izola-
cjg, prad pojemnosciowy, prady wirowe lub prad magnesujacy). Czynniki te znacznie
pogarszaja przedstawione cechy kryterium réznicowopradowego.

Podstawowym s$rodkiem zaradczym jest stabilizacja zabezpieczenia, ktora polega
na uzaleznieniu pradu réznicowego, ktory jest w tym przypadku takze pradem rozru-
chowym i, przekaznika, od wartosci pradu odniesienia, zwanego pradem stabilizuja-
cym. Prad ten moze by¢ réznie definiowany, w zaleznosci od charakteru obiektu, na
przyktad:

— z dwoma odejsciami (linia, transformator dwuuzwojeniowy):

i, =i, +i, (C3)

st

— z L odejsciami (transformator wielouzwojeniowy, szyny stacji):

Ly = Z Ly

1

L
(C4)
j:
gdzie iy jest wartoscia chwilowa pradu wtornego w j-tym przektadniku. Nalezy za-
uwazy¢, ze najczesciej kryterium to odnosi si¢ do wartosci skutecznej pradu réznico-
wego.
Do okreslenia warto$ci pradu rozruchowego stosuje sig, w tym przypadku, charak-
terystyke okreslong przez funkcje f(/,) (I, — warto$¢ skuteczna pradu stabilizuja-
cego i, ) o postaci jak na rys. C.25, ktdra rozdziela plaszczyzng decyzyjna przekazni-

ka na obszary dziatania i niedziatania (/,,, jest poczatkowym pradem rozruchowym).
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Przebieg tej charakterystyki zalezy od charakteru obiektu i wymaganych wlasciwosci
zabezpieczenia. Nalezy zauwazy¢, ze prady: roznicowy (rozruchowy) i stabilizujacy
sa reprezentowane przez odpowiednie wartosci skuteczne. Zwiazane z tym kryterium
roznicowoprqdowe stabilizowane przyjmuje nastepujaca forme

1 jesli 1> f(I,
=y J 20 (€5)
0 jesti 1< /(L)

gdzie r,, jest sygnalem decyzyjnym przekaznika.

Zabezpieczenia roznicowopradowe sg stosowane w charakterze podstawowych za-
bezpieczen takich obiektow, jak: generatory, transformatory, szyny zbiorcze rozdziel-
ni, krotkie linie.

W przypadku transformatora przedstawiona ogdlna zasada zabezpieczenia rozni-
cowego musi ulec pewnej modyfikacji, gdyz jest to obiekt z natury nieliniowy, a po-
nadto wystepuja rézne uklady potaczen uzwojen transformatora, co sprawia, ze za-
rowno przektadnie zwojowe przekladnikow po obu stronach obiektu, jak i fazy
mierzonych pradéow moga by¢ rézne. Schemat takiego zabezpieczenia w odniesieniu
do dwuuzwojeniowego transformatora o grupie potaczen Yd jest pokazany na rys.
C.26. Uktad polaczen przektadnikow po obu stronach transformatora (PP, oraz PP,)
odpowiada zalozeniu, ze kompensacja przesunigcia fazowego pradéow, wynikajaca z
okreslonej grupy potaczen transformatora, odbywa si¢ wewnatrz przekaznika, co jest
powszechnie stosowane w zabezpieczeniach cyfrowych (dotyczy to takze wyréwnania
przektadni transformatora).

IA

I

obszar
dziatania

obszar
niedzialania

rp0

st

Rys. C.25. Charakterystyka rozruchowa przekaznika réznicowego stabilizowanego
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Pokazany schemat odnosi si¢ do zabezpieczenia réznicowego wzdluznego, co
oznacza, ze nie uwzglednia on zwar¢ doziemnych (chociaz w wigkszo$ci przypadkow
transformator réwniez wowczas bedzie chroniony).

PP, Yd PP
éFz F, é F, éF P

L ey
0 NG~

L1

1

L] L] L

L
L
L

L
.

Przekaznik
rozZnicowy

Rys. C.26. Struktura zabezpieczenia roznicowego transformatora

Prad réznicowy jest okreslany jako réznica pradéw po obu stronach transformato-
ra, z uwzglednieniem przektadni przektadnikow i transformatora oraz odpowiedniego
przesunigcia fazowego. Prad réznicowy jest z zatozenia bardzo maty w normalnych
warunkach pracy uktadu oraz przy zwarciach zewngtrznych (F, i F; na rys. C.26),

natomiast gwattownie ro$nie w przypadku zwarcia wewnatrz zabezpieczanej strefy
(F,, F; 1 F,). Niestety, obraz ten ulega zaktdceniu z powodu réznych zjawisk, ktore

maja miejsce w samym transformatorze, jak i w obwodzie pomiarowym, w réznych
stanach pracy ukladu. Powstaja wowczas uchybowe prady réznicowe, ktorych gtow-
nymi zrodtami sa [105, 129]:
— udarowe prady magnesowania rdzenia transformatora; wystgpuja one glownie
podczas zalaczania transformatora;
— bledy przekltadnikow pradowych, glownie spowodowane przez nasycenie sig
ich rdzeni przy bliskich zwarciach zewngtrznych;
— duzy prad magnesowania wywotany wzrostem strumienia w rdzeniu transfor-
matora (przy wzroscie napigcia);
— zmiana przektadni transformatora w zwiazku z regulacja napigcia przez zmiang
polozenia zaczepow.
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W celu odstrojenia przekaznika od tych zaktocen stosuje si¢ rozne srodki zaradcze,

sposrod ktorych najwazniejsze to [129]:

1. Stosowanie stabilizacji procentowej przekaznika. Czynnikiem stabilizujacym jest

prad hamujacy wzdtuzny [, okreslony jako Srednia warto$¢ pradow po obu stro-
nach transformatora. Stabilizacja procentowa w duzej mierze eliminuje wplyw
uchybow pochodzacych od przektadni przektadnikéw oraz ich btedow dynamicz-
nych.

2. Stabilizacja druga harmoniczna pradu réznicowego. Duzy udzial drugiej harmo-
nicznej (powyzej 20%) w pradzie roznicowym wskazuje na to, ze zrodtem pradu
réznicowego jest udarowy prad magnesowania.

3. Stabilizacja piata harmoniczna pradu réznicowego. Duzy udziat piatej harmonicz-
nej (powyzej 30%) w pradzie roznicowym wystepuje podczas stacjonarnego wzro-
stu strumienia rdzenia transformatora. Ten uchyb jest niekiedy stabilizowany przez
dodatkowe kryterium opierajace si¢ na estymacji strumienia w rdzeniu transforma-
tora (niezbedny jest wowczas pomiar napigcia).

Jednak, ze wzgledu na wzajemne powiazanie zjawisk, ich pelna separacja na pod-
stawie pomiaru pradow (a niekiedy takze napig¢¢) podczas stosowania tradycyjnych
technik pomiarowych i decyzyjnych nie jest mozliwa. Skonstruowanie dobrego za-
bezpieczenia transformatora jest nadal duzym wyzwaniem, stojacym nawet przed do-
swiadczonym zespotem projektowym. Przedstawiony ponizej przyktad odnosi si¢ do
klasycznego zabezpieczenia roéznicowego ze stabilizacja druga i1 piata harmoniczng
pradu réznicowego.

C4.3. Model przekaznika réznicowego

Model fragmentu sieci elektrycznej wraz z zabezpieczeniem réznicowym transforma-
tora jest pokazany na rys. C.27. Rozpatrywana sie¢ z transformatorem jest taka, jak
w przyktadzie C.2 (rys. C.15). Obwody pomiarowe po obu stronach transformatora
sktadaja si¢ z przektadnikow pradowych oraz analogowych filtrow odcinajacych. Dla
uproszczenia schematu wszystkie te bloki sa przedstawione w postaci elementow troj-
fazowych. Dyskowe zbiory zwigzane z modelem znajduja si¢ w kartotece przy-
ktad C4.

Modele przektadnikéw pradowych wykonano w postaci niestandardowych modu-
16w, ktore reprezentuja trzy przektadniki umieszczone w poszczegdlnych fazach. Mo-
dut przektadnika tworza nastepujace zbiory dyskowe (CT — ang. Current Transfor-
mer):

CT 3.dat  — zbior zrodlowy,

CT 3.lib  — zbior skompilowany,

CT 3.sup  —zbior z modutem graficznym.
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Rys. C.27. Schemat modelu ATPDraw z zabezpieczeniem réznicowym transformatora

Schemat elektryczny modutu przektadnikow jest pokazany na rys. C.28. Do pomia-
ru pradéw wtérnych utworzono dzielniki rezystancyjne: spadek napigcia na oporniku
Rgs jest proporcjonalny do tego pradu. Taki uktad stanowi jednoczesnie przetwornik
prad/napigcie i utatwia przytaczenie filtru odcinajacego. W rzeczywistych warunkach
rol¢ te spetnia dodatkowy transformator, ktory wprowadza takze niezbedna separacje
galwaniczng pomigdzy obwodem wejsciowym i uktadem wewngtrznym przekaznika.

Strona zwigzana z wysokim napigciem przektadnikow jest w modelu reprezento-
wana przez strong wtorng transformatoréw (s — ang. secondary), natomiast obwod
pomiarowy jest skojarzony ze strona pierwotna modelu transformatora (p — ang. pri-
mary). Obciazenie przektadnika stanowia elementy: L, R4 oraz Rgs w pierwszej fazie
i podobnie w pozostalych fazach. Warto$¢ opornika Rgs (jednakowy we wszystkich
fazach) mozna przyja¢ bardzo mata, na przyktad 0,1 Q. Woéwczas warto$¢ i charakter
obcigzenia beda praktycznie zalezaty od pozostatych dwoch elementow. Wyjscia na-
pigciowe z tego modelu sa zwiazane z zaciskami: CT _OUA, CT_OUB, CT _OUC. Sa
one podtaczone do jednej n6zki elementu graficznego modelu.

Charakterystyka magnesowania rdzenia jest reprezentowana podobnie jak w kla-
sycznym modelu transformatora, za pomoca elementu nieliniowego: Typ 98 (bez hi-
sterezy). Uzytkownik nie ma dostgpu bezposrednio z edytora ATPDraw do zmiany tej
charakterystyki. W razie potrzeby nalezy odpowiednio edytowaé zbior CT_3.dat i na-
stepnie podda¢ go kompilacji. Uzytkownik ma poza tym mozliwo$¢ zmiany pozosta-
tych parametrow kazdego z przektadnikow fazowych.

Prad znamionowy wtorny przektadnikéw pradowych ma wartosé¢ 1 A (wartos¢ sku-
teczna), natomiast prady pierwotne: PP1: 10000 A, PP2: 600 A.
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CT_ 1A
CT_2A
O
Ry cT_ 1B
CT_2B

Lg Ry cT_1C

CT_2C

Rys. C.28. Schemat przektadnikéw pradowych tworzacych modut CT 3

Model filtru odcinajacego rowniez wykonano w postaci trojfazowej: w kazdej fazie
umieszczono filtr RC drugiego rzedu zgodnie z opisem przedstawionym w poprzed-
nim punkcie. Dla czgstotliwosci probkowania 1000 Hz przyjgto czestotliwos¢ odcigeia
filtru: 375 Hz.

Model przekaznika jest reprezentowany przez blok Diff Tr (rys. C.27). Jest to ele-
ment 8-zaciskowy, do ktdrego ndzek doprowadzono po trzy napigcia z kazdego filtru
odcinajacego oraz warto$¢ sktadowej urojonej napigcia fazy A dla poczatkowego sta-
nu ustalonego sieci. Wielko$¢ ta ma oznaczenie imssv, jako wielko$¢ wejsciowa do
bloku MODELS. Jej zastosowanie w modelu ma znaczenie drugorz¢dne: aby pominaé
stan przejsciowy uzytych w algorytmie filtrow cyfrowych, mozna ich ‘pamigci’
wstepnie zapehic, korzystajac z obliczanego przez program ATP stanu ustalonego,
odpowiadajacego momentowi startu programu (¢ = 0). Normalnie dostgpne sa sktado-
we rzeczywiste pradow i napigc. Do pelnej znajomosci potozenia wektora napigcia na-
lezy wczytac takze wartos¢ sktadowej urojone;.
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Do odwzorowania przekaznika roznicowego nalezy okresli¢ prady: roéznicowy
i wzdtluzny w kazdej fazie transformatora. Odpowiednie zwiazki zaleza od sposobu
polaczenia uzwojen transformatora, przektadni zwojowych: transformatora oraz prze-
ktadnikoéw pradowych oraz efektow skalowania w torze pomiarowym. Prad roznicowy
powinien by¢ odniesiony do uzwojenia kolumny strony pierwotnej lub wtornej trans-
formatora. Jesli wybierzemy uzwojenie strony Y, to odpowiednie zwiazki przyjma na-
stepujaca forme [63]:

Prady roznicowe w poszczegolnych fazach:

idA (k) = kY (iYA (k) - iyo (k)) - kD (iDA (k) - iDC (k))/ \/g
145 (k) = ke (i (5) = 130 (5)) = Ky (i (K) = i, (K))/ 43 (C.6)
i3, (k) = Ky (i, (k) = g (K)) = hep (i (B) = e ()73

1
gdzie: iy,(k) :g(iYA(k)+iYB(k)+iYC(k))’ indeks D oznacza prad fazowy od strony

trojkata, indeks Y — od strony gwiazdy.
Prady stabilizujace (hamujace):

i () = by (i, () = g () + e (i3 (K) — e (K))/4/3
i, (k) = ey (i () = 0 () + e (i (K) = i, (K))/ 3 (C.7)

i, () = ey (i (k) = g () + Ky (i () = i ()43

W réwnaniach (C.6) i (C.7) k, jest wspolczynnikiem, przez ktory nalezy pomno-
zy¢ prad i, (w modelu jest to napigcie) na wejsciu przekaznika, aby otrzymaé prad
w obwodzie pierwotnym (na wejsciu przektadnika pradowego) po stronie gwiazdy.
Podobnie, wspolczynnik &, odnosi si¢ do pradu po stronie uzwojenia polaczonego
w trojkat. Dzigki temu, prady obliczone zgodnie z (C.6), (C.7) sa odniesione do strony
gwiazdy transformatora.

Mozna zauwazy¢, ze w tych wyrazeniach od pradu fazowego strony ¥ odejmowana
jest sktadowa zerowa. Wynika to stad, ze w pradach fazowych strony A taka sktadowa
nie wystgpuje. Prady: réznicowy i stabilizujacy moga by¢ takze obliczane wzgledem
strony A [63].

W bloku pomiarowym obliczane sa nastgpujace wielkosci:

— amplituda pierwszej, drugiej i piatej harmonicznej pradu ré6znicowego,

— amplituda sktadowej podstawowej pradu stabilizujacego.
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Sktadowe ortogonalne m-tej harmonicznej obliczane sa wedlug nastgpujacych za-
leznosci rekursywnych:

X (k) = X, (k =1)+= I, ()Y (k) = y(k = )
sz (C.8)
X, (k) =X;.m<k—1>+ﬁh,§.m(k)(y(k)—y(k—N))

gdzie: N — liczba probek w okresie (wszystkie sktadowe sa obliczanie w oknie o dhu-
gosci N probek); &, (k), h, (k) — funkcje impulsowe filtréw kosinusowego i sinuso-
wego, odpowiednio.

Funkcje impulsowe filtrow sg okreslane wedlug zaleznosci (a = 27/N):

h,, (k) = cos(a(k —0,5))

h,,, (k) = —sin(a(k —0,5))

h,, (k) = cos(2a(k —0,5))
h,,, (k) = —sin(2a(k - 0,5))

sm

h,, (k) = —cos(5a(k —0,5))

h,, (k) = sin(5a(k —0,5))
Amplitudy tych sktadowych obliczane sa wedtug zaleznosci:

— dla sktadowej podstawowej,

— dla drugiej harmonicznej,

— dla piatej harmoniczne;.

X(ky=[X2 (k) + X2, (k) (C.9)

Szczegodlowy algorytm cztonu decyzyjnego zabezpieczenia roznicowego w postaci
blokowej dla jednej fazy transformatora jest pokazany na rys. C.29.

W celu ufatwienia $ledzenia gtdéwnej procedury modelu przekaznika, oznaczenia
zmiennych na schemacie pozostawiono takie same, jak w programie 7 Diff.mod, kto6-
ry tworzy modut ATPDraw. Zapis algorytmu jest nadmiarowy (niektére zmienne i wa-
runki mozna usunaé¢ bez wplywu na wynik dziatania procedury), jednak doktadnie
odwzorowuje on procedur¢ w jezyku MODELS, zapisang w zbiorze T_Diff.mod.

W bloku pomiarowym, w kazdym kroku probkowania, obliczane sa probki pradu
roznicowego 1 stabilizacyjnego, a takze ich amplitudy dla pierwszej, drugiej 1 piatej
harmonicznej (te dwie ostatnie tylko w odniesieniu do pradu réznicowego). Jesli na-
stapi przekroczenie progu rozruchowego (id1 > a0), to nastgpuje sprawdzenie prze-
biegu trajektorii pradu réznicowego na charakterystyce rozruchowej przekaznika (rys.
C.30). Odpowiednie nastawy i punkty na charakterystyce odniesione sa do amplitud:
pradu roéznicowego 1 stabilizujacego. Odpowiednie nastawy sa dostgpne w zbiorze
T Diff-mod.
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Rys. C.29. Schemat algorytmu zabezpieczenia (dla jednej fazy transformatora)
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Rys. C.30. Charakterystyka rozruchowa: oznaczenia przyjete w programie

Jesli warunki dziatania zabezpieczenia sa spetnione, to w dalszej czgsci procedury
nastgpuje sprawdzenie warunkow blokady od drugiej i piatej harmonicznej pradu roz-
nicowego. Odpowiednie nastawy sa tu wyrazone przez wspolczynniki C, oraz Cs. Sy-
gnat wylaczajacy wylaczniki po obu stronach transformatora pojawia si¢ w przypad-
ku, gdy wskaznik #rip przyjmuje wartos¢ 1 przynajmniej w jednej fazie.

C44. Badanie zabezpieczenia

Rozpatrywany model zabezpieczenia byt badany w sieci elektroenergetycznej z trans-
formatorem, ktora jest opisana w p. C.2. Pelny model sieci wraz z zabezpieczeniem
jest pokazany na rys. C.27. Ponizej podano wyniki kilku testow przeprowadzonych
z wykorzystaniem tego modelu.

a) Zalaczanie nieobciazonego transformatora

Test zostal przeprowadzony zgodnie z przyktadem C.2. Przebiegi pradow fazowych sa
pokazane na rys. C.17. Przebieg pradu réznicowego w poszczegolnych fazach jest po-
kazany na rys. C.31. Schodkowy charakter krzywych wynika z procesu probkowania.
Nalezy zauwazy¢, ze prady te sa odniesione do uzwojen strony Y transformatora. Wi-
da¢, ze prad r6znicowy przybiera wartosci przekraczajace prad znamionowy tej strony
transformatora. Kryterium réznicowe z pewnoscia spowodowatoby wylaczenie trans-
formatora. Potwierdzaja to trajektorie pradow réznicowych we wszystkich trzech fa-
zach wzgledem charakterystyki rozruchowej przekaznika (rys. C.32). Charakterystyka
ta jest w tym zakresie zmian pradu stabilizujacego ograniczona przez warto$¢ rozru-
chowa a0, ktora jest nastawiona na 20% pradu znamionowego transformatora. Jednak
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amplituda drugiej harmonicznej pradu réoznicowego w tym przypadku jest rowniez du-
za (na rys. C.33 sa pokazane przebiegi amplitud w fazie C) i decyzja przekaznika jest
blokowana. Udziat piatej harmonicznej jest niewielki — jej wzrost moglby by¢ spowo-
dowany wzrostem napigcia lub obnizeniem si¢ czestotliwos$ci.
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Rys. C.31. Przebieg pradéw réznicowych podczas zalaczania nicobciazonego transformatora
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Rys. C.32. Trajektorie pradow réznicowych na charakterystyce rozruchowej przekaznika
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Rys. C.33. Amplitudy pierwszej, drugiej i piatej harmonicznych pradu réznicowego fazy C

b) Zwarcie 5% uzwojenia Y

Rozpatrywane jest zwarcie 5% liczby zwojow uzwojenia fazy C strony Y transforma-
tora. Rowniez ten przypadek jest analizowany w przyktadzie C.2. Przebieg pradéw
jest pokazany na rys. C.18. Przebieg pradu réznicowego przedstawia rys. C.34. Widacé,
ze jest on stosunkowo niewielki — prad fazy A4 jest mniej wigcej rowny pradowi zna-
mionowemu, ktéry ma amplitude rowng 785 A. Wystarcza to jednak do pobudzenia
przekaznika (0,11y).

Trajektorie pierwszej harmonicznej pradu réznicowego na charakterystyce rozru-
chowej przekaznika sa pokazane na rys. C.35. Wida¢, ze tylko prad fazy C przekracza
tg charakterystyke. Prady w pozostatych fazach sa zbyt male. Tym niemniej, zabez-
pieczenie prawidtowo dziata, wytaczajac uszkodzony transformator.

Interesujaca jest takze analiza charakterystyk czasowych dziatania zabezpieczenia.
Sktadowe harmoniczne: druga i piata, sa bardzo male, wiec w stanie ustalonym nie
powoduja one blokowania dzialania zabezpieczenia. Jednak stan przejsciowy filtru
drugiej harmonicznej powoduje, Ze w tym czasie przekaznik jest blokowany, wprowa-
dzajac zwlokg o dhugosci niemal jednego okresu sktadowej podstawowej (rys. C.35 —
sygnal wytaczajacy pokazano na tle przebiegdéw amplitud odpowiednich harmonicz-
nych pradu réznicowego). W takim przypadku nawet szybkie wylaczenie transforma-
tora nie uchroni go przed wymiana, jednak szybka decyzja zabezpieczenia zapobiega
roZwojowi awarii.
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Rys. C.36. Trajektorie pradéw réznicowych na charakterystyce rozruchowej przekaznika

Przedstawione przebiegi stanowia tylko fragment analizy dziatania omawianego
zabezpieczenia transformatora. Jak wida¢, tego rodzaju model stanowi bardzo wygod-
ne narzg¢dzie zaré6wno przy projektowaniu algorytméw roznych blokoéw funkcjonal-
nych zabezpieczenia, jak w analizie pracy zabezpieczenia wybranego obiektu.

C.5. Analiza rozruchu silnika indukcyjnego

CA5.1. Wprowadzenie

Silnik elektryczny jest podstawowym elementem uktadu napgdowego, stosowanym
w réznorodnych urzadzeniach powszechnego uzytku i w instalacjach przemystowych.
Rozruchowi takich silnikéw towarzyszy znaczny wzrost pradu (prad rozruchowy), co
wywoluje, niekiedy grozne, zapady napigcia i komplikuje prace ich zabezpieczen.

Zamieszczony ponizej przyktad ilustruje sposob okreslania parametréw modelu
silnika indukcyjnego oraz ich wykorzystania w modelu ATP-EMTP. Przeprowadzone
symulacje pokazuja przebieg zjawisk elektromagnetycznych i mechanicznych, zwia-
zanych z rozruchem silnika klatkowego.
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C.5.2. Model matematyczny silnika indukcyjnego

Parametry, zatem i wtasciwosci silnikow indukcyjnych, moga si¢ dosy¢ istotnie r6z-

ni¢

, w zaleznosci od szczegotéw ich budowy. W charakterze przyktadu rozpatrzmy
model silnika klatkowego, ktorego parametry sa nastgpujace:

Moc znamionowa 2,8 MW

Napigcie znamionowe 10 kV

Liczba par biegunow 4

Wspotczynnik mocy 0,9

Sprawnos¢ 0,98

Poslizg znamionowy 1%

Prad rozruchowy, j.w. 4

Moment rozruchowy, j.w. 0,9

Stata inercji H 0,97 s.

Wszystkie sktadowe pliki zwiazane z prezentowanym modelem znajduja si¢ w kar-

totece przyktad C5.

Do obliczenia parametréw silnika wygodnie jest skorzysta¢ z programu WindSyn,

ktory jest przeznaczony do wspotpracy z systemem WINDOWS [42]. Jest on dostepny
w pakiecie z podstawowym programem ATP—EMTP. Po zainstalowaniu programu
i przygotowaniu niezbgdnych podstawowych danych silnika, postgpujemy zgodnie

zZn
1.

astepujaca procedura:

Uruchomi¢ program. Na pierwszym ekranie (rys. C.37) nalezy poda¢ adres dostepu
do uzywanego edytora tekstowego oraz adres kartoteki, w ktorej umieszczone zo-
stang pliki wyjsciowe po wykonaniu obliczen (w dolnej czgséci okna). Przy czytaniu
wprowadzanych danych liczbowych, w programie korzysta sig¢ z lokalnie ustawio-
nego formatu zapisu liczb dziesigtnych (przecinek °,” lub kropka ’.” oddzielajaca
czg$¢ utamkowa). Poniewaz przetwarzanie w programie prowadzone jest zgodnie
z formatem anglosaskim (kropka dziesigtna), wigc przed rozpoczgciem obliczen
nalezy ustawi¢ w systemie WINDOWS (Panel sterowania/Opcje regionalne) zapis
liczb dziesigtnych w formacie z kropka dziesigtna. Nastepnie nalezy wybra¢ odpo-
wiedni rodzaj analizowanej maszyny. W tym przypadku zaznaczono silnik induk-
cyjny z dwoma klatkami na wirniku (Double cage).

. W kolejnym kroku nalezy wprowadzi¢ szczegotowe dane silnika (rys. C.38). Naj-

wazniejsze z nich, to wielkosci znamionowe: moc (Rated Power), KM (ang. horse
power, hp), czestotliwo$¢ zasilajacego napigcia, napigcie (warto$¢ skuteczna na-
pigcia miedzyfazowego), predkos¢ obrotowa (zalezna od liczby par biegunow ma-
szyny i czestotliwo$ci sieci) oraz wspotczynnik mocy. Jesli brakuje ktorego$ z pa-
rametrow, zaleca si¢ pozostawienie wartosci podpowiadanej przez program.
Nalezy takze poda¢ nazwe zbioru dyskowego, w ktorym zostana umieszczone wy-
niki obliczen (parametry modelu silnika).
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Rys. C.38. Okno wprowadzania parametrow maszyny
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3. W ostatnim etapie nalezy okres§li¢ wymagane parametry, zwigzane z rodzajem sy-
mulacji. Mozna tu wprowadzi¢ dodatkowe zrddlo pradowe, odzwierciedlajace
zmiang obciazenia silnika (ang. Extra load) i moment jego zalaczenia (ang. Time of
extra load) — rys. C.39. Ponadto: sposob okre§lenia warunkéw poczatkowych
(w przyktadzie wybrano Autoinitialization, co oznacza, ze odpowiednie parametry
stanu poczatkowego zostana okreslone na podstawie poczatkowego stanu ustalone-
go, w innym przypadku uzytkownik powinien poda¢ te parametry jako dane mode-
lu silnika). Zauwazmy, ze w rozpatrywanym przykladzie, poczatkowy poslizg
(ang. Initial slip) przyjmuje wartos¢ 99,99% w miejsce wartosci 100% (w stanie
poczatkowym silnik jest zatrzymany), aby unikna¢ btedu przepetnienia numerycz-
nego. Model silnika jest opisany rownaniami o zmiennych wspotczynnikach (ze
wzgledu na przeksztatcenie 0dg), a w ogolnym przypadku, jest to model nieliniowy
(przy uwzglednieniu nasycenia zelaza). Do numerycznego rozwigzywania tych
rownan wybrano metode kompensacji (rys. C.39).

W rezultacie, otrzymuje si¢ dwa pliki wyj$ciowe:
— INDMOT.LIS, z danymi wej$ciowymi oraz z parametrami modelu;

— INDMOT.PCH, ktory przedstawia plik wejsciowy modelu w formie gotowego
bloku modutowego, ktory moze by¢ dotaczany do gléwnego pliku danych
przez zastosowanie dyrektywy SINCLUDE.

w. InductionInclude _ 1Ol x|

Generate PCH file | Exit |

Name of PCH file ( xcocce.pch) lm
Max. 5 char. name of network IW
Extra load applied % full load |0_07
Time of extra load application lozi

¥ Autolnitialization Solution
initial slip 26 Igg_gg @ Compensation
© Prediction
Return to data change | Return to type selection |

Rys. C.39. Okno okre$lania sposobu obliczania modelu
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C.5.3. Analiza rozruchu silnika

Test rozruchu silnika byl prowadzony z wykorzystaniem modelu, jak na rys. C.40.
Pliki zwiagzane z tym testem maja nazwe SIL _INDA z odpowiednimi rozszerzeniami.
W celu ustalenia wtasciwych warunkéw rozruchu silnika nalezy w oknie ATP Settings
(ATP/Settings/Switch/UM — rys. C.41) wybraC opcje: Initialization — Automatic. Wa-
runki poczatkowe symulacji zostang wowczas okreslone automatycznie na podstawie
stanu ustalonego modelu dla czasu ¢ = 0. (przed uruchomieniem symulacji). W tym ce-
lu wylacznik generatora powinien by¢ otwarty na poczatku symulacji.

INER

ATP Settings
Simulationl Output - Switch/UM |F0rmat| Yariables

Switch study——————— rUniverzal machines—
Statistic: study r Initialization
Systematic study [~ & Automatic

' Manual

L

@ 5l

= Per unit

rInterface——————
¢ Prediction

% Compenzation

ok | Hep |

Rys. C.41. Okno programu ATPDraw do ustawienia warunkéw symulacji rozruchu modelu
maszyny uniwersalnej z automatyczng inicjalizacja
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Wriasciwa informacja o zasilajacym napigciu jest przekazywana przez rownolegte
wlaczenie rezystancji o duzej warto$ci. Rozruch silnika rozpoczyna si¢ po zalaczeniu
wylacznika (w rozpatrywanym modelu zachodzi to dla t = 0,1 s).

Kondensator w obwodzie reprezentujacym uktad mechaniczny odzwierciedla war-
to$¢ momentu inercji obracajacego si¢ wirnika: 1 kg'm* <> 1 F. Warto$¢ napiecia po-
czatkowego na kondensatorze odpowiada poczatkowej predkosci katowej wirnika:
@ (1/8) <> Uc (V) — w tym przypadku Uc(0) = 0.

Zrédha pradowe w obwodzie odzwierciedlajacym uktad mechaniczny silnika okre-
$laja warto$¢ momentu obciazenia. Aby uwzgledni¢ poczatkowa warto$¢ tego momen-
tu, nalezy uzy¢ zrodta pradu przemiennego o bardzo niskiej czgstotliwosci (wtasci-
wym byloby tu zastosowanie zrodia pradu statego, ale stan poczatkowy sieci jest
obliczany tylko dla obwodu pradu przemiennego). Zmiana obciazenia w trakcie symu-
lacji jest reprezentowana przez dodatkowo dotaczone Zrédlo (w rozpatrywanym przy-
ktadzie amplituda tego zrdédta jest bardzo mata). W przypadku obciazenia zmiennego
wygodnie jest stosowac zrodto sterowane (MODELS lub TACS).

Przebieg zmian momentu obrotowego silnika i predkosci katowej wirnika podczas
rozruchu jest pokazany na rys. C.42. Wida¢, ze rozruch nieobciazonego silnika trwa
ok. 1,7 s. W tym czasie predko$¢ wirnika narasta niemal liniowo od zera do warto$ci
bliskiej 507/2 rad, co odpowiada 750 obr/min. Chwilowy przebieg pradu rozruchowe-
go stojana jest pokazany na rys. C.43. Po zakonczeniu rozruchu prad ten spada do ni-
skiej warto$ci, odpowiadajacej wartosci pradu biegu jatowego silnika.
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Rys. C.42. Zmiana momentu napgdowego (krzywa 1) oraz predkosci katowej silnika
(krzywa 2) podczas startu
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Rys. C.43. Przebieg pradu stojana silnika podczas rozruchu (faza A)

Przebiegi pradow w osi d obu klatek wirnika sa pokazane na rys. C.44. Mozna za-
uwazy¢ przeciwne kierunki narastania obu tych pradéw w czasie rozruchu: w miarg
wzrostu predkosci obrotowej wirnika prad pierwszej klatki maleje, podczas gdy prad
drugiej klatki ro$nie. Po zakonczeniu rozruchu, gdy poslizg jest bliski zeru, oba prady
przyjmuja bardzo mate wartosci.
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Rys. C.44. Prady wirnika: iyq (linia ciagla), iy, (linia przerywana)
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C.s54. Analiza rozruchu i zmiany obcigzenia silnika

Rozpatrzmy przypadek, gdy po rozruchu silnika zataczane jest znamionowe obciazenie.
Schemat odpowiedniego modelu jest pokazany na rys. C.45. Warto§¢ momentu obcia-
Zenia jest reprezentowana za pomocg zrodta pradowego dotaczonego do wezta INERS
(w tym przypadku element z prawej strony), ktérego wartos¢ 1 =T7,, =34576,48 A,

gdzie: T, =34576,48 Nm — znamionowy moment elektryczny (w szczelinie) silnika.

Przyj¢to, ze zarbwno moment bezwladnosci, jak i wspotczynnik thumienia dota-
czanego obcigzenia sg takie same, jak w przypadku rozpatrywanego silnika. Te wiel-
kosci sa w modelu reprezentowane za pomoca zataczanych dodatkowo: pojemnosci
(do wezta IX) i rezystancji (INER). Czas zalaczenia obciazenia f,,.= 3 s. W obwodzie
zasilania silnika zostal umieszczony miernik mocy jednofazowej (zauwazmy, ze od-
wrocony zostat wylacznik, aby mierzony prad miat poprawny kierunek)). Pliki zwia-
zane z tym modelem maja nazwe SIL_INDB z odpowiednimi rozszerzeniami.

PQ.1

INER

+ S
Ie

Rys. C.45. Schemat modelu do symulacji rozruchu i obciazenia silnika

1.
F

Przebiegi momentu obrotowego oraz predkosci katowej wirnika sa pokazane na
rys. C.46. Po zalaczeniu obciazenia znamionowego, predkos¢ obrotowa silnika chwi-
lowo spada dosy¢ znacznie i odbudowuje si¢ po czasie ok. 5 s. Mozna zauwazy¢, ze
ustala si¢ ona na nieco nizszym poziomie, niz dla pracy bez obciazenia (wigkszy po-
slizg).
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Rys. C.46. Przebieg momentu obrotowego (ciagta linia) oraz predkosci katowej wirnika
(linia przerywana)

Zgodnie z oczekiwaniami zmienia si¢ takze obraz pradu stojana (rys. C.47).
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Rys. C.47. Przebieg pradu stojana (faza A) podczas startu i zataczenia obciazenia

Czgstotliwos¢ pradu klatki wirnika (rys. C.48 — prad pierwszej klatki) zalezy od
wartosci poslizgu i w stanie ustalonym, przy pelnym obciazeniu, jest ona mniejsza od
1 Hz.
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Rys. C.48. Przebieg pradu wirnika

C.6. Modelowanie generatora indukcyjnego dwustronnie zasilanego

C.6.1. Wprowadzenie

W zwiazku ze wzrostem zainteresowania problematyka generacji rozproszonej, szcze-
golnie tej, w ktorej do wytwarzania energii elektrycznej mozna wykorzysta¢ zrodta
energii odnawialnej, obserwuje si¢ znaczny rozwoj technologii zwiazanych z wyko-
rzystaniem sitowni wiatrowych do napedu generatorow elektrycznych. Ze wzgledu na
duzg zmienno$¢ mocy i predkosci obrotowej turbin wiatrowych, w takich elektrow-
niach najczesciej stosuje si¢ generatory indukcyjne. Dominuja tu zwlaszcza dwustron-
nie zasilane generatory indukcyjne (DZGI) (ang. Doubly Fed Induction Generator —
DFIG).

Modelowanie takich instalacji ma na celu poznanie zjawisk, ktore zachodza pod-
czas stanow przejsciowych — zardbwno w czgSci mechanicznej, jak i elektrycznej — ale
takze weryfikacj¢ nowych metod sterowania generatorami napgdzanymi silowniami
wiatrowymi. Waznym zagadnieniem jest takze analiza oddziatywania tych niespokoj-
nych zrdédel energii elektrycznej na sie¢ elektroenergetyczna (zwlaszcza sie¢ rozdziel-
cza, do ktorej sa one zazwyczaj przylaczone), a takze ich wpltywu na automatyke za-
bezpieczeniowa.
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C.6.2. Struktura elektrowni wiatrowej

DZGI jest pierscieniowa maszyna indukcyjna (znane sa takze wykonania bezpierscie-
niowe [13]), w ktorej wirnik jest zasilany z zewngtrznego sterowanego zrodta pradu
lub napigcia o regulowanej czestotliwosci. Zrodlo to jest realizowane w postaci prze-
twornika AC/AC zasilanego z sieci, do ktorej przytaczony jest generator (rys. C.50).
Czgstotliwos¢ zrodha jest na biezaco dobierana do aktualnej predkosci obrotowej wir-
nika tak, aby strumien gtowny maszyny miat czgstotliwo$¢ sieciowa. Zauwazmy, ze
w przypadku zasilania pradem stalym, maszyna spetnia funkcj¢ generatora synchro-
nicznego — jesli tylko predkos$¢ obrotowa wirnika jest dostosowana do czgstotliwosci
sieci (z uwzglednieniem liczby par biegunéw wirnika).

Atrakcyjnos¢ stosowania dwustronnie zasilanego generatora indukcyjnego jako zro-
dta energii elektrycznej w elektrowniach wiatrowych wynika gtéwnie z tego, ze energia
jest bezposrednio przekazywana z generatora do sieci, bez posrednictwa przetwornika,
co jest charakterystyczne dla tradycyjnego generatora indukcyjnego [13, 48].

Do sterowania DZGI stosowane sa rdzne strategie. Ze wzgledu na wspolprace ta-
kiej elektrowni z siecia elektroenergetyczna wazna jest mozliwo$¢ elastycznej regula-
cji mocy czynnej i biernej przekazywanej do sieci. Efektywne algorytmy takiego ste-
rowania sa zapewnione w ukladzie jak na rys. C.49, gdzie podstawowe parametry
generatora sg kontrolowane za posrednictwem napigcia wirnika u,.

wiatr
— . Ps’ QS
Uy i —
— przektadnia -
- przeksztattnik

AC-AC

U, i T
L» sterownik

sterownik DZGI
| nadrzedny

VI

Rys. C.49. Schemat sitowni wiatrowej z generatorem indukcyjnym dwustronnie zasilanym

Wirnik generatora jest napgdzany przez silowni¢ wiatrowa za posrednictwem od-
powiedniej przektadni mechanicznej. Uzwojenie wirnika zasilane jest 3-fazowym na-
pigciem U, wytwarzanym przez przeksztattnik AC—AC. Uklad ten jest utworzony
z prostownika i falownika, ktore sa kontrolowane przez sterownik DZGI. W nowych
rozwigzaniach stosuje si¢ przeksztattniki z mozliwoscia peinej kontroli przepltywu
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mocy czynnej i biernej w obu kierunkach (ang. back-to-back), co zapewnia oszczedna
prace ukladu. Falownik jest zasilany ze zrodia napigciowego (rys. C.49), co z kolei
pozwala na bardzo elastyczna kontrole przekazywanej do sieci mocy czynnej i biernej.
W takim uktadzie moc generatora jest suma mocy generowanej (pobieranej) w stoja-
nie i wirniku:

P=P+P,

Qﬂ = QS + Qr

Predko$¢ obrotowa wirnika generatora moze si¢ zmienia¢ w szerokich granicach:
zardwno w przedziale nadsynchronicznym (poslizg ujemny: s < 0), jak i podsynchro-
nicznym (poslizg dodatni: s > 0). Niezaleznie od tego, uktad sterowania przeksztaltni-
ka AC—AC powinien zapewni¢, w zalezno$ci od potrzeb, generacj¢ mocy biernej po-
jemnosciowej lub indukcyjnej. Uktad sterowania topatek wiatraka zapewnia
optymalne wykorzystanie energii wiatru.

Jak wida¢, petlny model omawiane]j elektrowni jest uktadem dosy¢ zlozonym.
Zwlaszcza implementacja przeksztaltnika energoelektronicznego w programie ATP—
EMTP jest duzym wyzwaniem ze wzgledu na pojawiajace si¢ oscylacje numeryczne,
ktore przenosza si¢ z obwodu pierwotnego do uktadu sterowania. Wymaga to stoso-
wania bardzo krotkiego okresu symulacji i wprowadzenia odpowiednich obwodow
thumiacych. Z tego wzgledu dalej rozwazany jest model uproszczony, w ktérym prze-
ksztattnik jest reprezentowany przez 3-fazowe sterowane zrodto napigciowe.

Wsrdd przykladéw dostgpnych na wskazanej stronie internetowej znajduje sig
réwniez model generatora indukcyjnego ze sterowaniem za pomoca pradu wirnika
(model DFIG _I). W tym przypadku przeksztattnik energoelektroniczny jest w modelu
reprezentowany za pomoca zroédta pradowego.

(C.10)

C.6.3. Model matematyczny generatora z ukladem sterujacym

Struktura uproszczonego w ten sposéb modelu jest pokazana na rys. C.50. W progra-
mie ATP-EMTP maszyna pier§cieniowa jest reprezentowana za pomoca modelu ma-
szyny uniwersalnej typu 4 (ang. Universal Machine UM4). Model czg$ci mechanicz-
nej jest reprezentowany za pomoca obwodu RC ze sterowanym zrodlem pradowym,
ktore odzwierciedla warto§¢ momentu napgdowego 7,,. Obwod ten imituje zachowa-
nie si¢ turbiny wiatrowej wraz z generatorem, co jest okreslone przez zwiazek (6.70),
gdzie na zasadzie wzajemnos$ci poszczeg6lne wielkosci mechaniczne moga by¢ repre-
zentowane za pomoca odpowiednich wielkosci elektrycznych. Spadkowi napigcia na
oporniku w tym obwodzie odpowiada aktualna predko$¢ katowa wirnika .
(1 V =1 rad/s przy zalozeniu, ze na wirniku znajduje si¢ jedna para biegunow). Model
matematyczny czgsci elektrycznej maszyny jest utworzony z réwnan odnoszacych
si¢ do schematu zastgpczego przedstawionego na rys. 6.20 (dla osi « i podobnie dla

osi ) [13].
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wielkosci
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Rys. C.50. Struktura modelu EMTP rozpatrywanego generatora

Sterownik jest wykonany w postaci modutu MODELS, w ktorym sa realizowane
algorytmy sterowania, ktorych rezultatem jest napigcie podawane na wirnik DZGI.
Wielkosciami mierzonymi sa tréjfazowe prady i napigcia stojana oraz predkosc kato-
wa wirnika. Wielkos$ci zadane, to warto$¢ mocy czynnej i biernej przekazywanej do
sieci: Pger, Oger (przy pominigciu przeksztattnika w obwodzie wirnika, pomijane sa
réwniez zwiazane z nim moce).

W modelu generatora indukcyjnego (DZGI) reprezentowanego za pomoca maszy-
ny uniwersalnej (UM4) predkos¢ katowa wirnika jest ustalana jako wynik rownowa-
zenia si¢ zadanego momentu napedowego 7, (pochodzacego od wiatraka) z momen-
tem elektrycznym 7, (6.106).

Model sterownika wywodzi si¢ z modelu wektorowego maszyny w ukladzie
wspotrzednych x—y w postaci rownan (6.100) 1 (6.101). Obliczane sa tam cztery wiel-
kosci: prad magnesujacy (i, = I,,), kat pomigdzy stojanem i gldownym strumieniem
(sm) oraz prady wirnika: i, i,,. Mierzone prady i napigcia stojana nalezy w kazdym
kroku modelowania przeksztatci¢ ze wspodirzednych fazowych do uktadu x—y.

W przypadku napig¢ zachodzi nastgpujacy zwiazek:

u, =U_ cosd, Cll
u,, =U,sind, 1D

gdzie: U, =,/u., + ufq — amplituda napigcia stojana, o, =@ t—-y,, .
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Napigcia wirnika (6.99) mozna rozdzieli¢ na dwie czgSci:

urx = urx + udrx

C.12
ury = u’\ry + udry ( )
gdzie:
uAi‘ X = Ri‘ ii‘X + GL’ ddlrx
’ t
C.13
i =Ri _+oL by ( )
u =Ri _+ol ——
ry riyx r dt
u,, =—w,0oL1,
¢ S (C.14)

udry =y (1 - J)Lrlsm + a)slaLrlrx

Pozostaty sktadnik: (1-0)L, d;—st’" w (6.99) mozna pomina¢, gdyz ma on malg wartos¢

z uwagi na niewielkie zmiany w czasie pradu i,,.
Stosujac zapis operatorowy Laplace’a, z (C.13), mozna okresli¢ prad wirnika jako:

1/R,

I (s)= U C.15
= (5) 1+Gﬂs,gw (C.15)

1) =-—% 0 ) (.16)
7 1+o0T.s -

”

Wida¢, ze sktadowe pradu wirnika sa niezaleznie wyrazone przez dwie sktadowe po-
chodzace od napigcia wirnika. Warto tu przypomnie¢, Ze moc czynna generatora (sto-
jana) bezposrednio zalezy od napigcia u,,, natomiast moc bierna — od napigcia u,,. Wi-
da¢ zatem z (6.107) i (6.108), ze moce te moga by¢ niezaleznie sterowane za pomoca
sktadowych napigcia wirnika.

Synteze¢ odpowiedniego regulatora napigcia mozna przeprowadzié, korzystajac
z metody znanej jako Sterowanie z Modelem Wewngtrznym (SMW) (ang. Internal
Model Control — IMC) [118]. W rozpatrywanym zastosowaniu idea metody SMW jest
pokazana na rys. C.51. Aby uzyskaé¢ zadany prad [...(s) na wyjéciu uktadu z rys.
C.51a, nalezatoby zastosowac¢ korektor o transmitancji G.(s) = (Gp(s))’l, gdzie G,(s)
jest transmitancja procesu, jak w (C.17). Uklad o takiej transmitancji jest jednak fi-
zycznie nierealizowalny (stopien wielomianu licznika transmitancji jest wigekszy od
stopnia mianownika). Realizacj¢ takiego uktadu mozna jednak przyblizy¢ za pomoca

uktadu pokazanego na rys. C.51b, gdzie: ép ()~ G,(s) jest modelem procesu, ktory

w rozwazanym przypadku jest okreslony w postaci transmitancji pierwszego rzedu:
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1/R,
1+ols

G,(s)= (C.17)

Proces okreslony ta transmitancja zachodzi w wirniku maszyny.

Transmitancja G.(s) jest okreSlana jako odwrotno$¢ transmitancji modelu,
z uwzglednieniem warunku realizowalno$ci uktadu. Mozna to zapewni¢ przez dodanie
cztonu inercyjnego odpowiedniego rz¢du [118]:

G.(s) = (ﬁj G;'(s) (C.18)

gdzie n nalezy dobra¢ tak, aby stopien wielomianu licznika transmitancji C(s) nie byt
wigkszy od stopnia mianownika.

Wybér takiego wiasnie czlonu jest uzasadniony charakterem odpowiedzi uktadu
w stanie ustalonym. W rozpatrywanym przypadku prad wyjsciowy i.(f) przyjmuje
w tych warunkach stata warto§¢. W danym przypadku n = 1, co daje:

a l+ols 1 l+oals
s+a 1/R, l+sz 1/R,

G.(s)= ,T=1a (C.19)

Parametr o nalezy okresli¢ na podstawie oczekiwanej odpowiedzi na skok jednostko-
wy projektowanego uktadu. Wida¢, ze dodany czton pehi takze rolg filtru dolnoprze-
pustowego o stalej czasowej 7.

Sprzezenie zwrotne w pokazanym uktadzie ma na celu korekcje bledow wynikaja-

cych z ewentualnej réznicy transmitancji procesu G ,(s) 1 jego modelu Gp (s) oraz
wystepujacych zaktocen, jak szumy, btedy numeryczne i inne (w tym przypadku za-
ktocenia wynikaja gltownie z pominigcia w odtwarzanym procesie sktadnika:
(1-o0)L,-di,/dt. W ten sposob, poszukiwany korektor (regulator) jest utworzony

przez uktad zakreslony na rys. C.51b linia kropkowana. Jego transmitancja jest naste-
pujaca:

Clsy=— ) (C.20)
1-G(5)G,(s)
co po podstawieniu odpowiednich wielko$ci, prowadzi do:
a A 0!(1+O'TS) K,
Cs)=—G, (s)=—"—==K +— C.21
() s 7 (5) s/R, P ( )

gdzie: K, =aR,, K, =K,oT,.

Powyzsze nastawy odpowiadaja idealnej sytuacji, gdy znany jest doktadny model
procesu i w uktadzie nie wystepuja zaktocenia. Znak minus w mianowniku transmi-
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tancji (C.20) wynika stad, ze zakreslony uktad z rys. C.51b mozna sprowadzi¢ do
uktadu zamknigtego o dodatnim sprzg¢zeniu zwrotnym.
Wida¢, ze transmitancja C(s) jest rtOwnowazna transmitancji regulatora PI. Trans-
mitancja zamknigtego uktadu z tym regulatorem (rys. C.51c) jest nastepujaca:
C(s)G,(s) a

“O=13 C()G,(s5) s+a (€-22)

co jest stuszne tylko w przypadku petnej znajomosci modelu procesu i braku zaktocen
(jest to zatem zaleznos¢ idealna, z pominigciem nieuchronnych uproszczen).

Parametr o mozna okresli¢ na podstawie zatozonego przebiegu odpowiedzi tego
uktadu na skok jednostkowy:

i ()=ae™ (C.23)

Skqd: o= 1n(lrx(l2)/lrx (tl)) ,

L=
gdzie przedzial odpowiadajacy czasom ¢, t, nalezy wybra¢ na wznoszacej czgsci od-
powiedzi na skok jednostkowy.

a)
[ oflS) U, (s) I.(s)
—> G;l (s) > G,(s) | E—
b)
Irxref(s) E rx(s ) lj - (S ) Irx(s)
pal O— G.(s) » G,(s) >
y +
> G, () >
9)
1, ei(S) E,(s) U _(s) L.(s)
> C(s) G,(s) >

Rys. C.51. Zasada sterowania z modelem wewngtrznym
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Okreslajac nastawy regulatora, nalezy takze zapewni¢ dostateczny zapas stabilno-
$ci ukladu. Dobor tych nastaw mozna przeprowadzi¢ zgodnie z ogolnymi zasadami
odnoszacymi si¢ do regulatorow PID.

Poniewaz modele procesu dla obu sktadowych pradu wirnika /., oraz /,, sq takie
same, wigc regulatory w obu obwodach sa rowniez takie same (rys. C.52). Procesy,
reprezentowane na tych rysunkach odpowiednimi transmitancjami, w rzeczywistym
uktadzie sa fizycznymi obiektami — w tym wypadku jest to wirnik generatora.
W uktadach tych okre$lane sa napiecia #._, 1, odpowiadajace zalozonym pradom:

rx 2 ry
Irvef, imrer. POZOstate sktadniki napigcia wirnika generatora w uktadzie wspotrzednych
x—y sa obliczane zgodnie z (C.14).

Ostatecznie, okreslone w ten sposob napigcia, po przeksztatceniu do trojfazowego
uktadu zwiazanego z wirnikiem, sa podawane na zaciski jego uzwojen (najczesciej
poprzez pierscienie §lizgowe). Ta transformacja odbywa sig¢ w dwodch etapach, zgod-
nie ze schematem: (x—y) — (d—q) - (ABC).

Pierwsze przeksztalcenie dotyczy transformacji obliczonego napigcia wzgledem
sktadowych x—y do naturalnych sktadowych zwiazanych z wirnikiem:

{um} _ [COS(VW -7.) —sin(y,, -7, )}{“m} (C.24)

u Sin(j/sm - 7/6) COS(]/SM - 7/@) u"y

q

gdzie kat (]/Sm - }/e) okresla wzajemne przesunigcie pomigdzy obu uktadami odniesie-
nia (rys. 6.22).

I (s
a) l———(l—a)Lrs 4—”"—(—)
|
|
~ |
Irxref(s) Erx(s) K, Urx (S ) - 1/R Irx(S)
K, +=L _>( )_> r .
t2 ot s + 1+0oTs
b)
Iryref(s) Ery(S) P +£ Ury (s) . I/R} IVy(SZ
2 L " 1+0T.s -

Rys. C.52. Schematy blokowe uktadu regulacji napigcia wirnika generatora
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Druga cze$¢ transformacji odnosi si¢ do zamiany wielko$ci reprezentowanych
w prostokatnym ukladzie d—g na wielkosci trojfazowe. Oba uklady sa zwigzane z wir-
nikiem, wigc nie ma pomiedzy nimi przesuni¢cia fazowego (uktad d—q jest zatem
rownowazny ukladowi o—f). Stosuje sig tu przeksztalcenie (6.83) z macierza trans-
formacji Css.

Uzyskane w ten sposob napigcia u,4, U5, U,c, stuza do generacji impulsow steruja-
cych uktadem falownika w obwodzie wirnika generatora (rys. C.49), chociaz w przy-
padku stosowania modulacji szerokoscia impulsow (MSI) mozna do tego celu wyko-
rzysta¢ bezposrednio skladowe wektora przestrzennego w uktadzie o [52].

W przypadku regulacji mocy czynnej i biernej generatora prady Lres, Jyrer, poda-
wane odpowiednio na wejscia uktadow z rys. C.52 sg powiazane z zadanymi warto-
$ciami tych mocy. Do projektowania stosownych regulatoréw tych mocy mozna za-
stosowa¢ podobna zasad¢ jak do okreslenia pradow stojana. Pomijajac szczegoty
zwiazane z zamiang wspotrzednych i obliczaniem wielkosci posrednich, zamknigty
uktad regulacji mocy biernej jest okreslony schematem jak na rys. C.53. Podobna
strukture ma rowniez uktad sterowania mocg czynna. Jak wida¢, rowniez w tym przy-
padku regulacja jest prowadzona za pomoca regulatora PI.

Qref(s) Irxref(s) QS(S)
K, + 5 Go(s) -

+_ P 5

Rys. C.53. Schemat uktadu sterowania moca bierna

W ten sposob ogélny uktad sterowania napg¢dzana wiatrakiem maszyng DZGI ma
posta¢ jak na rys. C.54. Wewngtrzny uktad regulacji z regulatorami oznaczonymi in-
deksami 2 realizuje funkcje stabilizacji pradéw wirnika: i,, oraz i,, poprzez wymusza-
nie napi¢¢ na jego uzwojeniach. W zewngetrznym uktadzie regulacji regulatory ozna-
czone indeksem 1 spelniaja funkcje¢ stabilizacji pradéow odniesienia wynikajacych
z rownowagi mocy: zadanej i aktualne;.

Pomiary elektryczne wykonywane sa na zaciskach stojana (napigcia i prady); mie-
rzona jest ponadto predkos$¢ katowa wirnika. W blokach oznaczonych 3—2 obliczane
sa sktadowe wektorow przestrzennych zgodnie z macierza Cs, (6.82), natomiast od-
wrotne przeksztalcenie (z macierza C,;) zachodzi w bloku 2—3. W Bloku 1 obliczane
sa nastepujace wielkosci wyjsciowe:

— prady [, oraz l,;

— prad magnesujacy I;

- kacty ysm’ j/e oraz (ysm _7/6)’
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Rys. C.54. Struktura uktadu sterowania DZGI

Jako wielko$ci posrednie okre$lane sa teZ napigcia ug oraz ug, (C.11). Podstawowa
cze$¢ wykonywanej tu procedury jest okreslona przez uktad réwnan rézniczkowych
(6.100)1(6.101)).

W Bloku 2 obliczane sa nastgpujace wielkosci:

—  Napigcia Uy OrazZ Ugyy (C.14);

— predkos¢ katowa poslizgu e, (uwzgledni¢ liczbg par biegunow (6.101)).

W rzeczywistym uktadzie wymuszanie 3-fazowego napigcia wirnika o zmieniaja-
cej si¢ amplitudzie i czgstotliwosci odbywa si¢ za posrednictwem przeksztattnika AC
— AC, co pominigto na rys. C.54. W nowych instalacjach stosuje si¢ przeksztattniki
z mozliwo$cia dwustronnego przekazywania mocy czynnej i biernej, co nalezy
uwzgledni¢ w catkowitym bilansie mocy generatora:

AP=P

e —(P.—P.)
A0=0.,-(0,-0,)

gdzie moce stojana i wirnika sg obliczane zgodnie z (6.107) i (6.108).

(C.25)
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C.6.4. Model ATP-EMTP

Do badania analizowanego generatora zostal utworzony model w programie ATP—
EMTP. Schemat modelu rozpatrywanej sieci, utworzony za pomoca programu
ATPDraw [104], jest pokazany na rys. C.55. Wszystkie sktadowe zbiory znajduja sie
w kartotece przyktad C6. Rozpatrywany jest tu model uktadu ze sterowaniem genera-
tora za pomocg napigcia wirnika (pliki DFIG V' z odpowiednimi rozszerzeniami).
W miejsce uktadu przeksztattnikowego zrodto napigciowe w obwodzie wirnika zosta-
lo dla uproszczenia przedstawione za pomoca sterowanych fazowych zrodet napig-
ciowych. W obwodzie wirnika znajduje si¢ takze niezalezne zrédto pradowe, ktoére
jest wykorzystywane do wymuszenia okreslonych warunkéw poczatkowych w modelu
generatora (okres zataczenia tego zrodla pradowego obejmuje czas przed rozpoczg-
ciem symulacji: (-1,0)—~(-0,5) s.

W obwodzie odtwarzajacym cz¢$§¢ mechaniczng generatora znajduja si¢ dwa zrodta
pradowe: jedno o stalej wartosci, ktore w danym przypadku ma bardzo mata wartos¢,
co odpowiada brakowi napedu od wiatraka w stanie poczatkowym; drugie z nich jest
sterowane z bloku DFIG_V i stuzy do symulacji momentu napgdowego wiatraka.

Model generatora DFIG ze sterowaniem napieciowym

zrodla napieciowe @ @
sterowane

MODEL . T
DFIG V pomiar napiecia i pradu generatora

]

Il pomiar predkpsci
obrotowe;j
zmiang momentu
wiatraka

———4

DFIG: 2.0MVA,
$=-10%

GEN_R RINGS| GHN_S TR LV  TR_HV SOURC

tylko do zadawania
warunkow poczatkowych

INER

Rys. C.55. Schemat analizowanego modelu ATPDraw
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Model uktadu sterowania zrodtami napigciowymi w obwodzie wirnika generatora
zostal zrealizowany w postaci modulu MODELS [13] (blok DFIG_V). Realizowana
jest w nim procedura, ktorej struktura jest pokazana na rys. C.54. Jest tam takze gene-
rowany sygnat sterujacy zrodlem pradowym (wegzel INERS), za pomoca ktoérego za-
dawany jest moment napgdowy turbiny wiatrowej. Na wejscie tego bloku doprowa-
dzane sa pomiary pradow i napi¢¢ z zaciskOw generatora (parametry stojana). Na
wyjscie podawane sa trojfazowe sygnaly sterowania zrodtami napigciowymi. Podsta-
wowa procedurg realizowana w uktadzie sterujacym jest blok rozwigzywania uktadu
réownan rézniczkowych (6.100) i (6.101). Poniewaz rownania te sa wzajemnie powia-
zane, wigc do ich numerycznego rozwiazywania w kazdym kroku symulacji zastoso-
wano iteracyjny blok programowy COMBINE, ktory jest konstrukcja jezyka progra-
mowania MODELS [32]. Tekst tego bloku jest nastgpujacy:

COMBINE ITERATE {5} AS first group

del s:=gam s—gam_sm

Vsx:=Vs*cos (del_s)

Vsy:=Vs*sin(del_s)

-- solution of differential equations
al:=Irx*Tsl+Vsx*Lml

laplace (Ism/al) := Ts| / (1]s0+Ts|sl)
az2:=(Iry*Tsl+Vsy*Lml) *recip (Ism)
laplace (gamﬁsm/a2) := 1| / (0|s0+1]sl)
a3:=Vrx*Lrpl+om sl*Iry+sTs*Ism-Vsx*Lmls
laplace (Irx/a3) := 1| / (Trps|s0+1]|sl)
a4:=Vry*Lrpl-om sl*Irx-slom*Ism

laplace (Iry/a4) := 1| / (Trpl]|s0+1]|sl)

ENDCOMBINE

Pelny tekst procedury znajduje si¢ w pliku DFIG V.MOD.

W kazdym kroku wynik tej procedury jest ustalany na drodze iteracyjnego rozwia-
zywania zadanego uktadu rownan. Calkowanie rownan rézniczkowych odbywa sig
z wykorzystaniem funkcji Laplace. Przyjgto, ze maksymalna liczba iteracji wynosi 5.
Wyjscie z tego bloku moze nastapi¢ po mniejszej liczbie iteracji, jesli uzyskana zosta-
nie zalozona zbieznos¢ procesu obliczeniowego.

Analizowany generator o mocy 2 MW i napigciu 690 V wspolpracuje z siecig roz-
dzielcza za posrednictwem transformatora. Wszystkie dane maszyny sa dostgpne
w oknie edycji danych bloku DFIG V. W stanie poczatkowym wirnik obraca sig¢
z predko$cia nadsynchroniczng z poslizgiem s =—10%, przy braku momentu napgdo-
wego od turbiny wiatrowej. W tym stanie generator oddaje do sieci moc: P;,j =45 kW
oraz O, =—-100 kVA (moc pojemnosciowa).

Parametry modelu uktadu mechanicznego maszyny zostaty obliczone za pomoca
programu WindSyn [42] — patrz poprzedni przyktad (p. C.5) przy danych wejscio-
wych z tabeli C.1.
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C.6.5. Warunki poczatkowe

W modelu DZGI wystepuje wiele zmiennych, ktore sa zwiazane za pomoca réwnan
roézniczkowych. Obliczanie tych zmiennych w wyniku catkowania rownan rézniczko-
wych wymaga znajomosci ich wartosci poczatkowych. Rozsadnie jest zatozy¢, ze stan
poczatkowy modelu odpowiada stanowi ustalonemu rozpatrywanej sieci wraz z gene-
ratorem przy znamionowej pulsacji @, = @, , znanym poslizgu s (a wigc takze pulsa-
cjach: poslizgu (@, ) 1 pola wirnika (@, ), a takze napigciu stojana Us. Dzigki takiemu
zatozeniu, warto$ci poczatkowe niektorych zmiennych sa bezposrednio znane (jak
wymienione powyzej pulsacje).
W stanie ustalonym maszyna znajduje si¢ w stanie zrOwnowazenia mocy (jesli
pomina¢ moc strat), wigc zaleznosci (C.25) prowadza do nastgpujacych zwiazkow:
By =B, =P —kpPb,
(C.26)
Ot =0ui =0, —kp, 0,

gdzie: k,, =1 — jesli obwod wirnika jest zasilany przez dwukierunkowy przeksztattnik
(co pozwala przekazywa¢ moc wirnika do sieci) oraz k, =0 — w przeciwnym razie.

Korzystajac z zaleznoséci zwiazanych z modelem wektorowym maszyny (p. 6.2.5),
moce czynne i bierne w (6.107) i ( 6.108) mozna wyrazi¢ za pomoca zmiennych mo-
delu, dla ktorych poszukiwane sg wartosci poczatkowe:

X252 — 2
p=d a0
2 R. Y

S

(C.27)

m-m- sx

3
=—X,i,i
0.=3

p - %(Rr (m2i2 +2 )+ my, 2R iyi + X, i i, )
(C.28)
QF%X i, (i, +m,i,)

m-m sm-sx
gdzie: X, =wL,, m, =L /L,.
W zaleznoSciach tych wystgpuja trzy niewiadome: iy, is oraz is,. Po wstawieniu

ich do (C.26) uzyskuje si¢ dwa rownania. Dodatkowe rownanie mozna utworzyc¢, wy-
znaczajac kwadrat napigcia stojana. W ten sposob otrzymuje sig:

2 2
Py =P kP =2 2o, R |2 -, R 2 1 (C.29)
2 R R

) A
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3
Qini = Qs - kPrQr = E Xm ((1 - kPrmsm )imisx - kPri:'t ) (C30)
U} =uj, +u,, = R)I} + X iy —2R X i i (C.31)
72 2 .2 _ . _ . .
gdzie: I =i_ + iy > Uy =—Ri,u,=X,i,—Ri,

W wyniku rozwiazania tego ukladu rownan otrzymuje si¢ trzy wspomniane nie-
wiadome. Sktadowe pradu wirnika mozna wigc obliczy¢ z nastepujacych zaleznosci:

i.=m_i_+Ii

rx sm-sx m

. . (C.32)
b, =mgi
Tak, jak sktadowe napigcia wirnika, rowniez sktadowe pradu w uktadzie d—g po-
krywaja si¢ z odpowiednimi skladowymi w osiach o—f. Mozna je zatem obliczy¢
zgodnie z (C.24). Mozna dzigki temu oszacowac amplitude i poczatkowa faze pradu
dostarczanego przed uruchomieniem symulacji do obwodu wirnika: i;x = i, Wielkosci
te sa obliczane w bloku INIT modutu MODELS i wyprowadzane do zbioru *./is za
pomoca funkcji write(), co utatwia nastawianie warunkow poczatkowych symulacji.

C.6.6. Wyniki symulacji

Parametry badanego generatora sa podane w tabeli C.1. Na ich podstawie, za pomoca
programu WindSyn [42], obliczone zostaly parametry elektryczne schematu zastep-
czego:

L,,=0,002354 H, R,=10,001717 Q, L;;=0,000055 H, R, =0,005563 Q,
L;,,=0,000055 H. Dane wejsciowe do symulacji sa nastgpujace: przebieg zmian mo-
mentu turbiny wiatrowej T; — jak na rys. C.56a, natomiast zadana moc elektryczna ge-
neratora zmienia si¢ zgodnie wykresem na rys. C.56¢: moc czynna P, — krzywa 1, moc
bierna Q, — krzywa 3.

Tabela C.1. Parametry analizowanego generatora

Moc znamionowa P, (kW) 2000 Liczba par biegunow 2
Napigcie znamionowe U, (V) 690 Poslizg poczatkowy —10%
Wspodtczynnik mocy cos ¢ 0,9 Moment inercji H, (kgm®) 58,0134
Sprawnosé 0,906 Znam. moment napedowy T;,, (Nm) 2485,94
Maks. moment napgdowy, j.w. 1,58 Wspolezynnik thumienia D, (Nm/(rad/s)) 2,53
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Rys. C.56. Wyniki symulacji: a) moment wiatraka, b) predko$¢ obrotowa wirnika, ¢) zmiana
mocy czynnej i biernej, d) przebiegi pradow wirnika

W trakcie symulacji predkos$¢ obrotowa generatora zmienia si¢ zgodnie z krzywa
na rys. C.56b (podana w jednostkach wzglednych). Wida¢, ze na poczatku predkose
obrotowa byta wigksza od warto$ci synchronicznej (warto$¢ 1,0). Moment napgdowy
w tym czasie jest rowny zero i przy niewielkim obciazeniu generatora w krotkim
przedziale czasu nie obserwuje si¢ zmian predkosci obrotowej catego zespotu (rys. C.
56b). W chwili =4 s nastepuje duzy wzrost momentu napgdowego oraz obciazenia
przez zwigkszenie mocy czynnej i biernej. Jednak, ze wzgledu na przewazajaca zada-
na moc obciazenia, obserwuje si¢ obnizke predkosci obrotowej, ktora nastgpnie
zwigksza si¢ od czasu ¢ = 10 s, kiedy zmniejsza si¢ moc obciazenia.

Zmianom tym towarzyszy zmiana napigcia i pradu wirnika w zakresie amplitudy
i czestotliwosci. Przebiegi pradow fazowych wirnika sa pokazane na rys. C.56d. Na
poczatku prad ten przybiera stosunkowo niewielka warto$¢, a jego czgstotliwos$¢ wy-
nika z poslizgu: s =-10 %, f,=5 Hz. Po zwigkszeniu obciazenia wida¢ gwaltowny
wzrost amplitudy tego pradu, a jego czgstotliwos¢ maleje zgodnie ze zmniejszaniem
si¢ predkosci obrotowej wirnika. Dla czasu ¢ = 9s poslizg zmienia kierunek, co odpo-
wiada przej$ciu predkosci obrotowej generatora przez warto$¢ predkosci synchronicz-
nej (rys. C.56b). W przebiegach pradu wirnika wida¢ charakterystyczna zmiang kie-
runku wirowania: generator przechodzi z obszaru predkosci nadsynchronicznej
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w obszar predkosci podsynchronicznej. Odwrotne przejécie nastgpuje dla czasu ok.
17 s. W calym obszarze pracy rozpatrywanej instalacji moc oddawana do sieci (w tym
przypadku moc stojana) jest utrzymywana na zadanych poziomach: przebiegi mocy
zadanych: P, O.riuzyskanych: P, O, niemal si¢ pokrywaja (rys. C56c¢).

C.6.7. Podsumowanie

Prezentowany przyktad odnosi si¢ do modelowania dwustronnie zasilanego generatora
indukcyjnego, ktory jest stosowany glownie w elektrowniach wiatrowych. Badany
model zostal utworzony z wykorzystaniem programu ATP-EMTP. Zrédlo pradowe
w obwodzie zasilania wirnika generatora jest dla uproszczenia reprezentowane za po-
mocg sterowanych z modulu MODELS tréjfazowych zrédel napigciowych (w rze-
czywisto$ci funkcje t¢ spetnia przeksztattnik energoelektroniczny). Zamieszczone wy-
niki symulacji wybranego generatora ilustruja wlasciwosci modelu. Mozna przy tym
sformutowa¢ nastepujace wnioski.

Dostepny obecnie w programie ATP-EMTP model DZGI w postaci maszyny uni-
wersalnej (UM—4) jest stosunkowo prosty, jednak doktadno$¢ odwzorowania stanu
przejsciowego maszyny jest ograniczona, co prowadzi do niestabilno$ci numerycznej
obliczen przy duzych wymuszeniach. Na jego korzy$¢ mozna zapisaé tatwos¢ wpro-
wadzania zmian momentu napgdowego turbiny.

Przedstawiony algorytm sterowania moca czynna i bierna generatora poprzez regu-
lacj¢ sktadowych napigcia w plaszczyznie x—y zapewnia skuteczng kontrol¢ podsta-
wowych dla wspotpracy z siecig parametrow sitowni wiatrowej. Metoda ta jest po-
wszechnie stosowana we wspolczesnych rozwiazaniach takich uktadow [13, 48].

C.7. Symulacyjna analiza zwar¢ lukowych w linii elektroenergetycznej

C.7.1. Wprowadzenie

Zwarcia w obwodach elektrycznych najczesciej zachodza w postaci przerywanych,
nieregularnych taczen, ktorym towarzyszy tuk elektryczny. Okreslenie to odnosi sig
do zjawiska przewodzenia zjonizowanego gazu (powietrza), ktére zazwyczaj mozna
takze obserwowaC w postaci efektu $wietlnego. Proces ten jest bardzo nieregularny,
a jego analiza jest trudna z powodu wystepowania wielu lokalnych, losowych czynni-
koéw (temperatura, ci$nienie powietrza, sktad powietrza, wilgotnosé, dtugosé tuku, pa-
rametry obwodu elektrycznego, ksztalt przewodow i inne), ktore maja wptyw na jego
przebieg.

W przypadku linii elektroenergetycznych, w ktorych ochrona zabezpieczeniowa
wspomagana jest przez automatyke jednofazowego samoczynnego powtornego zala-
czenia (jednofazowe SPZ) [129], rozroznia si¢ dwa rodzaje tukow zwarciowych: fuk
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pierwotny, ktory pojawia si¢ w miejscu jednofazowego zwarcia doziemnego oraz fuk
wtorny. Ten ostatni moze powsta¢ jako kontynuacja tuku pierwotnego, jesli po wyta-
czeniu zwartej fazy przez uktad SPZ powstang warunki do zasilania luku zwarciowe-
go przez napigcie indukowane w odlaczonym przewodzie fazowym, z faz zdrowych
linii. Sytuacj¢ t¢ ilustruje schemat zastepczy na rys. C.57. Do podtrzymania tuku
wtornego wystarczy stosunkowo niewielki prad zamykajacy si¢ w obwodzie: odtaczo-
na przez SPZ faza linii, jej ekwiwalentne elementy poprzeczne (glownie pojemnosci)
oraz przewodzacy kanat zjonizowany przez tuk pierwotny. Warunkiem utrzymywania
si¢ tuku wtdérnego jest wystapienie odpowiednio duzego pradu we wspomnianym ob-
wodzie, co moze zachodzi¢ w dugich liniach wysokiego napigcia.

zabezpieczenie S - zabezpieczenie R
SPZ SPZ
J/ Tpomiar pomiarT
I [\ AT I
! v > ¥ !
System | \ N ¥ A0 f | System
S TN Al "
1 A A Y < 1
f U U f

Rys. C.57. Schemat zastgpczy ilustrujacy zasadg powstawania wtornego tuku zwarciowego

Korzys$¢ ze stosowania automatyki SPZ w omawianym przypadku zwar¢ jednofa-
zowych wynika stad, ze najczesciej sa to zwarcia przemijajace (po kréotkim okresie
zwarcia ustgpuje przyczyna, ktdora go wywotata) i po krotkotrwalym wytaczeniu
uszkodzonej fazy mozna ja znéw zalaczy¢, przywracajac normalng prace linii (cykl:
wylacz (W) — zatacz (Z)). Gdyby jednak zwarcie bylo trwate, to zabezpieczenie defi-
nitywnie wylaczy uszkodzonag linig¢ (wszystkie jej fazy): cykl W—Z—W, co okresla sig¢
jako nieskuteczne SPZ. W liniach z dwustronnym zasilaniem dziatania zabezpieczen
na obu jej koncach sa w takim wypadku ze soba skoordynowane [129].

Jak wida¢ z przedstawionego opisu mechanizmu powstawania zwarciowego tuku
wtornego, jego pojawienie si¢ catkowicie niweczy nadziej¢ na skuteczne SPZ: po-
nowne zalaczenie wylaczonej fazy, przy obecno$ci tuku wtornego, nieuchronnie do-
prowadzi do wystapienia tuku pierwotnego, a wigc zwarcia. Informacj¢ t¢ mozna jed-
nak wykorzysta¢ do odpowiedniej adaptacji uktadow SPZ. W tym celu stosowanie
SPZ moze by¢ blokowane przy obecnosci tuku wtornego [47, 111]. Innym sposobem
jest zredukowanie pradu podtrzymujacego tuk wtdrny ponizej warto$ci jego utrzymy-
wania si¢ [34, 35]. Do analizy powyzszych scenariuszy bardzo pomocny jest ade-
kwatny model tuku. Dalej przedstawiono symulacyjng analiz¢ zwar¢ jednofazowych
w linii elektroenergetycznej z wykorzystaniem modeli obu wspomnianych tukéow
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zwarciowych: pierwotnego i wtornego. Zbior wszystkich elementéw modelu niezbed-
nych do symulacji jest zawarty w module przyktad C7.

C.7.2. Model matematyczny luku zwarciowego

Do pelnej analizy zjawisk zwiazanych z jednofazowym zwarciem w linii elektroener-
getycznej potrzebne sa dwa rézne modele zwarcia tukowego, ktore zwykto si¢ nazy-
wac tukiem pierwotnym (o duzym pradzie zwarcia) oraz tukiem wtéornym, w ktérym
prad tuku jest stosunkowo niewielki. Przedstawione w punkcie a i b modele tych tu-
kéw maja dtuga historig praktycznej weryfikacji, co mozna przesledzi¢ w bogatej lite-
raturze przedmiotu. W modelach tych wystepuje wiele parametrow o charakterze em-
pirycznym.

a) Model tuku pierwotnego

Dynamika tuku pierwotnego jest zazwyczaj reprezentowana za pomoca nastgpujacego
rownania [47, 67, 111]:

d2_G-¢g (C.33)

dt 7,

gdzie: g jest zastgpcza przewodnoscia tuku; 7, jest stala czasowq procesu palenia sig
luku; G jest przewodnoScia statycznag tuku, ktora jest okreslana nastepujaco:

i
= 34
S T (€39

przy czym: i — prad tuku (A); u, — charakterystyczne napigcie jednostkowe tuku
(V/em); R — charakterystyczna jednostkowa rezystancja tuku (Q/cm); / — dlugosé tuku
(cm).

Wspomniane parametry charakterystyczne tuku zaleza gltéwnie od pradu tuku i na-
pigcia znamionowego linii. W proponowanym modelu przyjeto:

u, =15 V/em,
R=10" Q/cm,
=400 cm.

Stata czasowa 7, jest szacowana wedlug zaleznoSci [111]:

_a[!’
P

(C.35)

T

gdzie: a=2,5 107 — staty parametr, /,= 15000 A — zakladana szczytowa warto$¢ pra-
du tuku.
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Roéwnanie (C.33) jest rozwiazywane numerycznie w kazdym kroku obliczeniowym
wedtug zaleznoSci:

g(k)=G(1-a)+g(k-Da, (C.36)
gdzie: a, = ¢ '™, T— krok modelowania; warto$¢ poczatkowa przewodno$ci:
0,271
0)=—"-—.
g 5,0u pl

Schemat modelu tuku pierwotnego jest pokazany na rys. C.58. Procedura oblicza-
nia przewodnos$ci tuku zgodnie z (C.36) odbywa si¢ w bloku FI_pri. Rezystancja R,
jest rowna odwrotnosci obliczonej przewodnosci g(k).

inicjalizacja

Fl pri | g !

Rys. C.58. Struktura modelu tuku pierwotnego

b) Model tuku wtoérnego

Roéznice w procesie palenia si¢ tuku wtornego w stosunku do tuku pierwotnego wyni-
kaja gtownie ze znacznie mniejszej energii dostarczanej, w tym wypadku do miejsca
zwarcia. Luk wtdérny moze powsta¢ dzigki duzej jonizacji powietrza w obszarze pale-
nia si¢ tuku pierwotnego. Po jego przerwaniu (w wyniku wylaczenia zwartej fazy)
przewodno$¢ tej strefy jest nadal duza, przez co stosunkowo niewielkie napigcie indu-
kowane w odizolowanym przewodzie wystarczy do podtrzymywania tuku wtérnego
w jego kolejnych potokresach. Poniewaz prad zwigzany z tukiem wtérnym jest nie-
zbyt duzy, wigc przewodnos¢ zjonizowanego obszaru z czasem maleje, az do ustania
warunkow jego odbudowy.

Schemat modelu tuku wtérnego (utworzonego w programie ATPDraw) jest poka-
zany na rys. C.59. Glowna procedura jest zapisana w kodzie jezyka MODELS w blo-
ku Fl _sec. Procedura ta funkcjonuje wedtug algorytmu przedstawionego na rys. C.60.
Nazwy zmiennych sa takie, jak w tresci programu MODELS. Model jest inicjowany
za pomoca zmiennej RUNTIM, ktora jest przekazywana z zewngtrznego bloku steruja-
cego. Rownoczesnie ze startem modelu zamykany jest wylacznik W2 za pomoca
zmiennej S FLTS. W bloku FL sec okreSlane sa warto$ci napig¢ zrodtowych
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voltmn = —voltpl oraz stan wylacznika W3. WielkoSciami wejSciowymi sa: napigcie
tuku ufs oraz prad ifs. Sterowane zrodta napigciowe wraz z diodami tworza dyskrymi-
nator napigcia tuku.

—9 voltpl
F1 sec voltmn
"~
l —
= = RUNTIM
J 3
I
ifs Model tuku
wtdrnego
swdrv ‘,Qi w3 =
T -
W2 .
S FLTS
Rs
do linii

Rys. C.59. Schemat modelu tuku wtérnego

Zgodnie z przebiegiem rzeczywistego procesu w tuku wtornym prad ifs zanika (fuk
gasnie) w kazdym potokresie, gdy znajdzie si¢ on w poblizu zera (ze wzgledu na okre-
sowy przebieg napigcia). Jest to identyfikowane za pomoca zmiennej ramrst (rys.
C.60).

Stan ten powoduje wytaczenie wyltacznika W3 (zmienna swdrv). Zanik pradu wy-
wotuje odbudowe napigcia ufs. Jesli napigcie to przewyzszy biezaca warto$¢ napigcia
przebicia (VARCW), to nastepuje ponowne zapalenie si¢ tuku (zataczenie W3 i odbu-
dowa pradu ptynacego przez tuk). Mozna to przesledzi¢, obserwujac przebiegi na rys.
C.61. Napigcie przebicia VARCW ma ksztalt pity, przy czym jej amplituda rosnie
z czasem, co odzwierciedla zmieniajace si¢ warunki ponownego zaptonu tuku. Luk
ostatecznie gasnie, gdy napigcie indukowane w izolowanym przewodzie fazowym jest
za male do przebicia stabo juz zjonizowanej przerwy. Prad tuku wowczas catkowicie
zanika, a napigcie przybiera sinusoidalny ksztalt o wartoSci wynikajacej ze schematu
zastepczego linii trojfazowej z odizolowana jedna faza (rys. C.57). Odpowiednie
wielko$ci pradu tuku uzyskuje si¢ przez wiasciwy dobor parametréw obwodu z rys.
C.59. Ogranicza go gléwnie warto$¢ rezystancji R,. W rozpatrywanym modelu
R;=200 Q.
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RUNTIM

swdrv
I

voltpl
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ramrst
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RUNTIM >0
A

Model pradu tuku

Model napigcia przebicia

A

Model zaleznosci logicznych

Okreslenie zmian napigcia

Rys. C.60. Algorytm funkcjonowania modelu tuku wtornego

i, A

900

=300

0,30

u, kV

czast,s

Rys. C.61. Przebiegi napi¢¢ (VARCW, ufs) oraz pradu (ifs) w modelu tuku wtoérnego
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C.7.3. Model ATP-EMTP

Schemat pelnego modelu sieci wraz z modelami obu zwaré¢ tukowych, przygotowany
za pomoca programu ATPDraw, jest pokazany na rys. C.62. Wszystkie pliki zwiazane
z modelem sa dostepne w kartotece \przyklad C7. Linia 400 kV o tacznej dtugosci
160 km (odcinki: 32 km, 64 km, 64 km) laczy system S z systemem R. Zwarcie do-
ziemne fazy A zachodzi w odlegtosci 32 km od stacji NODAZ2. Linia jest reprezento-
wana za pomoca modeli o parametrach roztozonych z transpozycja (model Clarke)
[30]. Na obu koncach linii rozdzielone sa poszczegolne fazy w celu wyodrebnienia
zwartej fazy. Zwarcie jest reprezentowane w postaci modelu tuku pierwotnego i wtér-
nego.

W tej czgsci modelu znajduja sig trzy bloki zrealizowane za pomoca modutow pro-
gramowych MODELS. Ich funkcje sa nastepujace:

1. Blok Fit prim wraz z przytaczonymi do niego elementami odwzorowuje tuk pier-
wotny. Zwarcie jest inicjowane przez zamknigcie tacznika W1 z bloku SPAR. Na-
stegpuje to w czasie £, = 0,02 s od poczatku symulacji. Parametrem wejsciowym
w tym bloku jest dtugo$¢ tuku: arc_[ = 400 cm. Pozostale parametry wystgpuja ja-
ko state (CONST) w tekscie procedury fIt prim.mod.

FI_sect
2 RUNTIM

Model luku

wtornego
j W3
W2 %
_SEC_AR )
Model luku ¥ R SPARi
pierwotnego c S :t . Slt\g?gjtajlcy
-3
= ] W1 37
>4

SYSTEM S SYSTEM R
NODA2 s NODB2
\ e e ol > )
[} Il
M

13 T

Rys. C.62. Schemat analizowanego modelu ATPDraw

2. Blok Flit sec steruje fragmentem sieci odwzorowujacej tuk wtorny. Jest on inicjo-
wany po otwarciu wytacznikow w zwartej fazie na obu koncach linii. Nastgpuje to
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poprzez zataczenie wytacznika W2 i podanie sygnalu RUNTIM z bloku SPAR. Sy-
gnat ten jest przekazywany pomig¢dzy dwoma blokami MODELS poprzez sztucz-
nie dodany fragment sieci ze zrédtem napigciowym, gdyz w dostepnej wersji pro-
gramu ATPDraw nie ma mozliwos$ci bezposredniej wymiany sygnatow pomigdzy
takimi blokami. Uzytkownik moze wprowadzi¢ nastgpujace parametry modelowa-
nego tuku wtornego: arc_[ = 400 cm — dtugos¢ tuku, xip = 35 A — szczytowa war-
to$¢ pradu zwarciowego przy zerowej rezystancji zwarcia, runtm0 = 0,1 s — czas
trwania tuku wtornego.

3. Blok SPAR steruje przebiegiem procesu zwarcia oraz inicjuje oba modele: tuku
pierwotnego i wtdrnego. Parametry wej$ciowe w tym bloku sa nastgpujace: thet v,
thet i — wspotczynniki transformacji, odpowiednio, toru napigciowego i pradowe-
go (ma to znaczenie wowczas, gdy w modelu wystepuja przektadniki — w rozwa-
zanym przypadku oba parametry sg rowne jednos$ci), N = 64 — liczba probek mie-
rzonego pradu i napigcia w okresie, FAINIT = 0,02 s — moment zalaczenia zwarcia,
CRIMAR = 100 A — graniczna warto$¢ pradu zwarciowego, ponizej ktorej zaktada
sig, ze zwarcie zostalo przerwane (fuk pierwotny), ISOTIM = 0,05 s — moment
wlaczenia modelu tuku wtornego (i zakonczenia zwarcia podstawowego).

C.74. Wyniki symulacji

Funkcjonowanie rozpatrywanego modelu mozna analizowa¢ na podstawie uzyskanych
przebiegdéw pradu i napigcia podczas symulowanych zwar¢ z odtworzeniem pierwot-
nego 1 wtornego tuku zwarciowego. Niektore z nich sa pokazane na rys. C.63.

Gorny rysunek (rys. C.63a) przedstawia przebieg pradu zwarciowego, ktory jest
w tym przypadku, pradem tuku pierwotnego. Zwarcie wystapito w momencie
t,= FAINIT = 0,02 s i trwa przez okres ok. 0,09 s. Zauwazmy, ze wprawdzie, intencja
przerwania zwarcia zostata okreslona przez zmienna ISOTIM = 0,05 s, to jednak trwa
ono nieco dtuzej, az do momentu, gdy prad zwarciowy spada ponizej zadanej warto$ci
granicznej CRIMAR = 100 A. Prad zwarciowy przybiera duza warto$¢ ze wzgledu na
mata impedancj¢ petli zwarciowej, a w szczegdlno$ci, malg rezystancje palacego si¢
tuku. W tym czasie napigcie w miejscu zwarcia spada do matych wartosci. Nalezy za-
uwazy¢, ze zmienna ISOTIM odzwierciedla czas dziatania zabezpieczenia.

Po ustapieniu zwarcia (wytaczniki na obu koncach zwartej fazy sa wylaczone) po-
jawia si¢ tuk wtorny, ktory charakteryzuje si¢ stosunkowo niewielkim pradem (rys.
C.63¢) 1 dosy¢ regularnym przebiegiem napigcia. Luk ten po pewnym czasie gasnie,
co objawia si¢ zanikiem pradu i wzrostem napigcia w miejscu zwarcia. Napigcie to
jest indukowane w odizolowanym juz przewodzie z dwoch zdrowych faz (rys. C.63b).
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Rys. C.63. Wyniki symulacji: a) prad zwarciowy; b) napigcie w miejscu zwarcia,
¢) prad tuku wtornego

C.7.5. Podsumowanie

Przedstawione modele zwar¢ tukowych pozwalaja analizowaé zjawiska dynamiczne
zwigzane z jednofazowym zwarciem w linii przesylowej, w ktorej, ze wzgledu na sto-
sowanie automatyki SPZ, wazne jest, czy po wyltaczeniu zwarcia przemijajacego
mozna ponownie zalaczy¢ uszkodzong fazg. W celu usprawnienia automatyki jedno-
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fazowego SPZ stosuje si¢ rozne techniki sprawdzania, czy w odlaczonej fazie nie
utrzymuje si¢ luk wtorny. Mowi si¢ wowczas o adaptacyjnym SPZ [47, 111].

Rozpatrywany model zawiera trzy oddzielne moduly przygotowane w programie
MODELS. Pokazano sposob ich taczenia z wzajemnym przekazywaniem sygnatow.
Nalezy przypomnie¢, ze w programie ATP-EMTP przyjgto, ze nazwy sa ograniczone
do szesciu znakow i dla poprawnej pracy catego modelu, nazwy poszczegélnych blo-
kéw programowych (modutdw) takze nie powinny by¢ dtuzsze. W tekscie procedury
Fl sec pokazano, jak mozna wyprowadza¢ wartosci poszczegdlnych zmiennych
z wngtrza procedury do zbioru wyjsciowego (*.pl4).

W przedstawionym modelu pominigto reprezentacje przektadnikéw pradowych
i napigciowych. Nalezy zauwazy¢, ze w rzeczywistym obiekcie uktady zabezpieczen
i automatyki elektroenergetycznej otrzymuja informacje o przebiegach pradow i na-
pie¢ poprzez te wlasnie przektadniki, a w przypadku uktadow cyfrowych na wejsciu
do przetwornikow A/C sa takze umieszczone analogowe filtry odcinajace. Sygnaty
pradu i napigcia obserwowane przez te uklady sa w rezultacie pozbawione szuméw
wysokoczestotliwosciowych, ktére mozna obserwowaé w zarejestrowanych powyzej
przebiegach.

C.8. Statyczna kompensacja mocy biernej

C.8.1. Wprowadzenie

Kompensacja mocy biernej moze spetia¢ rozne funkcje w sieci elektrycznej, co zale-
zy przede wszystkim od poziomu napigcia sieci, w ktorej jest stosowana:

e W sieciach zaktadowych i rozdzielczych gtéwnym powodem stosowania kompen-
sacji mocy biernej (poprawy wspotczynnika mocy) jest dazenie do ograniczenia
strat mocy czynnej w sieci, wywotanych przeptywem pradu biernego. Ilustruje to
rys. C.64. Moc AP wydzielana na rezystancji linii jest rowna (pominigto parametry
poprzeczne linii):

2 2 2 2 2
AP=1I"R :—I’Jf” R :%R P (;Q

R (C.37)

Wida¢ zatem, ze zmniejszenie mocy biernej Q przeptywajacej przez lini¢ prowadzi
do zmniejszenia strat AP. Jest to rownowazne zmniejszeniu kata ¢ (zwigkszeniu
cos(@)). Mozna to uzyska¢ przez kompensacj¢ mocy biernej jak najblizej odbiornika,
przez rownolegle dotaczenie indukcyjnosci lub pojemnosci, stosownie do znaku mocy
biernej pobieranej przez odbiornik. Jest to kompensacja statyczna (podobny efekt
mozna uzyska¢ przez dotaczenie maszyny wirujacej — najczesciej jest to generator
synchroniczny z odpowiednio dobranym pradem wzbudzenia).
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~
'|Q

Obc I

Rys. C.64. Schemat zastgpczy sieci: a) z obciazeniem oraz b) wykres wektorowy

e W sieciach przesytowych czgsto sprawa wazniejsza od redukcji strat w liniach jest
regulacja napigcia i zapewnienie przesylu maksymalnej mocy czynnej. Problem ten
ilustruje rys. C.65.

a) b)

1 linia 72 PHiQ U

* 1 >

R+jX 5]2 I U X
U U Obc ? > —»
=1 =2 IR
I
I A

Rys. C.65. Schemat zastgpczy sieci przesytowej: a) z obciazeniem
oraz b) wykres wektorowy pradow i napigé w sieci

Spadek napigcia na linii jest rowny:

RP+XQ XP-RQ XO .XP

AU=U,~U,=IR+jIX =
U2 U2 UZ U2

(C.38)

gdzie zaktada sig, Ze rezystancja linii jest znacznie mniejsza od jej reaktancji: R<<X.

Wida¢, ze chcac przesta¢ w tym uktadzie zadana moc P, przy zachowaniu dopusz-
czalnego spadku napigcia AU, nalezy odpowiednio zmniejszy¢ warto$¢ przesytanej
mocy biernej O lub/i reaktancje linii X. Problem ten jest bezposrednio zwiazany ze
stabilno$cia napigciowa, utrata ktorej czgsto prowadzi do awarii systemowej (ang.
black-out).

W obu wymienionych przypadkach pozadana jest adaptacyjna kompensacja mocy
biernej, w ktorej wartos$¢ i charakter mocy kompensujacej jest dobierana elastycznie,
stosownie do wystepujacego deficytu. W nowoczesnych rozwigzaniach jest to reali-
zowane przez zastosowanie sterowanych uktadéw energoelektronicznych. Urzadzenia
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tego typu obejmuje si¢ wspolna nazwa FACTS (akronim od ang.: Flexible Alternative
Current Transmission System). Uklady FACTS moga si¢ znacznie rozni¢ zarOwno co
do realizowanych funkcji, jak i technicznych rozwiazan. Nastgpny przykiad ilustruje
niektore wlasciwosci takich uktadéw i sposob sterowania tacznikami elektronicznymi.

C.8.2. Statyczny kompensator mocy biernej

Nazwa: Statyczny Kompensator Mocy Biernej (ang. Static VAr Compensator — SVC)
obejmuje grupe uktadow umieszczanych poprzecznie do linii (odbioru), w ktérych
elementy pojemnosciowe lub indukcyjne sa dynamicznie wlaczane za posrednictwem
elementéw elektronicznych. Ich nazwy i szczegély budowy zaleza od sposobu stero-
wania elektronicznymi kluczami oraz sposobem generacji mocy biernej pojemnoscio-
wej lub indukcyjnej. Pokazuje to nastgpujacy model przygotowany w programie
ATPDraw:

Model kompensatora przygotowany w edytorze ATPDraw jest pokazany na rys.
C.67. Schemat ideowy gltdéwnego obwodu jest pokazany na rys. C.66. Wszystkie pliki
modelu sa dostepne w kartotece przyktad CS8.

Rys. C.66. Schemat ideowy kompensatora mocy biernej

Zrédtem mocy biernej sa indukcyjnosci L, a przeptywajacy przez nie prad jest kon-
trolowany przez tyrystory. Gatgzie RcC pelnia funkcje ochrony przepigciowej. W pet-
nym modelu (rys. C.67) dodane sa takze podobne obwody do ochrony tyrystorow.
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Sposob generacji impulsow wyzwalajacych tyrystory w rozpatrywanym modelu
jest pokazany na rys. C.68. W chwili przejscia wybranego napigcia odniesienia (uy,)
przez zero (od wartosci ujemnej do dodatniej) generowany jest liniowo narastajacy
sygnal o takim nachyleniu, ze w koncu pdtokresu przyjmuje on wartos¢ 180, co od-
powiada zmianie kata napigcia w tym czasie, (°). W modelu ATP—EMTP uktad ten
jest realizowany z wykorzystaniem bloku TACS (dolna czg$¢ schematu na rys. C.67).

P,Q,V
3

- EISA QO

=
A
e\

FIRE 2 ]

FIRE 5 U]

FRE1 O
FIRE 4 ]
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FIRE 6 "

.;,
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HHH 54
s o He—e 54
> E; 54
» 54

Rys. C.67. Schemat modelu ATPDraw

Sygnat impulsowy FIRE 1 jest generowany w chwili zrdbwnania si¢ zadanej warto-
sci kata wyzwalania o z omawianym przebiegiem pitoksztaltnym (rys. C.68). Szero-
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ko$¢ tego impulsu w modelu jest stala. Sygnaly wyzwalajace pozostate tyrystory sa
generowane przez opoznienie kolejnych impulsow o 60°. Operacje te sa realizowane
w module TACS za pomoca elementdéw typu 54. Szczegdly sa pokazane na rys. C.67.

Regulacja wartos$ci mocy biernej, generowanej w tym ukladzie, jest realizowana za
pomoca kata a. Metoda ta jest znana jako modulacja szerokos$cia impulséw (ang. Pul-
se Width Modulation — PWM) [52, 93]. Na rysunku C.69 pokazane sa przebiegi pradu
w jednej gatezi trojkata w schemacie zastgpczym kompensatora (rys. C.66) dla dwoch
réznych warto$ci kata . Zwiazane z tym przebiegi catkowitej mocy biernej kompen-
satora sa pokazane na rys. C.69. Moc bierna jest tu okreslana na podstawie znanych
zaleznosci pomiedzy sktadowymi ortogonalnymi pradu i napigcia, ktore sa okreslane
za pomoca filtracji pelnookresowej Fouriera [105].

Rys. C.68. Generacja impulséw wyzwalajacych tyrystory

Na podstawie rys. C.69 mozna zauwazy¢, ze ze wzglgdu na przeciwsobne umiesz-
czenie tyrystoréw sterujacych, zakres zmian wartos$ci kata « ogranicza si¢ do prze-
dzialu: 0 < @< 90°. W rzeczywisto$ci zakres ten jest jeszcze nieco mniejszy, co za-
pewnia stabilng prace uktadu.

Przebiegi mocy biernej, odpowiadajace dwom katom sterowania tyrystoréw z rys.
C.69 sa pokazane na rys. C.70. Widoczne narastanie przebiegéw na poczatku pomiaru
jest zwigzane ze stanem przejSciowym algorytmu okreslania sktadowych ortogonal-
nych pradu i napigcia [105].
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Rys. C.70. Przebiegi mocy biernej kompensatora dla dwoch réznych wartosci kata o

Na podobnej zasadzie mozna tworzy¢ takze modele bardziej ztozonych ukladow

FACTS.
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