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Abstract
Background. Aprotinin is a nonspecific serine protease inhibitor, which can inhibit plasminogen-plasmin 
system and matrix metalloproteinases. Aprotinin has been investigated as an antitumor agent. However, its 
antineoplastic effects on breast cancer (BC) have not been investigated yet.

Objectives. The objective of this study was to assess the inhibitory effects of aprotinin on human BC cell 
lines. We assessed the effects of aprotinin on local invasion and survival of human BC cell lines MDA-MB-231, 
SK-BR-3 and MCF-7 in vitro.

Material and methods. CHEMICON cell invasion assay kit was used to assess local invasion, and (3-(4,5-di-
methylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) tetrazolium reduction (MTT) assay was used to deter-
mine the antiproliferative activity of aprotinin. Human dermal fibroblast (HDF-1) cell line was used as control 
normal cells.

Results. Cancer cell lines showed more invasion characteristics compared to HDF-1. Aprotinin significantly 
decreased the invasiveness of MDA-MB-231 in concentrations of 1 trypsin inhibitor unit (TIU)/mL, 1.3 TIU/mL  
and 1.7 TIU/mL in comparison with the untreated group (analysis of variance (ANOVA) p < 0.001). Treatment 
of SK-BR-3 with 1.3 TIU/mL aprotinin caused no significant reduction in invasiveness (p = 0.06). Treat-
ment with different concentrations of aprotinin significantly decreased the surviving fraction and inhibited 
the growth of all cell lines tested in this study (analysis of variance (ANOVA) p < 0.001). Compared to cancer 
cell lines, normal HDF-1 cell line showed less sensitivity to antiproliferative effects of aprotinin, both in low 
and high doses.

Conclusions. Aprotinin significantly inhibited the growth of human breast cancer cell lines MDA-MB-231, 
SK-BR-3 and MCF-7, and normal fibroblast cell line HDF-1. The growth inhibitory effect was more dominant 
in cancer cell lines. Inhibition of local invasion by aprotinin was significant only in the case of MDA-MB-231. 
Future molecular studies could shed more light on mechanisms underlying antineoplastic effects of aprotinin 
and its potential therapeutic effects.

Key words: breast cancer, in vitro, cell proliferation, aprotinin, neoplasm invasion
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Introduction

Tumor cells proceed along distinct steps to  detach 
from their primary location, metastasize to a distant site 
and form a metastatic lesion. Invasion through extracel-
lular matrix (ECM), intravasation into circulation, survival 
in circulation, and extravasation into the distant site are 
some important steps of this process.1,2 Metastasizing tu-
mor cells require lytic substances to degrade the matrix 
and membranes on their way toward the distant site.3

Proteolytic enzymes of the plasminogen-plasmin sys-
tem play a pivotal role in the local invasion and metasta-
sis of cancer cells.4 Plasminogen activator (PA) is a serine 
protease which is highly active in many types of primary 
tumor cells. The 2 main types of PA are the urokinase-
type (uPA) and the tissue-type (t-PA). These enzymes ac-
tivate plasminogen to plasmin, which is a strong proteo-
lytic enzyme capable of digesting proteins of extracellular 
connective tissue matrix. Expression of uPA, its receptor 
(uPAR) and its inhibitor (uPAI) are reported to be involved 
in tumor invasion, tumor cell proliferation, metastasis, 
and tissue remodeling.3,4 Plasmin can also indirectly con-
tribute to the spread of tumor cells by activating matrix 
metalloproteinases (MMPs).4 Matrix metalloproteinases 
are a group of endogenous metal ion-dependent proteolytic 
enzymes that can degrade most ECM components and reg-
ulate the activity of enzymes, chemokines and cellular 
receptors. These inherent properties enable MMPs to af-
fect both the invasion and proliferation of cancer cells.5

Many clinical studies have demonstrated that the ex-
pression of uPA and uPAR has notable prognostic effects 
in many types of cancers, such as colon,6 rectum,7 stom-
ach,8 and ovary9 cancers. There is overwhelming evidence 
supports of uPA-plasmin system contribution to the inva-
sion and metastasis of breast cancer (BC).10,11 Similarly, 
overexpression of MMPs have been associated with poor 
prognosis in many types of cancers, such as breast,12 co-
lon,13 stomach,14 and ovary cancers. Therefore, blockade 
of these proteolytic enzyme cascades could be a promising 
target for cancer therapy.15

Aprotinin is  a nonspecific serine protease inhibitor. 
Besides reversible inhibition of kallikrein, uPA and many 
other serine proteases, aprotinin has antifibrinolytic 
and  anti-inflammatory properties.16,17 Recent studies 
have shown that a high dose of aprotinin can suppress 
the release of proinflammatory cytokines17 and decrease 
the capacity of leukocytes to pass through vascular wall.18 
Historically, aprotinin has been used to reduce blood loss 
and the need for perioperative blood transfusion in many 
types of major surgeries. However, controversies have re-
cently been raised regarding this indication of aprotinin.16

Aprotinin has also been investigated as an antitumor 
agent. Its capability to inhibit important proteolytic en-
zymes in the process of cancer invasion and metastasis, 
such as uPA-plasmin system, suggests notable antitumor 
potential of aprotinin. However, in vitro and in vivo studies 

investigating the antitumor activities of aprotinin are lim-
ited in number and have reported different results, based 
on  the  type of  cancer model investigated.19–21 Despite 
the significant role of both uPA-plasmin system and MMPs 
in the progression and prognosis of BC, antitumor effects 
of aprotinin on this type of cancer have not been investi-
gated. In this in vitro study, we aimed to investigate the ef-
fects of aprotinin treatment on human BC cell lines.

Material and methods

Effects of aprotinin treatment on survival and invasion 
of human BC cell lines MDA-MB-231, MCF-7 and SK-BR-3, 
and normal human dermal (HDF-1) cell line as control, 
were investigated in this study.

MTT assay

The antiproliferative activity of aprotinin was assessed 
by (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium 
bromide) (MTT) assay (Sigma-Aldrich, Steinheim, Ger-
many) in accordance with the standard protocol.22 In brief, 
all cell lines were seeded into 96-well cell culture plate with 
different cell densities. The plates were treated with in-
creasing concentrations of aprotinin (0.4, 0.7, 1, 1.3, and 1.5 
trypsin inhibitor unit (TIU)/mL) in triplicate for 72 h. 
Then, aprotinin was removed and the plates were fed daily 
with a fresh medium for 3 days. After that, the culture 
medium was replaced by fresh media and 50 µL of MTT 
(5 mg/mL). After 4 h of incubation, 200 µL of dimethyl 
sulfoxide (DMSO) and 25 µL of glycine buffer was added 
to each well, and absorbance was immediately recorded 
at 570 nm using enzyme-linked immunosorbent assay 
(ELISA) reader (Stat Fax 3200; Awareness Technology, 
Palm City, USA).

Invasion assay

To determine the effect of aprotinin on the local inva-
sion of tumor cells, we performed the invasion assay using 
a 24-well trans-well chamber (CHEMICON Cell Invasion 
Assay Kit; Merck Millipore, Billerica, USA). In brief, after 
performing baseline invasion assays of untreated cell lines, 
MDA-MB-231 cell line was treated with 5 increasing con-
centrations of aprotinin, from 0.4 TIU/mL to 1.7 TIU/mL. 
After each treatment, a repeat invasion assay was per-
formed on the corresponding cell culture. Based on the re-
sults obtained from MDA-MB-231 cell line treatment, 
SK-BR-3 BC cell line was treated with 1.3 TIU/mL concen-
tration of aprotinin, followed by a repeat post-treatment 
invasion assay. The invasion capabilities of treated cells 
in duplicate wells were compared with duplicate control 
untreated wells. The HDF-1 normal fibroblast cell line 
was considered as a negative control in all procedures. 
We used invert microscopy for a qualitative assessment 
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of the invasion process and obtained photographic im-
ages of  invading cells at  the  bottom of  each invasion 
well. The optical absorbance of each test was measured 
by an ELISA reader at 570 nm wavelength.

Statistical analysis

We used mean post-treatment survival fractions given 
by MTT assay as a measure of survival, and mean optical 
densities after invasion assay as a measure of local invasion. 
Analysis of variance (ANOVA) test was used to compare 
the mean values among different cell lines. Paired t-test 
or repeated measure ANOVA were used to compare mean 
values of the same group across different concentrations 
of treatment when 2 or more than 2 concentrations were 
used, respectively. Linear regression analysis was used 
to  investigate the  correlation between aprotinin dose 
and response parameters. A p-value <0.05 was consid-
ered statistically significant. The statistical analyses were 
conducted using SPSS for Windows v. 22.0 software (IBM 
Corp., Armonk, USA) and GraphPad Prism v. 7 (GraphPad 
Software, La Jolla, USA).

Results

MTT assay

Treatment with different concentrations of aprotinin sig-
nificantly decreased the surviving fraction and inhibited 
the growth of both normal and BC cell lines (p < 0.001) 
tested in this study (Table 1). Higher doses of aprotinin 
treatment were associated with a correspondingly fur-
ther drop in the percentage of survival fraction (Fig. 1). 

The majority of growth inhibitory effects was achieved 
by the application of 1 TIU/mL of aprotinin. Compared 
to  tumor cell lines, normal fibroblast cell line HDF-1 
showed less sensitivity to growth inhibitory effects of apro-
tinin at 0.4 TIU/mL (p < 0.001), 0.7 TIU/mL (p = 0.003) 
and 1.5 TIU/mL (p = 0.02) concentrations of aprotinin. 
Compared to other BC cell lines, MCF-7 cell line showed 
higher sensitivity to growth inhibitory effects of aprotinin 
at a concentration of 0.4 TIU/mL (p < 0.001).

Invasion assay

As expected, cancer cell lines demonstrated signifi-
cantly higher degrees (p < 0.05) of  invasion compared 

Table 1. Assessment of cell growth by MTT assay for normal and human breast cancer (BC) cell lines treated with different concentrations of aprotinin

Aprotinin 
concentration 

[TIU]
Mean/SD

Survival fraction [%]
p-value

HDF-1 MDA-MB-231 MCF-7 SK-BR-3

0
mean 100 100 100 100

>0.99
SD 12.88 3.78 3.57 4.19

0.4
mean 82.56 60.60 17.32 60.58

<0.001
SD 7.56 1.47 7.18 4.02

0.7
mean 43.37 15.57 4.10 5.60

0.003
SD 12.25 12.75 3.39 6.28

1
mean 5.30 2.49 2.11 0

0.31
SD 2.00 3.33 3.92 3.35

1.3
mean 7.45 2.19 1.52 3.25

0.42
SD 6.45 3.77 2.71 4.22

1.5
mean 6.98 0.51 1.36 0

0.02
SD 2.20 2.92 2.31 1.12

p-value <0.001 <0.001 <0.001 <0.001 –

HDF-1 – human normal dermal fibroblast cell line; MDAMB-231, MCF-7 and SK-BR-3 – human breast cancer cell lines; TIU – trypsin inhibiting unit;  
SD – standard deviation.

Fig. 1. Growth inhibitory effects of aprotinin on normal fibroblast 
and breast cancer (BC) cell lines. The figure illustrates the survival fraction 
of study cell lines when treated by different doses of aprotinin. By increasing 
the dose of aprotinin, the survival fraction decreased in both normal 
human fibroblast cell line (HDF-1) and human BC cell lines (MDA-MB-231, 
MCF-7 and SK-BR-3). The HDF-1 cell line showed significantly less sensitivity 
to growth inhibitory effects of aprotinin, compared to cancer cell lines
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to  HDF-1 normal cell line as  a  nega-
tive control (Table 2). Compared to un-
treated MDA-MB-231 cells, treatment 
of these BC cells with 1 TIU/mL (p = 0.01), 
1.3  TIU/mL (p  =  0.01) or  1.7  TIU/mL 
(p = 0.005), concentrations of aprotinin 
significantly decreased the degree of in-
vasion (Table 2, Fig. 2,3).

Treatment of  SK-BR-3 cells with 
1.3 TIU/mL dose of aprotinin reduced 
the mean values of optical absorbance 
obtained for  invasion solution (Fig. 4); 
however, the reduction was not statisti-
cally significant (p = 0.06).

Discussion

In  this study, we  found that aprotinin could signifi-
cantly inhibit the local invasion of human BC cell line 
MDA-MB-231, an  aggressive type of  breast adenocar-
cinoma, in a concentration-dependent manner. In con-
trast, it showed a nonsignificant trend of inhibitory effect 
on local invasion of less aggressive type of BC cell line, 
SK-BR-3. In addition, aprotinin significantly decreased 
the survival fraction and inhibited the growth of normal 
human fibroblast cell line, HDF-1, and human BC cell lines 
MCF-7, MDA-MB-231 and SK-BR-3. However, normal fi-
broblast cells were less sensitive to growth-inhibitory ef-
fects of aprotinin compared to tumor cells.

A number of  in vitro and in vivo studies have inves-
tigated the  effects of  aprotinin treatment on  the  lo-
cal invasion of human cancer. In vitro studies reported 
that aprotinin could substantially reduce the local inva-
sion of prostate cancer through a different mechanism. 
In a study conducted by Gao et al., aprotinin decreased 
the invasion of DU145 human prostate cancer cell line 
through the inhibition of tissue kallikrein.20 Tissue kalli-
kreins are a subgroup of serine proteases that can promote 

cancer cell migration and invasion. Likewise, Bekes et al. 
demonstrated that the administration of aprotinin can 
have antitumor effects by  reducing the  local invasion 
and distant metastasis of PChi/diss, which is a highly 
metastatic type of PC-3 human prostate carcinoma cell 
line.19 They reported a different mechanism for this ob-
servation. In their experiments, aprotinin attenuated tu-
mor cell line invasion via inhibition of plasmin,19 which 
is an activator of pro-urokinase-type plasminogen activa-
tor (pro-uPA). Pro-uPA is a serine protease pro-enzyme 
that, after converting to its activated form, uPA, contrib-
utes to the degradation of extracellular matrix and possibly 
tumor cell migration and proliferation. Similarly, in this 
study, we observed that aprotinin decreased the local in-
vasion of MDA-MB-231 human BC cell line when used 
in concentrations of 1 TIU/mL or higher. To date, this 
is the first experiment that investigates the inhibitory ef-
fects of aprotinin on human BC invasion.

It is postulated that anti-invasion effects of aprotinin 
on MDA-MB-231 BC cell line could be mediated by the in-
hibition of  uPAR/uPA pathway. Previous studies have 

Table 2. Quantitative results of invasion by measuring optical absorbance of solutions prepared 
form invasion kit wells

Cell line
Optical density

p-value
experiment 1 experiment 2 mean SD

HDF
untreated 0.63 0.53 0.58 0.07 –

SK-BR3
untreated
treated (1.3 TIU)

1.82
1.52

1.86
1.66

1.84
1.59

0.03
0.09

0.06

MDA-MB 231
untreated
treated

0.4 TIU
0.7 TIU
1 TIU
1.3 TIU
1.7 TIU

1.91

1.87
1.78
1.48
1.52
1.46

1.96

1.93
1.88
1.62
1.64
1.54

1.93

1.90
1.83
1.55*
1.58*
1.50*

0.03

0.04
0.07
0.10
0.08
0.06

–

0.99
0.69
0.01
0.01

 0.005

HDF – human dermal fibroblast; SD – standard deviation; TIU – trypsin inhibiting unit; NS – not 
significant; * p-value <0.05 for post-hoc comparisons of corresponding group with untreated group.

Fig. 2. Inhibitory effects of aprotinin on local invasion of MDA-MB-231 cell line. These series of images taken using invert microscope illustrate effects 
of treatment with increasing doses of aprotinin on local invasion of MDA-MB-231 human breast cancer (BC) cell line. Compared to untreated cells (A), 
treatment with 1.0 (B) and 1.5 (C) TIU/mL of aprotinin resulted in significantly (p < 0.001) more profound inhibition of local invasion in a step-wise manner. 
The magnification scale is ×40



Adv Clin Exp Med. 2019;28(2):151–157 155

demonstrated that uPAR/uPA pathway is overexpressed 
endogenously in MDA-MB-231 cell line.23 Breast cancer 
cells that express higher amounts of uPA have a greater 
proteolytic capacity at the cell surface–ECM interface, 
which gives them higher invasion potentials. Aprotinin can 
both reduce cell-surface binding to plasminogen and pre-
vent the conversion of pro-uPA to the active uPA form.24 
Therefore, it could be expected that aprotinin can attenu-
ate invasive potentials of MDA-MB-231 cell line.

On the other hand, studies have demonstrated no inhibi-
tory effects of aprotinin on melanoma25 and thyroid can-
cers.26 Prange et al. found that aprotinin had no anti-invasive 
effect on Melanom-5 and Melanom-57/12 cell lines.25 Like-
wise, aprotinin, even in high doses, had no effect on EGF-
stimulated invasion of thyroid cancer.26 The authors proved 
that serine proteases, such as plasmin, had less prominent 
effects in cancer models used in their study.

We observed the antiproliferative effects of aprotinin 
on  both normal and  tumor cell lines. Normal human 
fibroblast cell line HDF-1 demonstrated less sensitivity 
to growth-inhibitory effects of both lower and higher doses 
of aprotinin, compared to tumor cell lines. Among 3 hu-
man BC cell lines investigated, MCF-7 showed slightly 
higher sensitivity to antiproliferative effects of low-dose 
aprotinin. Similar antiproliferative effects of aprotinin 
were seen on 3-methyl cholanthrene-induced squamous 
cell carcinoma in a murine model; mice treated with apro-
tinin had significantly smaller tumors and longer survival 
compared with control.27 Furthermore, aprotinin treat-
ment could inhibit tumor growth in Lewis lung carcinoma, 
Hepatoma-22 cell28 and Walker-0256 carcinosarcoma29 
model systems in mice. Therefore, the majority of current 
literature indicates antiproliferative effects of aprotinin 
on both normal and tumor cell lines, with varying degrees.

To date, few studies have reported the inhibitory effects 
of aprotinin on both the survival and local invasion of can-
cer. As seen in our study, Latner et al. showed that aprotinin 
treatment reduced both tumor growth and invasion when 
administered to hamsters bearing a highly invasive fibrosar-
coma, or to mice bearing a similar malignant mammary car-
cinoma. Aprotinin also increased tumor necrosis.30 The au-
thors attributed this effect to the enhancement of the host’s 
immunological system by  aprotinin against the  tumor 
cells.30 In addition to this mechanism, the antiproliferative 
role of aprotinin could be mediated by its downstream in-
hibitory effects on MMPs, in a similar way to mechanism 
underlying its anti-invasive role. Matrix metalloproteinases 
generally increase cell proliferation by modulating cell sur-
face receptors as well as extracellular cytokines and apop-
totic ligands.5 Therefore, the inhibition of MMPs by apro-
tinin could expectedly alter cellular proliferation. Finally, 
the inhibitory effect of aprotinin on the local invasion could 
occur, at least in part, due to its inhibitory effects on survival. 
However, distinct independent mechanisms should coexist 
for anti-invasive effects. It is inferred from our observation 
that despite similar inhibitory effects of aprotinin on the sur-

vival of MDA-MB-231 and SK-
BR-3 cell lines, the  inhibition 
of the local invasion was more 
dominant in MDA-MB-231.

Further studies utilizing in-
depth and comprehensive mo-
lecular and genetic assessments 
are needed to provide mecha-
nistic insights on how aprotinin 
inhibits the survival and inva-
sion of BC cells. These assess-
ments could include the expres-
sion of MMPs and uPA/uPAR 
system, and  overexpression/
silencing of  other potential 
molecules. Furthermore, ex-
amining the type of cell death 

Fig. 3. Linear regression analysis of aprotinin dosage vs inhibition of local 
invasion in MDA-MB-231 cell line. Each circular dot in this scatterplot 
corresponds to fraction of base-line (in untreated cells) local invasion 
detected in MDA-MB-231 cell lines treated with increasing dose 
of aprotinin. The trend-line and linear regression equation generated 
imply significant (slope = –15.1, p = 0.007) and robust (R2 = 0.87) inverse 
association between dose of aprotinin used and fraction of baseline local 
invasion observed. Each 1 TIU/mL increments in dose of aprotinin resulted 
in almost 15% inhibition of local invasion

Fig. 4. Effects of aprotinin treatment on local invasion of SK-BR-3 cell line. This panel of images taken using 
invert microscope illustrates effects of aprotinin treatment on local invasion of SK-BR-3 human breast cancer 
(BC) cell line. Compared to untreated cells (A), treatment of SK-BR-3 cells with 1.3 (B) TIU/mL of aprotinin 
resulted in insignificant (p = 0.06) inhibition of local invasion. The magnification scale is ×60
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(e.g., necrosis, apoptosis, autophagy, or necroptosis) induced 
by aprotinin in cancer cell lines studied in this study could 
shed further light on the mechanism of inhibitory effects 
of aprotinin.

In contrast to local antiproliferative and anti-invasive 
effects, aprotinin treatment could increase the survival 
of metastatic cancer cells in some in vivo studies. This 
was attributed to its antifibrinolytic effects.31,32 The spread 
of metastatic cells through the vasculature of secondary 
tissue is enhanced by the association of these cells with 
microthrombi. Aprotinin and other antifibrinolytic agents 
could enhance the association between metastatic cancer 
cells and microthrombi, resulting in increased survival 
of these cells. Therefore, it could be inferred that aprotinin 
would be more beneficial in the early stages of cancer, be-
fore metastasis occurs. Furthermore, it seems mandatory 
to individually investigate the summary effects of apro-
tinin on each specific type of cancer by weighing local 
antiproliferative and anti-invasion effects against the po-
tential harmful effects attributable to improving the sur-
vival of metastatic cells.

Beneficial effects of aprotinin in cancer patients have 
also been reported in clinical studies. Aprotinin admin-
istration could increase the post-pneumectomy survival 
of patients with mesothelioma, whether due to its anti-
inflammatory, antiserine protease, or anti-angiogenesis 
effects.33 This beneficial role of aprotinin in survival was 
independent from its positive effects attributable to re-
ducing bleeding. Such clinical evidence further supports 
potential indications of aprotinin as an antitumor drug. 
Similar to other recently introduced agents with poten-
tial antitumor effects,34,35 aprotinin could be considered 
as an adjunct therapy to complement current chemothera-
peutic regimens. In addition to enhancing the efficacy, this 
combination could decrease the dose of chemotherapeutic 
drugs needed and limit exposure to their numerous unfa-
vorable toxic effects.36

Clinical studies have reported some adverse effects 
of  systemic administration of  aprotinin. High doses 
of aprotinin resulted in allergic and anaphylactic reactions, 
as well as immunoglobulin G (IgG) formation in 50% of pa-
tients receiving aprotinin in the context of cardiac opera-
tions.37,38 In addition, systemic administration of aprotinin 
could increase the risk of renal failure, myocardial infarc-
tion, stroke, and encephalopathy.39 Therefore, if confirmed 
by future experimental and clinical studies as promising 
anticancer drug, it would be safer to consider aprotinin 
as a  local agent. For example, tissue-engineering tech-
niques could be exploited to develop scaffolds that locally 
release aprotinin in a specific timely manner. Surgeons 
could use these scaffolds to invest the resection site of pri-
mary tumor bulk (e.g., after mastectomy) in order to locally 
inhibit the proliferation and invasion of remaining tumoral 
cells in the resection margin. An almost similar method 
of anticancer drug delivery is currently used in the treat-
ment of glioblastoma multiform.40

The MTT assay used in this study is a simple, rapid 
and reproducible method to investigate cytotoxicity of an-
ticancer agents.41,42 Its results have high correlation with 
more labour-intensive and time-consuming method, clo-
nogenic assay.43 Longer recovery phase used in this study 
could diminish the limitation of MTT assay in differen-
tiating the reduction in cellular metabolic activity from 
the reduction in number of cells.

We investigated 3 human BC cell lines in this study. Se-
lection of these cell lines was carried out in order to in-
clude different subtypes of human BC cell lines with respect 
to the expression of estrogen receptor (ER), progesterone 
receptor (PR) and HER2. MCF7 is positive for ER and PR 
and negative for HER2. SK-BR3 is negative for ER and PR 
and positive for HER2. MDA-MB-231 is negative for all 3. 
Future studies could consider other BC cell lines to in-
vestigate whether current findings could be generalized 
to other types of BC cell lines. Furthermore, we used HDF-1 
as a control group in this study. It is a non-transformed, 
non-malignant normal human fibroblast cell line with high 
sensitivity to cytotoxic agents. Although findings on this 
cell line could be extrapolated to other normal cell lines, us-
ing purely normal human breast cell line as a control could 
have provided more robust evidence in this topic. Finally, 
in vitro behavior of aprotinin may not be a precise predictor 
of its behavior in in vivo or in situ settings. Animal model 
and clinical studies, if indicated after further confirmatory 
in vitro studies, could provide more robust evidence.

In conclusion, our study showed that aprotinin signifi-
cantly inhibited the growth of normal fibroblast and BC 
cell lines. Compared to normal cell line, tumor cell lines 
showed higher sensitivity to  antiproliferative effects 
of both low- and high-dose aprotinin. Furthermore, apro-
tinin administration at doses equal to or above 1 TIU/mL, 
significantly inhibited the local invasion of MDA-MB-231 
BC cell line. Our findings encourage further confirmatory 
in vitro studies to be conducted with a more comprehen-
sive mechanistic approach. They can determine if inves-
tigations of aprotinin as anticancer drug could advance 
to in vivo or clinical studies.
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Abstract
Background. Adoptive cell therapy (ACT) based on chimeric antigen receptors (CARs) expressed on the sur-
face of T cells shows a remarkable clinical outcome, particularly for B-cell malignancies. However, toxicity 
and side effects of CD19-redirected CAR T cells have been observed concurrently in most cases due to cytokine 
release and tumor cell lysis. Therefore, strictly controlling the amount of valid T cells re-transfused to patients 
seems to be an important step in reducing toxicity and side effects of CAR T cells. Transfection efficiency via 
lentiviral particles varies widely in different cases.

Objectives. The aim of this study was to accurately calculate and control the number of valid CAR T cells 
through ACT because the restriction antibiotics gene or the fluorescence gene are not suitable for tracking 
or screening for valid transfected T cells.

Material and methods. We expressed and purified a GFP-CD19 fusion protein as a probe to measure 
the expression efficiency of CD19-redirected CAR on the cell surface in adherent and suspension cell lines.

Results. We can precisely calculate the transfected efficiency of lentiviral particles by counting the number 
of GFP-labeled cells under a microscope, as well as calculate the percentage by comparing the number 
of GFP-labeled cells to total cells.

Conclusions. We propose a method to control the number of valid cells in ACT and to reduce toxicity 
and side effects in clinical use – a convenient technique for monitoring the dosage of CAR T cells for patients.

Key words: immunotherapy, CAR-T, CD19, examination, B-cell malignancy
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Introduction

Chimeric antigen receptors (CARs) were engineered 
by Gross et al.,1 who first generated and expressed the chi-
meric T-cell receptor (TCR), which is composed of the TCR 
constant domains and variable domains of the antibody, 
and these chimeric genes are non-MHC-restricted. A spe-
cific single chain fragment variable (scFv) from anti-tumor-
associated antigen (TAA) antibody was fused to T-cell ac-
tivation-related domains and was expressed on membrane 
of the cells.2 As a result, the T cells display tumor-targeted 
cytotoxic activity and the ability to proliferate sustain-
ably. Subsequently, a CD19-redirected CAR T cell targeted 
against B-cell malignancies was developed and clinically 
tested, and it demonstrated remarkable effectiveness both 
in children and adult patients.3,4 Chimeric antigen receptor 
T-cell therapy provides a novel treatment choice for blood 
cancer patients, particularly for relapsed and refractory 
leukemia. 

CD19 is a specifically expressed antigen in the B lym-
phocyte lineage, maintaining an upregulated expression 
during the early B-lineage cells to the mature B cell dif-
ferentiation until final downregulation during terminal 
differentiation cells, and that CD19 has become a chimeric 
immunotarget for malignant B cells, including acute lym-
phoblastic leukemia (ALL) and non-Hodgkin’s lymphomas 
(NHL).5 In addition, another publication revealed an es-
sential role for CD19 in promoting early B-cell activation 
events in response to membrane-bound ligand stimula-
tion.6 Therefore, CD19 chimeric antigen receptor therapy 
in oncology has progressed remarkably in recent years, 
especially for refractory/relapsed hematological malignan-
cies.3,4,7–9 Furthermore, a recently modified CAR based 
on cancer-associated Tn-Glycoform has revealed the ef-
fect of CAR T cells on solid cancer.10 In clinical studies, 
T cells were collected from a patient with leukapheresis 
and then isolated and activated with antibodies11 which 
induced T cell activation and proliferation, thereby making 
the cells more likely to be responsible for viral transduc-
tion. These transduced cells can be expanded to the re-
quired quantity. Quality control and assurance assays are 
necessary before the prepared T cells can be re-transfused 
to patients.12

However, there are many challenges and considerations. 
For instance, if the dose of infused CAR T cells is insuffi-
cient, the expected result may not be achieved; on the other 
hand, an over-infused dose may cause toxicities medi-
ated by CAR T cells, such as cytokine release syndrome 
(CRS).13 An effective method for examining and quantify-
ing the transduced cells could help to accurately control 
the amount of infused CAR T cells administered to the pa-
tient, and could therefore lead to a more effective treat-
ment. Flow cytometry (FCM) is a good choice, but a new 
set of detection apparatus must be used for each individ-
ual patient to protect against cross-infection. The cost 
of the FCM detection method can be prohibitive.

Green/red fluorescent protein (GFP) has been a use-
ful tool for intracellular study since it was discovered14 
and it is used as a marker for gene expression.15 These non-
invasive and visualization proteins can serve as a marker 
for quantifying the number of  interest infected T cells 
when administered clinically16 or can be used to deter-
mine the ratio of infected cells to total cells. In addition, 
an antibiotic-resistance gene used in a recombinant vector 
is another method of screening for infected cells or valid 
cells with removing the uninfected cells. However, both 
approaches have employed exotic genes/proteins which 
are immunogenic molecules and pose a potential hazard 
to patients in clinical use. In this study, we fused GFP 
to CD19 as a fusion protein, expressed it in Escherichia coli 
and purified it as a probe, so as to examine the infection 
efficiency of the CD19-directed chimeric antigen receptor 
on the surface of T cells based antigen–antibody interac-
tions. Positive cells are marked with the GFP-CD19 fusion 
protein, due to the CD19-directed CAR being expressed 
on the surface of the infected cells. Valid CAR T cells can 
be calculated by counting the number of positive cells. 
Using this method, the number of valid cells can be ac-
curately calculated before being re-transfused to patients. 

Material and methods

Cloning of target genes

The CD19 gene and the GFP gene were amplified with poly-
merase chain reaction (PCR) from cDNA (GeneChem, 
Shanghai, China) and pET-28b-EGFP plasmid (Dingguo 
Changsheng, Beijing, China), respectively. The specific DNA 
primers for CD19 with restriction sites BamHI (upstream) 
and HindIII (TaKaRa, Osaka, Japan) (downstream) were 
5’- AGGATCCGAGGAACCTCTAGTGGTGAAGG-3’ 
(up) and  5’- CAAGCTTTCACCTGGTGCTCCAGGT-
GCCC-3’ (down). The specific DNA primers for GFP were 
5’- GCATATGGTGAGCAAGGGCGAGGAG-3’ (up) and 5’- 
AGGATCCCTTGTACAGCTCGTCCATGCC-3’ (down) 
with restriction sites NdeI and BamHI (TaKaRa) upstream 
and downstream, respectively. The PCR products were ana-
lyzed in 1.0% agarose gel and purified.

Plasmid construction

The target DNA was isolated through electrophoresis 
in 1.0% agarose gel. In brief, the gels with DNA fragments 
were excised and purified with a Gel Extraction Kit (Life-
feng, Shanghai, China). These fragments were inserted 
into pGEM T-Easy plasmid (Promega, Madison, USA) us-
ing T/A cloning. The ligation products were transformed 
into Top10 competent E. coli cells. Following a heat shock, 
the transformed cells were recovered in super optimal 
broth with catabolite repression (super optimal catabolite 
repression (SOC) medium, 2% tryptone, 0.5% yeast extract, 



Adv Clin Exp Med. 2019;28(2):159–164 161

0.05% sodium chloride (NaCl), 2.5mM potassium chloride 
(KCl), 10mM magnesium chloride (MgCl2), and 20mM 
glucose) at 37°C for 45 min. Recombinant colonies were 
cultured in agar plates (1% tryptone, 0.5% yeast extract, 
1% NaCl, and 1.5% agar). Notably, the  ligation product 
should be incubated at 70°C for 5 min to inactivate the li-
gase before the transformation. The recombinant plasmids 
were extracted from the bacteria and identified using en-
donuclease analysis. The CD19-T vector recombinant plas-
mid was identified by BamHI and HindIII, and the GFP-T 
vector by NdeI and BamHI. The inserted sequences were 
verified through DNA sequencing (Sangon Biotech, Shang-
hai, China).

Subsequently, the verified CD19-T vector recombinant 
plasmid and pCold TF plasmid which contained CspA pro-
moter (a cold promoter, used to induce expression at low 
temperatures) and an ampicillin-resistance gene were di-
gested by BamHI and HindIII, respectively. Electrophoresis 
with 1.0% agarose gel was performed. The target CD19 gene 
fragment and the linearized pCold TF plasmid in the gels 
were purified and ligated with T4 DNA ligase. The ligation 
products were transformed into Top10 competent E. coli 
cells, which were then cultured in agar plates and SOC 
medium with ampicillin. The reconstructed CD19-pCold 
TF plasmid was extracted from the bacteria and identified 
by BamHI and HindIII. Finally, the GFP-T vector recom-
binant plasmid and this CD19-pCold TF plasmid were 
digested by NdeI and BamHI, respectively. The GFP gene 
fragment and CD19-pCold TF plasmid vector were puri-
fied and the GFP-CD19-pCold TF recombinant plasmid 
was constructed through ligation and identified with NdeI 
and HindIII.

Construction of CD19-CAR lentiviral vector 
and packaging of lentivirus

The CD19-CAR lentiviral expression plasmid was con-
structed and  the  insert included the  Kozak sequence, 
the  IL-2 signaling peptide, scFv antibody, Fc hinge, 
CD28 transmembrane domain, 4-1 BB signaling domain, 
and CD3 zeta. The scFv antibody fragment is a gift from our 
colleague Dr. Jianghai Liu (Sichuan University, Chengdu, 
China), and the rest of the insert was a gift from Dr. Guo’s 
lab (University of  Saskatchewan, Saskatoon, Canada). 
The whole insert was inserted into lentiviral expression 
vector pCDH-EF1 (no fluorescence). The recombinant vec-
tor was identified with XbaI and SalI and verified through 
sequencing. The lentiviral particles were purchased from 
Shanghai GenePharma Co. Ltd (Shanghai, China). The fi-
nal virus titer was 1 × 108 TU/mL.

Protein GFP-CD19 expression

The GFP-CD19-pCold TF recombinant plasmid was 
transformed into BL21(DE3) competent E. coli bacteria 
for expression.17 After overnight incubation in agar plates, 

single colonies were picked from the plates and placed into 
lysogeny (LB) broth with ampicillin to grow overnight 
at 37°C in a shaker.

This cultured medium was transferred into fresh LB 
(1:200) with ampicillin in a flask to culture for about 2 h 
until its OD 600 value was 0.5. The culture was cooled 
at room temperature. When the temperature of the broth 
dropped to 15°C, isopropyl-β-d-thiogalactopyranoside 
(IPTG; Solarbio, Beijing, China) was added into the cul-
ture. The final concentration of IPTG in the culture was 
0.5mM and the bacteria were cultured at 15°C for addition-
al 4 h. Cells were harvested using centrifugation at 4000 g 
at room temperature for 10 min and they appeared to be 
green under visible light. The harvested cells were stored 
at −80°C or used immediately.

Protein purification

The cell pellet harvested from 100 mL of the culture de-
scribed above was re-suspended in 25 mL of phosphate-
buffered saline (PBS; 137mM NaCl, 2.7mM KCl, 10mM 
disodium phosphate (Na2HPO4) and 2mM monopotassium 
phosphate (KH2PO4 at a pH of 7.0) with 1mM of phenyl-
methylsulfonyl fluoride (PMSF) and  0.5% Triton X-100 
(0.5%) on ice. The sample was frozen at −80°C for 30 min 
and were taken out. After thawing out, it was sonicated 
at 85 W for 6 s, followed by 7 s on ice in order to shear 
the DNA for lower viscosity. Sonication and icing were re-
peated 5–7 times in all samples until the solution was clear. 
The cell debris was centrifuged at 12,000 g for 10 min at 4°C. 
The supernatant was then transferred to a new tube. Then, 
sodium dodecyl sulfate–polyacrylamide gel electrophoresis 
(SDS-PAGE) for the supernatant was performed to figure out 
the solubility of the protein. The rest of the supernatant was 
stored at −20°C or on ice for the following step.

Ni-NTA-agarose purification was prepared and 4 mL 
of Ni-NTA resin (beads) was pipetted into a 10 mL puri-
fication column. The resin was washed using 5 column 
volume (CV) of deionized water and then 5 CV of PBS 
(pH 7.0) for equilibrium. Twenty-five milliliters of the su-
pernatant was slowly added into the column for binding. 
The protein in the column was washed with 5 CV of PBS 
(pH 7.0) and 3 CV of wash buffer (PBS pH 7.0 buffer con-
taining 20mM imidazole) successively, and eluted with PBS 
(pH 7.0) with 250mM of imidazole into a new tube. The res-
in was again washed with PBS (pH 7.0) with 800mM of im-
idazole (3 CV). Finally, the column was washed with PBS 
(pH 7.0) 5–8 times, with sterile deionized water 3–5 times 
and washed again with 20 mL of 20% ethanol; then it was 
filled with 20% alcohol and stored at 4°C. The eluted pro-
tein was confirmed using SDS-PAGE analysis. The 250mM 
of imidazole was centrifuged at 4500 g for 50 min at 4°C 
in an ultrafiltration centrifuge tube (Merck Millipore, Bill-
erica, USA), in order to remove small molecular substances 
and to concentrate the purified protein. This step was 
repeated and the protein was concentrated to 2.0 μg/mL.
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Infection of 3 cell lines

The lentiviral vector was packaged for CD19-CAR ex-
pression and the titer was 1 × 108 TU/mL (GenePharma). 
First, the HEK 293 cells (5 × 104/mL) were seeded in 6 
of the wells (500 μL each) of a 24-well plate. After the seed-
ed cells were cultured for 12 h, the media were replaced 
with infection mix. Three of the wells had 490 μL of com-
plete medium, 10 μL of lentivirus and 0.5 μL of polybrene 
added, with a working concentration of 5 μg/mL for each 
one. The other 3 control wells had only 500 μL of com-
plete medium added. Daudi cells and Jurkat cells were 
infected through the same process as the HEK 293 cells, 
but the method of treating the cells was different. The cells 
were cultured at 37°C in 5% CO2 for 72 h. Then, 5 μL 
of the GFP-CD19 fusion protein was added to each cul-
ture (0.2–2.0 μg/mL). Subsequently, the cells were cultured 
under the same conditions for another 6 h, the media were 
replaced by PBS and the cells were observed with fluo-
rescence microscope and quantified using cell counting 
in each chamber.

Results

Plasmid construction

The CD19 gene (coding sequence; 1671bp) and the GFP 
gene (717bp) were acquired through PCR from commercial 
cDNA and pET28b-GFP plasmid, respectively, and were 
identified with 1% agarose gel electrophoresis, as shown 
in Fig. 1. Then, the target genes were ligated into T vec-
tor. The CD19 gene was identified by BamHI and HindIII. 
A 1671bp fragment can be seen in Fig. 2A. Similarly, the GFP 
gene was identified by NdeI and BamHI. A 717bp gene frag-
ment shows correctly in Fig. 2B. Furthermore, the sequenc-
ing results of the constructed T vector plasmids were also 
correct. The CD19 gene was cut and then ligated to pCold TF 
vector. The recombinant plasmid was identified by BamHI  

and HindIII. A 1671bp gene fragment and a 5769bp gene 
fragment can be seen in Fig. 3A. The GFP gene was li-
gated to this recombinant plasmid and identified by NdeI 
and BamHI. The 2388bp gene fragment of the CD19-GFP 
gene and a 5769bp gene fragment of linearized pCold TF 
plasmid visible in Fig. 3B indicate that the recombinant 
plasmid was constructed successfully.

Expression and purification  
of the CD19-GFP fusion protein

The CD19-GFP fusion protein induced by IPTG was 
expressed in BL21 E. coli bacteria and collected. It was 
purified using Ni-NTA-agarose purification and concen-
trated using protein concentrators. The expression and pu-
rification results were confirmed using SDS-PAGE (Fig. 4).

Quantitative analysis of infected efficiency

The CD19-CAR was transduced by lentiviral vector into 
HEK 293 cells. There was no green or red fluorescence par-
ticles visible in the cells which were infected by the lentivi-
rus. Expression of GFP can be detected under a microscope 
due to the specificity of CAR T cells. The images captured 

Fig. 1. Polymerase chain reaction (PCR) results of CD19.  
The 2 lanes are the CD19 encoding region (A); the GFP gene (B) 
is amplified as shown in both lanes

Fig. 2. Identification of the CD19-T vector plasmid (A) through digestion with 
EcoRI in the right lane. The GFP-T vector plasmid (B) was identified with EcoRI 
and the right lane is a positive clone. Both vectors were verified with sequencing

Fig. 3. Identification of the recombinant plasmids CD19-pCold TF (A) 
and CD19-GFP-pCold TF (B). Correct bands were cut out from both 
recombinant vectors, indicating that the vectors are correct
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under a fluorescent microscope and shown in Fig. 5 prove 
that the fusion proteins were targeted to HEK 293 cells, 
Daudi cells and Jurkat cells. Moreover, the expression rate 
of CAR in transduced Daudi cells was 42% while it was 
76% in the Jurkat cells.

Discussion

CD19 mainly expresses on B-lineage cells, which makes 
it a specific antigen for immunotherapy.18 CD19-directed 
CAR T cells against B-cell malignancies provides a novel 
and effective treatment for patients, particularly for those 
with relapsed and refractory B-lineage leukemia.19–22 Ex-
cept engineered T cell, CD19-redirected NK92 cells also 
show a  promising result against B-lineage leukemia.23 
In addition, CD19-redirected T memory stem cells rep-
resent a potential method for the treatment of B-lineage 
leukemia.24 In the process of engineering therapeutic cells, 
another vector, apart from the lentiviral vector, is also em-
ployed to mediate the expression of CAR.25

Toxicity and  the  side effects of CD19-directed CAR 
T cells are increasingly drawing attention to this immu-
notherapy. The main mechanism of the toxicity and side 
effects could be attributed to  cytokine release, tumor 
cell lysis, B-cell aplasia, and macrophage-activation syn-
drome.26,27 Although most mild toxicity and side effects are 
reversible, some severe toxicities need medical treatment. 
A low dose of engineered cells may not trigger a response 
of antitumor activity, and an extra dose of immunothera-
peutic cells may lead to severe toxicity and side effects. 
Therefore, administering the appropriate amount of engi-
neered T cells to patients may be the first step in control-
ling the occurrence of toxicity and side effects.

Fig. 5. GFP-expressing cells under a microscope (×100 magnification). Bright field 
images and cell fluorescence images of HEK 293 cells. Control – HEK 293 cells 
without infection (A). Bright field images and cell fluorescence images of Daudi 
cells. Control – Daudi cells without infection (B). Bright field images and cell 
fluorescence images of Jurkat cells. Control – Jurkat cells without infection (C)

Fig. 4. Expression and purification of the CD19-GFP fusion protein (A, B, D, 
and G); protein expression of bacteria before IPTG induction (C); protein 
expression of bacteria after IPTG induction (E and H); the precipitate of protein 
expression of the bacteria after IPTG induction (F and I); the supernatant 
of protein expression of bacteria after IPTG induction (J and K); the target 
protein purified using the Ni-NTA-agarose purification system

It  is  widely accepted that  a  correct dosage of  CAR 
T cells is required for each re-transfusion to patients,12,19 

so the infection efficiency and the number of valid CAR 
T cells is accurately calculated before re-transfusion. Due 
to the alteration of infection efficiency, valid CAR T cells 
cannot be estimated from the total number of  infused 
cells. In order to track infection efficiency or to screen 
for valid infected cells by removing uninfected cells, a fluo-
rescence protein gene and a resistant gene are commonly 
used in molecular manipulation. Valid cells can be counted 
and calculated before re-transfusion by the former method, 
and valid cells can be gathered by removing uninfected 
cells via the latter one. Both methods can provide us with 
an approach using which we can accurately control the in-
fusion dosage of CAR T cells rather than the number of to-
tal cultured cells.
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Unfortunately, both proteins are derived from exotic 
genes and their products carry immunogenicity to accep-
tors,28 leading to impairment when these proteins are in-
fused into patients along with CAR T cells. On the other 
hand, if flow cytometry is employed with an immunofluo-
rescence antibody, it will increase the cost of treatment 
because each sorting process requires a new set of sorting 
apparatus. In addition, the application of an immunofluo-
rescence antibody may become a new immunogen, leading 
to new barriers in the application.

A safe and simple approach is needed in order to quickly 
determine the infection efficiency and to calculate the num-
ber of valid engineered cells in the application. In this 
study, we fused CD19 to GFP and expressed it in E. coli 
under a regular molecular biological process. The fusion 
protein solubility was optimized at 15°C and was purified 
with Ni-NTA agarose beads.29 After the target cells (in-
cluding adherent and suspension cell lines) were infected 
with lentiviral particles, the purified fusion protein was 
directly added to the culture medium and left to culture 
for 6 h. GFP could be directly observed under a microscope 
and the infected cells (expressing CD-19 CAR) could be 
determined from other cells (data not shown). The results 
would become clearer than before when the cultured me-
dium (including CD19-GFP) was removed by washing 
the cells with a regular culture medium.

Because CD19-GFP (as an antigen) can be recognized 
by  CAR expressed on  the  surface of  the  target cells, 
the fusion protein serves as a probe to visualize the CAR-
expressing cells. The non-specific binding of CD19-GFP 
to other proteins is negligible when a fluorescence mi-
croscope is used. The ratio of fluorescence cells to total 
cells can be calculated by determining the number of cells 
in fluorescence fractions and the number of total cells. 
In clinical use, the number of valid cells can be accurately 
administrated to patients. This method provides a novel 
approach to administrating a dose of CAR T cells in clini-
cal practice using vectors free of the antibiotic-resistance 
gene and the fluorescence protein gene.
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Abstract
Background. Dry eye syndrome (DES) is a common symptom of tear film instability and ocular surface 
damage due to an abnormal quality and quantity of tears, including the sensation of foreign objects and 
blurred vision. Among all factors for tear film stability, MUC5AC and MUC19 are very important; the levels 
of both mucins are associated with the pathogenesis of DES.

Objectives. The aim of this study was to explore the expression of MUC5AC and MUC19 on the ocular surface 
in a DES model of ovariectomized female rabbits.

Material and methods. Healthy female New Zealand white rabbits (n = 18; age: 1 year, weight: 
2.5 ±0.6 kg) were randomly assigned to a test group and a control group. The DES model was constructed 
in ovariectomized female rabbits. Indicators of ocular surface injury, such as Schirmer’s test, corneal fluores-
cence staining, a conjunctival imprinting cytology test, and the expression of MUC5AC and MUC19 in con-
junctival tissues were evaluated with immunohistochemistry in week 1, week 2 and week 4.

Results. Both the length of soaked test paper and the total scores of corneal fluorescence staining at all 
time-points were significantly lower in the test group than in the control group, and they decreased over time 
(p < 0.05). The grades of imprinted cells at all time-points were significantly higher in the test group than 
in the control group, and they increased over time (p < 0.05). The percentage of goblet cells was significantly 
lower in the test group than in the control group, and it decreased over time (p < 0.05). The percentages 
of cells with a positive expression of MUC5AC and MUC19 at all time-points were significantly lower in the 
test group than in the control group, and they decreased over time (p < 0.05).

Conclusions. The pathogenesis of DES is associated with an increased grade of imprinted cells, decreased 
goblet cells, and a decreased expression of MUC5AC and MUC19.

Key words: dry eye syndrome model, ovariectomized female rabbits, MUC5AC, MUC19
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Introduction

Dry eye syndrome (DES) is a common symptom of tear 
film instability and ocular surface damage due to an ab-
normal quality and quantity of tears, including the sensa-
tion of foreign objects and blurred vision. The prevalence 
of DES is high in menopausal women, approx. 30–65%.1 
The decrease of sex hormones may be the most impor-
tant reason for the significant increase in DES prevalence 
in perimenopausal women, which is difficult to treat.2 
The symptomatic treatment includes artificial tear re-
placement and extended ocular retention of tears, which 
can only increase tearing passively.3 Recently, autologous 
submandibular gland transplantation has been somewhat 
effective, but there may be serious traumatic injury and 
physiological differences in the liquids secreted by the sub-
mandibular and lacrimal glands.4 Aragona et al. found that 
oral pilocarpine hydrochloride could increase the number 
of goblet cells on the ocular surface and promote the se-
cretion of tearing in patients with Sjögren’s syndrome.5 
Kojima et al. reported that autoserum could significantly 
improve tear film stability and the scores of fluoresce-
in staining and rose bengal (RB) staining on the ocular 
surface.6 In addition, the immunosuppressant ciclospo-
rin A could also promote the apoptosis of lymphocytes 
in the lacrimal glands and conjunctivae, and reverse the 
inflammation on the ocular surface and in the lacrimal 
glands; however, the local stimulation caused by ciclospo-
rin A limited this application.7 Several studies suggested 
that hormone replacement therapy (HRT) could improve 
tear function and conjunctival goblet cells8; however, since 
HRT may increase the risk of DES9 and may induce the 
pathogenesis of endometrial carcinoma and mammary 
cancer as well as androphany and hirsutism,10 its use was 
controversial. It was reported that increased tear osmotic 
pressure and inflammation were the pathological changes 
in the progress of  DES, and tear film instability was the 
key factor in the pathological damage of DES and that 
mucin was one of the necessary active components in tear 
film.11 A change in the quantity and structure of mucin 
was the intermediate process and one of the results of DES 
pathogenesis.12 Among all factors for tear film stability, 
MUC5AC and MUC19 were very important: the levels 
of both mucins were associated with the pathogenesis 
of DES.13,14 Thus, this study aimed to analyze the effect 
of the expression of MUC5AC and MUC19 on the ocular 
surface in DES patients, and to provide targets for clinical 
treatment.

Material and methods

Material

This study was in accordance with ethical standards and 
was approved by the Wenzhou Medical University (China). 
Healthy female New Zealand white rabbits (n = 18; age: 

1 year, weight: 2.5 ±0.6 kg) were purchased from the Shang-
hai Sangon Experimental Animal Center. These rabbits 
were fed regularly and were acclimated for 1 week before the 
experiment. The construction of the DES model of ovariec-
tomized female rabbit consisted of the following: the rab-
bit was fasted for 12 h; general anesthesia was performed 
by the administration of ketamine hydrochloride 50 mg/kg  
(i.m.); the outer thigh of the hind legs was disinfected with 
iodophor; the rabbit was placed in the dorsal position and 
the limbs were fixed; the abdominal cavity was opened 
through abdominal incision; the bilateral ovarium was 
resected with an aseptic technique. If the time to tear film 
rupture (the break-up time (BUT) value) was less than or 
equal to half the time for normal eyes, the DES model was 
successfully constructed.

Methods

The rabbits were randomly assigned to a test group or 
a control group. Three rabbits in each group at week 1, 
week 2 and week 4 were selected; the indicators of ocular 
surface injury, such as Schirmer’s test, corneal fluorescence 
staining, a conjunctival imprinting cytology test, and the 
expression of MUC5AC and MUC19 in conjunctival tis-
sues, were evaluated by immunohistochemistry. Schirmer’s 
test consists of placing the Schirmer’s test paper in the 
outer 1/3 boundary of the conjunctival sac in conscious 
rabbits and suspending the remaining part outside of the 
conjunctival sac. The paper was retrieved after 5 min 
and placed at room temperature for 30 min. The length 
of soaked test paper was measured with a vernier cali-
per under microscopy. The procedure for corneal fluo-
rescence staining was as follows: 1% fluorescein sodium 
was dropped into the conjunctival sac with a glass rod; 
after 1 min, the cornea was exposed with a slit lamp and 
the fluorescent staining of the cornea was detected by co-
balt blue light under microscopy; the cornea was divided 
into 4 quadrants and the intensity of fluorescent staining 
in each quadrant was graded on a scale from 0 to 3. The to-
tal score was 0–3 points, i.e., 0 points – no staining; 1 point 
– disperse and focal staining; 2 points – a cluster of focal 
staining; 3 points – patchy staining. The procedure for  
a conjunctival imprinting cytology test was as follows: 
cellulose filter paper was cut to a size of 5 mm × 5 mm 
and was immersed in distilled water overnight; it was 
then placed on the bulbar conjunctiva, pressed for 10 min 
and removed; cellulose filter paper was fixed in neutral 
formaldehyde solution for 10–20 min and stained with 
the periodic acid–Schiff (PAS) method; the imprinted cells 
were then observed under light microscopy. Nelson grad-
ing criteria (1989) were applied. Squamous metaplasia was 
graded on a scale of 0–3: 0 points – normal; 1 point – mild; 
2 points – moderate; 3 points – severe. Goblet cells were 
counted by randomly selecting 5 fields (left, right, upper, 
lower, and central) under light microscopy (×200) and cal-
culating the percentage of goblet cells.
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The immunohistochemistry testing (Strept Avidin-Biotin 
Complex (SABC)) was done as follows: anesthesia of the 
ocular surface was performed with a 0.5 % Benoxil solu-
tion; a cellulose acetate membrane (5 mm × 7 mm) was 
pressed onto the bulbar conjunctiva 2 mm posterior from 
the temporal limbus for 50 s; the membrane was then taken 
and dried; firstly, the membrane was incubated with mouse 
anti-rabbit MUC5AC and MUC19 mAb (Jiangsu Biyun-
tian Technology Co., Ltd., Nantong, China), 1:2,000, at 4°C 
overnight and was washed 3 times with phosphate-buffered 
saline (PBS) for 5 min; the membrane was then incubated 
with secondary antibody donkey anti-mouse IgG (Jiangsu 
Biyuntian Technology Co., Ltd.), 1:500, at room temperature 
for 20 min and was washed 3 times with PBS for 5 min; next, 
the membrane was incubated with horseradish peroxidase-
labeled streptavidin at room temperature for 20 min and was 
washed 3 times with PBS for 5 min; 3,3'-diaminobenzidine 
(DAB) was added for color development; the membrane was 
re-stained with hematoxylin, differentiated with hydrochlo-
ric acid alcohol, treated with ammonia water, and washed 
with distilled water. Five fields were randomly selected 
under light microscopy (×200) to calculate the percentage 
of positively-stained cells. Phosphate-buffered solution was 
used instead of the first antibody as a negative control.

Statistical analysis

SPSS v. 20.0 software (IBM, Inc., Armonk, USA) was 
used for the statistical analysis. The data is presented as 
mean and standard deviation (SD). Student’s t-test was 

used for comparison between the 2 independent groups. 
The  one-way analysis of  variance (ANOVA) followed 
by Tukey’s post hoc test was used to analyze differences 
among 3 or more independent groups. Probability value 
of p < 0.05 was considered a significant difference.

Results

Schirmer’s test

As shown in Table 1, the length of soaked test paper at all 
time-points was significantly shorter in the test group than 
in the control group, and it decreased over time (p < 0.05).

Corneal fluorescence staining

As shown in Table 2, the total scores of corneal fluores-
cence staining at all time-points were significantly lower 
in the test group than in the control group, and they de-
creased over time (p < 0.05).

Conjunctival imprinting cytology test

As shown in Table 3, the grades of imprinted cells at 
all time-points were significantly higher in the test group 
than in the control group, and they increased over time 
(p < 0.05). The percentage of goblet cells was significantly 
lower in the test group than in the control group, and it 
decreased over time (p < 0.05).

Table 1. Schirmer’s test results [cm]

Group Week 1 Week 2 Week 4 F p-value

Control group 8.2 ±1.3 8.3 ±1.4 7.8 ±1.5 0.132 0.869

Test group 6.4 ±1.2 5.2 ±1.3 3.9 ±1.4 5.624 0.021

t 3.965 4.527 5.327 – –

p 0.035 0.029 0.024 – –

Table 2. Corneal fluorescence staining

Group Week 1 Week 2 Week 4 F p-value

Control group 10.5 ±2.3 10.3 ±2.4 10.4 ±2.6 0.096 0.952

Test group 7.8 ±1.5 5.9 ±1.3 4.1 ±1.4 5.432 0.024

t 3.857 4.628 5.714 – –

p 0.036 0.026 0.017 – –

Table 3. Conjunctival imprinting cytology test

Group 
Grade of imprinted cells Percentage of goblet cells

week 1 week 2 week 4 F p-value week 1 week 2 week 4 F p-value

Control group 0.8 ±0.2 1.2 ±0.3 1.0 ±0.4 0.241 0.758 42.5 ±6.5 43.6 ±7.2 44.8 ±7.9 0.326 0.721

Test group 1.5 ±0.3 1.8 ±0.4 2.3 ±0.5 5.327 0.028 35.4 ±10.2 31.2 ±11.3 25.6 ±12.2 5.764 0.013

t 3.625 4.721 5.285 – – 4.325 4.869 5.326 – –

p 0.039 0.025 0.017 – – 0.032 0.027 0.021 – –

t, p – Student's t-test; F, p-value – one-way analysis of variance (ANOVA), followed by Tukey's post hoc test.
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The expression of MUC5AC and MUC19

As shown in Table 4, the percentages of cells with a posi-
tive expression of MUC5AC and MUC19 at all time-points 
were significantly lower in the test group than in the con-
trol group, and they decreased over time (p < 0.05).

Discussion

Proteins are the final effectors of genes and they directly 
reflect the complexity and diversity of biological activi-
ties. Mucin is produced in the conjunctiva and apparatus 
lacrimalis, and is connected to the oligosaccharide side 
chain through hydrophilic oxygen. Glycosylation provides 
an electrical charge to mucin, which forms a hydrogen 
bond with H2O; thus, highly hydrophilic gel is  formed 
to prevent dryness on the ocular surface. The level of mu-
cin on  the ocular surface can be used to  evaluate the 
function of the tear film. MUC5AC is the mucin formed 
by high-molecular-weight gel and secreted by conjunctival 
goblet cells. Zhao et al. reported that the level of MUC5AC 
was significantly lower in patients with DES than in the 
normal population.15 Corrales et al. reported that the level 
of MUC5AC was significantly lower in patients with DES 
and was associated with the degree of corneal fluores-
cence staining.16 Zhang et al. found that the expression of  
MUC5AC was positively associated with the time to tear 
film rupture.17 MUC19 was highly expressed in normal 
tear gland tissues, conjunctival goblet cells and corneal and 
conjunctival epithelial cells, yet the expression of MUC19 
was significantly decreased in patients with DES; the de-
crease was similar to that of MUC5AC.18

Watanabe reported that changes in the expression levels 
of both the transmembrane mucin MUC5AC produced 
in corneal and conjunctival epithelial cells and the secre-
tory gel-like mucin MUC19 produced in goblet cells could 
directly impact the stability of tear film.19 Moreover, the 
stability of tear film was also dependent on the normal 
functioning of the neural reflex system, which controls 
the secretion of the tear gland and the eyelid movement 
of blinking, namely the first branch of the trigeminal nerve 
and the facial nerve. The neurons containing vasoactive 
intestinal peptides (VIPs) were distributed around con-
junctival goblet cells; both in vitro and in vivo studies con-
firmed that VIPs could promote the secretion of mucin 
in conjunctival goblet cells. In contrast, when the number 

and function of conjunctival goblet cells were abnormal, 
the secretion of mucin in tears was abnormal as well, and 
tear film was less stable. As a result, the production of tears 
on the ocular surface became abnormal, leading to eye 
discomfort and decreased vision.

This study showed that both the length of soaked test 
paper and the total scores of corneal fluorescence staining 
at all time-points were significantly lower in the test group 
than in the control group, and that they decreased over time 
(p < 0.05); the grades of imprinted cells at all time-points 
were significantly higher in the test group than in the con-
trol group, and they increased over time (p < 0.05); the 
percentage of goblet cells was significantly lower in the test 
group than in the control group, and it decreased over time 
(p < 0.05); the percentages of cells with a positive expression 
of MUC5AC and MUC19 at all time-points were signifi-
cantly lower in the test group than in the control group, 
and they decreased over time (p < 0.05). These results in-
dicated that the pathogenesis of DES was associated with 
a greater number of imprinted cells, fewer goblet cells and 
a decreased expression of MUC5AC and MUC19.

Etiological treatment may be the best treatment of dis-
eases. It has been reported that both the immediate and 
persistent effects of acupuncture were better than that 
of artificial tears in the treatment of DES.20 Acupuncture 
was characterized by little to no trauma, and it could pro-
mote the active secretion of tears from the tear glands, 
which might increase the level of VIPs in the tear glands 
and the expression of MUC5AC and MUC19.
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Abstract
Background. Ethanol is associated with various medical comorbidities affecting the brain and central 
nervous system.

Objectives. The use of puerarin in treating alcohol-induced memory disorders is systematically evaluated 
in this study based upon an analysis of the firing rate and oxygen saturation (SO2).

Material and methods. A multi-channel data acquisition system and near-infrared spectroscopy (NIRS) 
were combined to obtain the electroneurophysiological signals and SO2 in the hippocampus of mice from 
the Institute of Cancer Research (ICR) after ethanol injection. A T-maze test was performed to study the 
alteration of spatial memory function. Ethanol was administered intraperitoneally (i.p.) in 2 dosages  
(1.5 g/kg and 0.5 g/kg). To investigate the effects of puerarin against acute ethanol-induced memory impair-
ment, the same parameters corresponding to electroneurophysiological signals, SO2 and behavior performance 
in mice were also recorded upon the supplementation of puerarin in 2 dosages (25 mg/kg and 50 mg/kg).

Results. An inhibited firing rate and decreased SO2 were found in mice treated with an ethanol dose of 1.5 g/kg,  
which resulted in a low correct choice rate in the T-maze test, while an opposite trend appeared in mice which 
had been administered a moderate ethanol dose (0.5 g/kg). The trend of SO2 was positively correlated with 
that of the firing rate. A decreased firing rate and SO2 were accompanied by a decrease in the correct choice 
rate. With the supplementation of puerarin, a significant increase in the mean firing rate and SO2, as well as 
an improved correct choice rate, can be found in mice injected with excessive ethanol.

Conclusions. The electroneurophysiological signals and NIRS were combined for the first time to prove that 
an excessive intake of ethanol can inhibit the spatial learning and memory function of mice. The supplementa-
tion of puerarin can suppress these adverse effects induced by ethanol at a high dosage, as evidenced by the 
increased firing rate and SO2.

Key words: spatial memory, near-infrared spectroscopy, hippocampal neuron, microelectrode
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Introduction

Alcohol abuse and alcoholism are serious public health 
problems throughout the world. Ethanol is associated with 
various medical comorbidities affecting numerous body 
systems, such as the brain and central nervous system.1 
The hippocampus, which is closely related to learning and 
memory function, can especially be affected by ethanol.2,3 
Thus, developing suitable medications and evaluating their 
use in the treatment of alcohol-induced disorders remains 
a challenging goal in alcohol-related research.

As a Chinese medicinal herb, Puerariae radix has been 
proven to reduce alcohol consumption in both humans and 
animals.4,5 Puerarin is one of the main effective compo-
nents of Puerariae radix.6 It has been found that puerarin 
can inhibit oxidative stress induced by acute alcoholism.7 
Several studies have reported that the supplementation 
of  a  Puerariae radix-ethanol extract can inhibit lipid 
peroxidation in the liver and enhance the antioxidative 
defense competence of rats.8 In addition, many studies 
have indicated that puerarin may ameliorate hippocampal 
neuronal death induced by oxygen/glucose deprivation 
in vitro and may improve the learning-memory ability 
after global cerebral ischemia and reperfusion in rats.4,9

Mounting evidence suggests that alcohol affects brain 
function by interacting with multiple neurotransmitter sys-
tems in the hippocampus.10 It has been shown that the effects 
of ethanol on brain function are related to altered hippo-
campal physiology. However, the way the neurotransmitter 
systems are affected following medication (e.g., puerarin)  
for acute alcoholism, and how these changes in neuro-
transmission contribute to the protective effects of such 
medication, are poorly understood.

Electrophysiological technology using a microelectrode 
array can provide an important basis for the study of brain 
neural activities.11,12 This technology could obtain high-
resolution temporal and spatial response patterns of infor-
mation in neural networks.13 In addition, the distribution 
and change of blood oxygen in the cerebral cortex could 
be another indicator for understanding the activity of the 
brain under the influence of alcohol.14 By using near-infra-
red spectroscopy (NIRS) noninvasively, oxygen saturation 
(SO2) can be measured simultaneously while acquiring 
hippocampal neurophysiological data.

In this study, in order to investigate the effects of puera-
rin on the memory system of mice following acute alcohol 
consumption, microelectrodes and NIRS were combined 
in order to obtain the neurophysiological signals and SO2 
in the hippocampus, and a T-maze test was performed 
to evaluate the functioning of spatial memory. This re-
search presents a novel approach to evaluating the pro-
tective effects of puerarin against acute ethanol-induced 
memory impairment in mice.

Material and methods

Animal preparation

The Institute of Cancer Research (ICR) male mice 
(~32 g) were purchased from the Qinglongshan Animal 
Experiment Center (Nanjing, China). After individualiza-
tion (postnatal day 36), mice were housed in cages at a con-
stant temperature (25 ±1°C) and controlled illumination 
(12-h light/dark cycle) and humidity (55 ±10%) for 7 days. 
Food and water were available ad libitum. All animal ex-
perimental procedures were conducted in accordance with 
the guidelines of the protocols approved by the Institution 
Animal Care and Use Committee at Nanjing University 
of Aeronautics and Astronautics, China.

The 9-week-old mice were randomly assigned to 8 groups  
and each group consisted of 8 mice. According to previous 
studies, the effective doses of puerarin mostly ranged from 
25 to 100 mg/kg.8 Therefore, in this study, dosages of 25 
and 50 mg/kg of puerarin were chosen and all medications 
were injected intraperitoneally (ip.). For clarification, the 
groups of our experimental design are listed in Table 1. As 
control groups, the mice in groups G1 and G2 were injected 
with saline (1.5 g/kg) and puerarin (50 mg/kg), respec-
tively. Groups G3–G5 and groups G6–G8 were defined as 
high-ethanol-dose groups and low-ethanol-dose groups, 
respectively. Groups G3 and G6 were injected with etha-
nol alone at different concentrations. Groups G4 and G5 
were administered puerarin in doses of 25 and 50 mg/kg, 
respectively, 20 min after the injection of ethanol (1.5 g/kg). 
In groups G7 and G8, puerarin was administered in doses 
of 25 and 50 mg/kg, respectively, after the injection of etha-
nol at a lower dose (0.5 g/kg).

The mice were anesthetized by an initial injection i.p. 
of 5% chloral hydrate (~400 mg/kg). Then, the mice were 
placed in a stereotaxic frame with a skull-reduced flat 
orientation. An incision was made in the skin and a bur 
hole was drilled over the right side of the hippocampus 
after cleaning the skull surface. The center of the hole was 
roughly 1.8 mm posterior to the bregma and 1.5 mm lateral 
to the midline. Afterwards, the mice were implanted with 
a 2 × 4 nickel 14-cadmium microelectrode array (diameter: 

Table 1. Groups of experimental design

Groups Doses [g/kg b.w.] Number 
of animals

G1 saline (1.5) 8

G2 puerarin (0.05) 8

G3 ethanol (1.5) 8

G4 ethanol (1.5) and puerarin (0.025) 8

G5 ethanol (1.5) and puerarin (0.05) 8

G6 ethanol (0.5) 8

G7 ethanol (0.5) and puerarin (0.025) 8

G8 ethanol (0.5) and puerarin (0.05) 8



Adv Clin Exp Med. 2019;28(2):171–178 173

~33 µm, impedance: <1 MΩ), targeting the hippocampal 
region (1–2 mm in depth). In addition, the NIRS probe 
was inserted in the adjacent region of the hippocampus.

Electrophysiological signal recording

After the mice awoke from anesthesia, 8-channel local 
field potentials (LFPs) and spikes were recorded simultane-
ously using a Cerebus Multi-Channel Acquisition System 
(Cyberkinetics, Foxborough, USA). The LFP data was am-
plified (gain: 5000), filtered (0.3–500 Hz) and sampled at  
2 kHz. Spikes (high pass filter: 250–7500 Hz, sampled  
at 30 kHz) with a root mean square exceeding 5.0 were 
stored with the time stamps per channel. As shown 
in Fig. 1A, the system consists of an amplifier power supply, 
a neural signal amplifier, a processor, and a computer sys-
tem. The location of the 8-channel microelectrode in the 
hippocampus of the brain is illustrated in Fig. 1C. The pro-
cedure of ethanol and puerarin injection and measurement 
is shown in the upper row of Fig. 1D, and the dash circles 
indicate the location of the hole in the skull.

Prior to any intraperitoneal injection, a 5-min baseline 
of a spontaneous neural electrophysiological signal was 
first recorded. Neural activity recording started upon the 
injection of ethanol and continued for 80 min. Four spon-
taneous electrophysiological signals at a bin width of 5 min 
were stored with a time interval of 20 min.

Spike recording and data analysis

Spike acquisition and collection was carried out with  
a Cerebus system (Blackrock Microsystems LLC, Salt Lake 
City, USA). To obtain a spike signal, the wide-band electro-
physiological signals were filtered at 0.25–5 kHz. The power 
(root mean square) of the filtered signal in a sliding window 
of 0.2 ms was calculated for spike detection. Spikes with 
a power of more than 5 times the standard deviation (SD) 
from the baseline mean were extracted. The spike waveforms 
were reconstructed to 30 kHz based on the sampling theorem. 
The units were then identified and de-noised by clustering 
software Wave_Clus (University of Leicester, UK). The sort-
ing neuron firing rate was obtained at a bin width of 10 s.

Oxygen saturation measurement

Along with electrophysiological signal recording, SO2 
in the hippocampus of the mice was simultaneously mea-
sured using a customized NIRS monitoring system devel-
oped by our lab. The schematic design of the NIRS system 
is shown in Fig. 1B. The system consists of an integrated 
double optical fiber probe (diameter: 200 um), a halogen 
light source (HL2000-HP-FHSA; Ocean Optics, Largo, 
USA), a fiber optic spectrometer (USB2000; Ocean Op-
tics), and a computer with custom monitoring software 
(Laboratory of Biomedical Photonics, Nanjing University 
of Aeronautics and Astronautics, China).15,16 The SO2 value 

of the NIRS monitoring system was validated by an ISS Ox-
imeter (96208; ISS, Champaign, USA).17 Then, this device 
was utilized to monitor changes in SO2 before and after 
the injection of alcohol and puerarin in mice, starting from 
10 min before ethanol injection. We recorded NIRS signals 
in the hippocampus for a total duration of 90 min. Oxygen 
saturation data acquisition lasted for 80 min post-ethanol 
administration and 60 min post-puerarin injection.

T-maze test

In order to investigate the effects of ethanol consump-
tion with or without puerarin injection on spatial working 
memory, a T-maze test was performed in mice. The mice 
were maintained on  a  restricted diet and kept at 85% 
of free-feeding body weight during the behavioral testing 
in order to maintain the appetitive motivation. The mice 
first received a 5-min training session to adapt to  the  
T-maze prior to testing. This training session was car-
ried out 2 times per day for 3 consecutive days by placing  
4 grain pellets (45 mg) in the 2 arms of the T-maze. Then, 
a forced choice training of left-right discrimination was 
performed 8 times per day for 2 consecutive days. In the 
study, the arm on the right side of the T-maze was set as 
the correct one. With the addition of reward pellets in the 
right arm, the mice were trained to retrieve their spatial 
working memory and to choose the right direction in the 
T-maze test. The forced choice training was repeated until 
the mice achieved a correct choice rate of at least 15/16 for 
2 consecutive days. Qualified mice were then administered 
ethanol and puerarin under various conditions, and the 
correct choice rate was recorded.

Statistical analysis

Statistical analysis was performed using SPSS software 
(SPSS Statistics v. 19.0, IBM Corp., Armonk, USA) by one-
way analysis of variance (ANOVA) test and subsequent 
Dunnett’s post-hoc test. Differences were considered to be 
statistically significant at p < 0.05.

Results

In consideration of the physiological variation of dif-
ferent mice, we normalized the mean firing rate between  
0 and 1 in different experiments. As shown in Fig. 2A, 
the mean firing rate decreased immediately after acute 
ethanol administration at a dosage of 1.5 g/kg (G3), con-
tinued declining and reached its lowest point at 20 min 
post-injection. It then gradually recovered and returned 
to its normal level by the 80 min mark. However, with 
a lower dosage of ethanol of 0.5 g/kg (G6), the mean fir-
ing rate of neurons remained steady and caused a slight 
increase at 20 min post-injection. The effects of puerarin 
(G2) by itself on the mean firing rate were also studied, 
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and it is suggested that puerarin alone may also alter the 
mean firing rate with a decreasing tendency.

After ethanol exposure, with the supplementation of pu-
erarin, significant changes in the mean firing rate of neu-
rons in the hippocampal region were found. As shown 
in Fig. 2B and 2C, in the mice injected with ethanol in  
a higher dosage (G4 and G5), a higher mean firing rate 

was observed with the involvement of puerarin. In addition,  
a higher dose of puerarin (50 mg/kg) caused a higher mean 
firing rate. However, as to the mice injected with ethanol in 
a lower dosage (G7 and G8), the mean firing rate was lower 
with the combination of puerarin. The effects of puerarin 
are also dose-dependent, with the higher dosage of puerarin 
(50 mg/kg) causing a significantly lower mean firing rate.

Fig. 1. Experimental setup of electrophysiological signal and SO2 recording

A – schematic diagram of multi-channel data acquisition system; B – schematic illustration of near-infrared spectroscopy (NIRS) monitoring system 
for oxygen saturation (SO2) consisting of: 1 – halogen light source; 2 – fiber optic spectrometer; and 3 – optical fiber probe; C – the location of the 
microelectrode in the hippocampus of mice; D – experiment procedure including: 1 – electrophysiological experiment and 2 – NIRS experiment 
(the dashed circles present the location of the hole in the skull).
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To investigate the effects of puerarin on mice follow-
ing acute alcohol consumption, SO2 was measured after 
various treatments. Considering the individual differences, 
SO2 data was normalized to the SO2 value at the 1st sam-
pling time-point. As shown in Fig. 3A, the normalized SO2 
in G3, which was injected with ethanol in a higher dosage 
(1.5 g/kg), was significantly lower (p < 0.05) than that of G1 
(saline), while SO2 showed a significant increase (p < 0.05) 
in mice from G6, injected with ethanol in a lower dosage 

(0.5 g/kg). Similar to the negative control group, puera-
rin by itself showed no obvious changes in SO2 in mice. 
In Fig. 3B, under ethanol consumption in a higher dosage 
(1.5 g/kg), the SO2 level increased significantly with the 
supplementation of puerarin in both dosages (25 mg/kg 

Fig. 2. Mean firing rate

A – mice injected with ethanol in higher (1.5 g/kg) and lower (0.5 g/kg) 
dosages; B – mice injected with a combination of ethanol in a higher 
dosage (1.5 g/kg) and puerarin (25 and 50 mg/kg); C – mice injected 
with a combination of ethanol in a lower dosage (0.5 g/kg) and puerarin 
(25 and 50 mg/kg); mice injected with saline (1.5 g/kg) were used as the 
control group; the mean firing rate of mice injected only with puerarin  
(50 mg/kg) is also presented.

Fig. 3. Normalized oxygen saturation (SO2)

A – mice injected with ethanol in higher (1.5 g/kg) and lower (0.5 g/kg) 
dosages; B – mice injected with a combination of ethanol in a higher 
dosage (1.5 g/kg) and puerarin (25 and 50 mg/kg); C – mice injected with  
a combination of ethanol in a lower dosage (0.5 g/kg) and puerarin  
(25 and 50 mg/kg); mice injected with saline (1.5 g/kg) were used as the 
control group; the normalized SO2 of mice injected only with puerarin 
(50 mg/kg) is also presented; in each group, data at 10-minute intervals 
was collected for a baseline, and puerarin at various concentrations was 
injected 20 min after ethanol administration. 
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and 50 mg/kg). Meanwhile, SO2 recovered more quickly 
in the group treated with puerarin in a higher dosage (G5) 
10 min after injection.

In Fig. 3C, the SO2 value in G6 is higher than that of G1. 
Then, with the supplementation of puerarin in various 
dosages (G7 and G8), the SO2 value decreased obviously. 
The tendency of SO2 in Fig. 3C is opposite to that presented 
in Fig. 3B.

To evaluate the effects on the spatial memory of mice 
after ethanol and puerarin administration, a T-maze test 
was performed; the results are presented in Fig. 4. The cor-
rect choice rate of mice in G1 (saline injection, 1.5 g/kg) 
did not show an obvious change during the entire time 
period, while in mice treated with puerarin (G2), the cor-
rect choice rate decreased in the first 60 min, and then 
increased gradually, as shown in Fig. 4A.

As shown in Fig. 4B, following ethanol consumption, 
a  higher dosage of  puerarin (G5; 50 mg/kg) resulted 
in a significant increase in the correct choice rate in mice 
compared to the ethanol group (G3), while the correct 
choice rate in mice treated with a lower dosage of puera-
rin (G4; 25 mg/kg) was remarkably lower than that of G5. 
This indicates that, under excessive ethanol consumption, 
puerarin can resolve the deficit of spatial learning and 
memory function.

In Fig. 4C, interestingly, the correct choice rate of mice 
in the ethanol group of the lower dosage (G6; 0.5 g/kg) 
was consistent with that of the saline group, while the 
injection of puerarin in ethanol-treated mice led to a de-
crease in the correct choice rate. This suggests that, in con-
trary to the above-mentioned results, under excessive alco-
hol exposure, ethanol in low doses could result in neuronal 
excitation and an opposite response to puerarin.

Discussion and conclusions

In our study, electrophysiological signals and SO2 in the 
hippocampal region of mice were first obtained in vivo 
before and after the administration of ethanol. As in the 
case of our previous results, an ethanol dosage of 1.5 g/kg  
inhibited the firing rate of neurons. By inhibiting the func-
tion of glutamate receptors and/or altering the balance 
between inhibitory and excitatory neurotransmission, 
acute alcohol consumption can cause cognitive impair-
ment in certain brain areas, such as the hippocampus, 
amygdale and striatum.18 Interestingly, however, ethanol 
at a lower dosage (0.5 g/kg) resulted in the opposite ten-
dency. This suggests that the inhibitory effects of ethanol 
on the brain are highly dependent on the dose of ethanol 
applied.

In addition to electrophysiological changes, a lot of evi-
dence suggested that alcohol could decrease the affinity 
of hemoglobin to oxygen, resulting in lower SO2 levels. 
Alcohol ingestion was reported to increase the incidence 
of arterial oxygen desaturation and disordered breathing 

during sleep.19 Therefore, SO2 could be another indica-
tor which reveals the effects of ethanol on the brain and 
could be used to evaluate the effectiveness of medications 
in treating alcoholism. By integrating NIRS with an elec-
trophysiological signal recording system, the SO2 values 
in the hippocampus of mice under various treatments were 
obtained simultaneously. We found that changes of SO2 
were positively correlated with the firing rate. The decrease 

Fig. 4. The average correct choice rate of mice in a T-maze test

A – after ethanol injection alone; B – after ethanol injection in a higher 
dosage (1.5 g/kg), followed by puerarin injection (25 and 50 mg/kg); 
C – after ethanol injection in a lower dosage (0.5 g/kg), followed by 
puerarin injection (25 and 50 mg/kg); mice injected with saline (1.5 g/kg) 
were used as the control group; the average correct choice rate of mice 
injected only with puerarin (50 mg/kg) is also presented. 
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in SO2 was accompanied by a decline in the firing rate 
of mice injected with ethanol in higher dosages. Inter-
estingly, similar dose-dependence was also found in SO2 
results, with higher SO2 appearing in the lower-dosage 
ethanol group. Indeed, previous experiments have found 
that ethanol in a moderate dosage of 0.2 g/kg and 0.5 g/kg 
could somehow increase the activity of superoxide dis-
mutase (SOD) and decrease the content of malondialde-
hyde (MDA), thus resulting in an increase of the neuron 
firing rate and SO2 level.20 In contrast, an excessive intake 
of ethanol caused a significantly greater reduction in SO2 
together with an obvious decrease in the firing rate.

In order to assess the effects of ethanol on spatial learn-
ing and memory function, we performed a T-maze test 
on mice under various treatments. Consistent with pre-
vious reports, we indeed found that the spatial memory 
function of mice could be impaired by excessive ethanol 
injection. Similar decreasing trends in both behavior per-
formance and spike recording were observed in mice ex-
posed to ethanol in a higher dosage (1.5 g/kg). The most 
significant spatial memory dysfunction appeared at the 
time-point when firing rates changed most drastically. 
In addition, the present study also provides direct evidence 
for the association between the impairment of  spatial 
memory function and the changes of electrophysiological 
signals and SO2. The results of the T-maze test show the 
same tendency regarding the firing rate and SO2. These 
findings are consistent with previous results, suggesting 
that behavioral disorders and hippocampal dysfunctions 
would appear upon excessive intake of  ethanol, while 
a moderate dosage of ethanol would not impair spatial 
memory in mice.21

Based on many years of clinical experience, Puerariae 
radix as a Chinese herbal medicine has been widely used 
to cure alcoholism.22,23 Puerarin extracted from Puerariae 
radix is one of the main effective components which can 
suppress the severity of alcohol withdrawal symptoms. 
Previous studies have suggested that puerarin could reduce 
the ethanol concentration in the blood of Sprague Dawley® 
(SD) rats with acute ethanol intoxication.24 The pharma-
cological function of puerarin also includes its vasodila-
tive effects, which thereby increase oxygen supply to brain 
tissues. In our study, the protective effects of puerarin 
in ethanol-induced brain impairment were investigated 
by monitoring the typical changes of electrophysiologi-
cal and SO2 levels, and analyzing behavior performance 
during treatment. Puerarin had a significant antagonistic 
effect on the decreased firing rate, SO2 level and correct 
choice rate upon acute high-dosage ethanol consumption. 
Previous studies have found that puerarin has strong anti-
oxidant effects.25,26 Indeed, in the present study, we found 
that oxygen desaturation induced by excessive ethanol con-
sumption could be alleviated with the addition of puerarin. 
It indicated that ethanol-induced brain impairment could 
be suppressed by treatment with puerarin, as evidenced 
by the increased firing rate and SO2 level, and improved 

behavior performance. Besides, the dose-dependent effects 
of purarin on the firing rate and SO2 are also consistent 
with previous in vitro findings, showing that cell viability 
was recovered dose-dependently with puerarin in ethanol-
treated cells.

In conclusion, electrophysiological signal analysis and 
NIRS were combined for the first time to prove that the 
impairment of spatial learning and memory of mice in-
duced by ethanol is dose-dependent. An excessive con-
sumption of ethanol is  required to cause detrimental 
effects on  the spatial memory of mice by modulating 
electrophysiological transmission and SO2 in brain tis-
sue. Our research showed that puerarin could inhibit eth-
anol-induced brain impairment by ameliorating oxidative 
reactions in vivo against the adverse effect of ethanol 
injection. These findings highlight the significance of our 
study in providing an innovative approach to evaluate the 
use of the medication in the treatment of alcohol-induced 
brain disorders.
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Abstract
Background. Postmenopausal osteoporosis is the most common metabolic bone disease among women. 
The Wnt signaling pathway has been known to be the critical regulator of osteoblastogenesis. Alterations 
in this mechanism may have consequences for bone remodeling in humans.

Objectives. The aim of the study was to evaluate the frequency of genotypes and alleles of single nucleotide 
polymorphism (SNP) rs4988321 and rs312009 of LRP5 in Polish postmenopausal women with osteopenia 
(n = 109) and osteoporosis (n = 333). Potential correlations between genetic polymorphisms, bone mineral 
density (BMD), risk for bone fractures, and other clinical parameters were analyzed.

Material and methods. Genomic DNA was extracted from the blood samples and the sequence poly-
morphisms of LRP5 gene were detected using real-time polymerase chain reaction (RT-PCR) methods with 
melting curve analysis. We also calculated the odds ratio (OR) for the LRP5 genotypes and the alleles. Then, 
we evaluated the effect of the LRP5 polymorphism on T-score, Z-score, L2L4AM, L2L4YA, L2L4BMD, body 
mass index (BMI), and other clinical parameters.

Results. No statistically significant differences in the distribution of LRP5 rs312009 genotypes between the 
groups were observed. Furthermore, our findings indicate that there is no correlation between LRP5 genotypes 
and the clinical characteristics of women with osteopenia/osteoporosis. In contrast, there was an increased 
value of OR in heterozygotes for rs4988321, both in patients with osteopenia (OR = 1.47) and in those with 
osteoporosis (OR = 1.33). In our study, we were not able to calculate the OR parameter for the AA genotype 
due to its low prevalence in the population.

Conclusions. Our results suggest that the Val667Met LRP5 (rs312009) polymorphism may contribute 
to an elevated risk for fractures in postmenopausal Polish women.

Key words: bone mineral density, LRP5, postmenopausal women, osteoporosis
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Introduction

Osteoporosis is typically manifested by disturbances 
in the microstructure of bone tissue and increased sus-
ceptibility to bone fracture due to reduced bone mass. Due 
to its high incidence among patients over 50 years of age 
and the considerable costs of treatment, osteoporosis con-
tinues to be one of the greatest health challenges of an ag-
ing society. Osteoporotic fractures, which constitute the 
main consequences of the asymptomatic course of the dis-
ease, usually lead to long-term disability and even death. 
Over the last decade, studies on candidate genes, family 
analysis and genome-wide association studies (GWAS) re-
sulted in the identification of numerous genetic loci related 
to osteoporosis. Genetic factors are believed to constitute 
50–80% of individual differences in bone mineral density 
(BMD).1 Studies on the background of skeletal dysplasias 
with decreased bone mass, e.g., brittle bone disease and 
the osteoporosis-pseudoglioma syndrome, pointed to the 
role of the Wnt/β-catenin pathway – including low-density 
lipoprotein receptor-related protein 5 (LRP5) and WNT1 
– in the regulation of bone tissue homeostasis.2–4

The Wnt signaling pathway increases the activity and 
differentiation of bone marrow stem cells and stimulates 
the osteoblast lines, with a simultaneous decrease toward 
chondrogenic and adipogenic cell lines. Activation of that 
pathway inhibits the apoptosis of mature osteoblasts, thus 
extending their resilience.5 Additionally, the Wnt/β-catenin 
pathway decreases osteoclast differentiation by stimulat-
ing the synthesis and secretion of osteoprotegerin, which 
regulates bone resorption by  inhibiting osteoclast dif-
ferentiation into mature forms.6 The canonical Wnt sig-
naling pathway plays an essential role in the regulatory 
processes of bone formation, so its disturbed activity may 
result in  grave consequences for bone metabolism.7–10 
In short, LRP-5 and LRP-6 proteins, which belong to the 
low-density lipoprotein-receptor-related proteins (LDL) 
receptor family, function in this pathway as 1-domain co-
receptors which, together with Fzd 7-domain endothelial 
receptor, facilitate the binding of the Wnt glycoproteins 
and the activation of cell response through β-catenin and 
Tcf/Lef factor-dependent transcription. The details of the 
Wnt signaling pathway have already been described.11,12 
The Wnt/β-catenin pathway is subject to antagonist regu-
lation, sclerostin, Dkk1 and Dkk2, and Wnt modulator of 
surface ectoderm (Wise), for example, which – by binding 
to PRP5 – block access for the Wnt proteins and inhibit 
the classic signaling pathway, thus inhibiting osteoblasto-
genesis, induced via the Wnt/β-catenin pathway. The LRP5 
gene is expressed in the osteoblasts, and in vitro and in vivo 
studies have confirmed that its deletion inhibited osteo-
blast function, causing serious anomalies in bone pheno-
type.7–9 This protein, via the Wnt pathway, influences the 
bone mass. The connection between the sequence poly-
morphism of that gene and bone mineral density (BMD) 
has been extensively studied.13

The review of the latest literature reports revealed that 
single nucleotide polymorphism (SNP) changes in genes 
encoding the LRP family proteins may also affect bone 
phenotype and, at the same time, present a risk for osteo-
porosis.14 Studies on the phenotype–genotype relationship 
regarding osteoporosis seem to be crucial for early diagno-
sis and the development of treatment for postmenopausal 
osteoporosis, osteoarthritis, rheumatoid arthritis, and rare 
bone diseases.

Objectives

The aim of the study was to evaluate the frequency of the 
genotypes and alleles of SNP rs4988321 and rs312009 
of LRP5 in Polish postmenopausal women with osteopenia 
(n = 109) and osteoporosis (n = 333). The potential correla-
tions between genetic polymorphisms, BMD, risk for bone 
fractures, and other clinical parameters were analyzed.

Material and methods

Patients

The study included 109 unrelated postmenopausal Cau-
casian women with osteopenia (mean age: 53.24 ±8.12 years)  
and 333  patients with osteoporosis (mean age: 56.06   
±8.83 years). The control group consisted of 233 post-
menopausal women with normal T-scores (mean age: 
53.38 ±8.2 years) recruited from the patients of the same 
hospital. Blood samples were collected at the Department 
of Orthopedics and Traumatology, Pomeranian Medical 
University in Szczecin, Poland. Bone densitometry was 
performed at the Laboratory of Densitometry, Clinical 
Hospital No. 1, Pomeranian Medical University in Szcze-
cin, Poland, to determine the BMD values, T-scores and 
Z-scores. Bone mineral density was detected in the lumbar 
spine from L2 to L4 vertebrae using the dual energy X-ray 
absorptiometry (DEXA) method. Densitometry was per-
formed using a Lunar DPX 100 camera (Lunar Corp., Mad-
ison, USA). A normal BMD value by DEXA is between one 
standard deviation (SD) from the mean with respect to the 
age of peak bone mass (–1 <T-score > 1). Based on these 
measurements, the women were classified into the follow-
ing groups: osteopenia (–2.5 <T-score ≤1), osteoporosis  
(T-score ≤2.5) and normal T-score (T-score ≥1). The ratio 
of the average BMD in relation to the mean value for young 
adults (YA) and in comparison to age (age-matched – AM) 
was also evaluated. Furthermore, height and weight were 
measured and the body mass index (BMI) was calculated. 
During an interview with each patient, data on disease 
manifestation, drug use, age at 1st and last menstruation, 
gravidity, and birth weight were collected. The inclusion 
criteria for the genetic research were as follows: menopause 
at least 1 year before participation in the study, and no 
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hormone replacement therapy (HRT) or drugs taken af-
fecting bone mass (selective estrogen receptor modulators 
(SERMs), calcitonin, bisphosphonates, heparin, steroids, 
thyroid hormones, antiepileptic drugs, GnRH analogues, 
or tibolone). The study excluded patients with endocrine 
and metabolic disorders, hematological diseases, kidney 
disease, cancer, and autoimmune and connective tissue 
disease, as well as who had undergone bilateral ovariec-
tomy. Written informed consent was obtained from each 
patient. The Pomeranian Medical University Ethics Com-
mittee approved the study (approval No. KB-0012/100/15).

Genetic analysis

Genetic polymorphisms were determined at the Depart-
ment of Stem Cell and Regenerative Medicine at the In-
stitute of Natural Fibers and Medicinal Plants in Poznań, 
Poland. Genomic DNA was obtained from 5 mL of whole 
blood using a Qiagen DNA isolation kit (Qiagen, Hilden, 
Germany), according to  the manufacturer’s protocol. 
DNA concentration was measured using a DeNovix DS-11  
Spectrophotometer (DeNovix Inc., Wilmington, USA). 
A LightCycler FastStart DNA Master HybProbe (Roche 
Diagnostics, Risch-Rotkreuz, Switzerland) assay and 
a LightCycler® 480 instrument for LRP5 gene genotyping 
were used. The LRP5 gene polymorphisms were performed 
using a LightSNiP LRP5 (TIBMolbiol, Berlin, Germany), 
which contained the primers and probes specific for the 
amplified fragment. Polymerase chain reaction (PCR) was 

performed in 10 μL of reaction mixture, according to the 
manufacturer’s protocol, under the following conditions: 
initial denaturation at 95°C for 10 min, 35 cycles (denatur-
ation at 95°C for 10 s, annealing at 60°C for 10 s, elongation 
for 15 s at 72°C, and melting for 30 s at 95°C and 40°C for 
120 s). Polymorphism LRP5 gene sequences were observed 
as different melting curves of PCR products. SPSS Statis-
tics v. 17.0 for Windows (IBM Corp., Armonk, USA) was 
used for statistical analysis. We used the Hardy-Weinberg 
equation to calculate the expected genotype frequencies 
for each polymorphism, which were compared with the ob- 
served values using χ2 test. The expected results are pre-
sented with 95% confidence intervals (CI). We also calcu-
lated the odds ratio (OR) for the genotypes and the alleles. 
Then, we evaluated the effect of the LRP5 polymorphism on  
T-score, Z-score, L2L4AM, L2L4YA, L2L4BMD, BMI, and 
other clinical parameters. A correlation analysis between 
genotypes and clinical parameters using one-way analy-
sis of variance (ANOVA) test was performed. A p-value  
<0.05 was considered statistically significant.

Results

The distribution of genotype frequency is consistent with 
the Hardy-Weinberg equation, both for LRP5 rs312009 
(Tables 1–3) and rs4988321 (Table 3, 4). The χ2 test found 
no statistically significant differences between the val-
ues obtained for the rs312009 (p = 0.334) and rs4988321 

Table 1. Frequency of the genotype and allele of the LRP5 rs312009 polymorphism in women with osteopenia and the controls

Genotype/
allele

Osteopenia Controls
OR 95% CI p-valueobserved value

n [%]
expected value

[%]
observed value

n [%]
expected value

[%]

CC 76 (69.7) 68.9 141 (60.5) 61.6 1.50 0.90–2.53 0.06

CT 29 (26.6) 28.2 84 (36.1) 33.8 0.64 0.37–1.09 0.05

TT 4 (3.7) 2.9 8 (3.4) 4.6 1.09 0.23–4.11 0.57

Total 109 (100) 100 233 (100) 100 – – –

C 181 (83) – 366 (78.5) – 1.34 0.87–2.09 0.10

T 37 (17) – 100 (21.5) – 0.75 0.48–1.15 0.10

Total 218 (100) – 466 (100) – – – –

Table 2. Frequency of the genotype and allele of the LRP5 rs312009 polymorphism in women with osteoporosis and the controls

Genotype/
allele

Osteoporosis Controls
OR 95% CI p-valueobserved value

n [%]
expected value

[%]
observed value

n [%]
expected value

[%]

CC 196 (58.9) 59.6 141 (60.5) 61.6 0.93 0.65–1.33 0.38

CT 122 (36.6) 35.2 84 (36.1) 33.8 1.02 0.71–1.48 0.48

TT 15 (4.5) 5.2 8 (3.4) 4.6 1.33 0.52–3.68 0.34

Total 333 (100) 100 233 (100) 100 – – –

C 514 (77.2) – 366 (78.5) – 0.92 0.69–1.24 0.32

T 152 (22.8) – 100 (21.5) – 1.08 0.81–1.46 0.32

Total 666 (100) – 466 (100) – – – –

OR – odds ratio; CI – confidence interval.

OR – odds ratio; CI – confidence interval.
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(p = 0.179) study groups. An analysis of genotype frequency 
for the LRP5 rs312009 polymorphism in women with os-
teopenia and osteoporosis and the controls revealed no 
statistically significant differences. No statistically sig-
nificant differences were noted for allele frequency either 
(Tables 1, 2).

Increased OR values in heterozygotes for rs4988321 
were noted in women with both osteopenia (OR = 1.47, 
95% CI = 0.57–3.63, p = 0.24) and osteoporosis (OR = 1.33,  
95% CI = 0.67–2.75, p = 0.24). In light of the sample size 
of our study, the OR for the AA genotype could not be 
established due to its relatively low incidence in the popu-
lation. Increased OR values for the A allele were found 
in women with osteopenia (OR = 1.75, 95% CI = 0.73–4.09, 
p = 0.11) and osteoporosis (OR = 1.32, 95% CI = 0.67–2.69, 
p = 0.25) (Tables 3, 4). The genotype analysis for both LRP5 
polymorphisms revealed no statistically significant corre-
lations in clinical features between the groups of women. 
Furthermore, characteristics of the study population (peri-
menopausal women with osteopenia, osteoporosis and 
normal T-scores) are presented in Table 5.

Discussion

The analyses of the genetic background of osteoporosis 
have indicated a relationship between a mutation in the 
11q12-13 locus, the same one where the LRP5 gene is lo-
cated, and the incidence of osteoporosis-pseudoglioma 
syndrome (OPPG), autosomal dominant phenotype of high 

bone mass (HBM) and autosomal dominant osteoporosis 
type I.15 Polymorphic variants, including Val667Met, have 
been suggested as being associated with BMD and the 
risk for fracture of various intensity and effect in different 
populations, which was confirmed by numerous multi-
center studies.14 The aim of our study was to evaluate the 
frequency of the polymorphisms in the LRP5 gene in Polish 
postmenopausal women with osteopenia, osteoporosis, 
and normal T-scores, as well as to assess a possible rela-
tionship between genotypes and BMD values and other 
clinical features.

An analysis of genotype and allele frequency for the LRP5 
rs312009 polymorphism in women with osteopenia and 
osteoporosis and healthy controls revealed no statistically 
significant differences. An earlier study by Agueda et al.  
postulated a  link between BMD of  the lumbar region 
of  the spine and SNP LRP5 rs312009.16 A  nucleotide 
change (SNP rs312009) was proved to be located in the 
LRP5 5’ region at the RUNX2 binding site. The rs312009-
dependent variability was experimentally confirmed in  
2 osteoblastic cell lines, with higher transcription activity 
in the T allele as compared to the C allele. In vitro studies 
found the mRNA LRP5 value to be RUNX2-dependent, 
thus proving a link between 2 bone-regulating systems 
– the RUNX2 transcription-factor cascade and the Wnt 
signaling pathway.17 Panach et al. found significantly low-
er L2–L4 BMD values in women with the CC genotype, 
and elevated risk for osteoporosis as compared to TT 
and CT.18

Table 3. Frequency of the genotype and allele of the LRP5 rs4988321 polymorphism in women with osteopenia and the controls

Genotype/
allele

Osteopenia Controls
OR 95% CI p-valueobserved value

n [%]
expected value

[%]
observed value

n [%]
expected value

[%]

GG 98 (89.9) 89.3 1,218 (93.6) 93.7 0.61 0.25–1.54 0.17

GA 10 (9.2) 10.4 15 (6.4) 6.2 1.47 0.57–3.63 0.24

AA 1 (0.9) 0.3 0 0.1 – – –

Total 109 (100) 100 233 (100) 100 – – –

G 206 (94.5) – 451 (96.8) – 0.57 0.24–1.36 0.11

A 12 (5.5) – 15 (3.2) – 1.75 0.73–4.09 0.11

Total 218 (100) – 466 (100) – – – –

Table 4. Frequency of the genotype and allele of the LRP5 rs4988321 polymorphism in women with osteoporosis and the controls

Genotype/
allele

Osteoporosis Controls
OR 95% CI p-valueobserved value

n [%]
expected value

[%]
observed value

n [%]
expected value

[%]

GG 305 (91.6) 91.8 218 (93.6) 93.7 0.75 0.36–1.49 0.24

GA 28 (8.4) 8.0 15 (6.4) 6.2 1.33 0.67–2.75 0.24

AA 0 0.2 0 0.1 – – –

Total 333 (100) 100 233 (100) 100 – – –

G 638 (95.8) – 451 (96.8) – 0.76 0.37–1.49 0.25

A 28 (4.2) – 15 (3.2) – 1.32 0.67–2.69 0.25

Total 666 (100) – 466 (100) – – – –

OR – odds ratio; CI – confidence interval.

OR – odds ratio; CI – confidence interval.
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Table 5. Characteristics of the study population (perimenopausal women with osteopenia, osteoporosis and normal T-scores)

Parameter p-value Mean SEM
95% CI

lower limit upper limit

T-score

osteopenia
osteoporosis

controls
total

<0.001b –3.1640
0.0779

–1.8138

0.05627
0.11321

0.08072

–1.9072
–3.2757
–0.1482
–1.9727

–1.7530
–3.0522
0.3040

–1.6549

Z-score

osteopenia
osteoporosis

controls
total

0.117a

<0.001b
–0.8448
–3.5691
0.6425

–1.6696

0.08470
1.94626
0.19620
0.81499

–1.0143
–7.4572
0.2423

–3.2794

–0.6754
0.3190
1.0427

–0.0597

Weight 
[kg]

osteopenia
osteoporosis

controls
total

0.026a

0.001b
65.1721
61.2088
68.7273
64.7204

0.99502
0.93755
1.49288
0.65801

63.2022
59.3462
65.7458
63.4251

67.1420
63.0714
71.7088
66.0157

Height
[cm]

osteopenia
osteoporosis

controls
total

0.08a

0.01b
162.6311
160.2527
163.0758
161.9606

0.45083
0.52869
0.73612
0.32149

161.7386
159.2024
161.6056
161.3277

163.5237
161.3031
164.5459
162.5934

BMI

osteopenia
osteoporosis

controls
total

0.04a

0.04b
24.6445
23.7879
25.8802
24.6574

0.35747
0.31784
0.55665
0.23299

23.9368
23.1564
24.7685
24.1988

25.3522
24.4193
26.9919
25.1161

Age 
[years]

osteopenia
osteoporosis

controls
total

0.54a

0.014b
53.2377
56.0643
53.3788
54.4726

0.73506
0.74650
1.01176
0.47138

51.7825
54.5883
51.3582
53.5452

54.6930
57.5403
55.3994
55.3999

Birth weight 
[g]

osteopenia
osteoporosis

controls
total

0.026a

0.005b
3,226.7857
3,141.2500
3,628.9474
3,326.3492

77.68484
134.07981
110.29173
63.20235

3,067.3896
2,855.4656
3,397.2330
3,200.0095

3,386.1818
3,427.0344
3,860.6617
3,452.6889

Years  
of reproduction

osteopenia
osteoporosis

controls
total

0.724a

0.528b
36.2000
35.6154
36.3750
35.9936

0.63682
0.62160
0.94586
0.40144

34.9257
34.3736
34.4459
35.2007

37.4743
36.8572
38.3041
36.7866

Age of first 
menstruation

osteopenia
osteoporosis

controls
total

0.636a

0.754b
13.1167
12.9385
13.3750
13.0955

0.30908
0.26843
0.33224
0.17517

12.4982
12.4022
12.6974
12.7495

13.7351
13.4747
14.0526
13.4416

Age of last 
menstruation

osteopenia
osteoporosis

controls
total

0.069a

0.058b
49.2099
48.1585
50.1707

48.9804

0.49588
0.54804
0.68512
0.32876

48.2230
47.0681
48.7860
48.3322

50.1967
49.2490
51.5554
49.6286

Number  
of pregnancies

osteopenia
osteoporosis

controls
total

0.869a

0.902b
1.8852
1.9560
1.9394
1.9211

0.09821
0.13525
0.14940
0.07075

1.6908
1.6873
1.6410
1.7819

2.0797
2.2247
2.2378
2.0604

Years  
after menopause

osteopenia
osteoporosis

controls
total

0.854a

0.001b
7.1833

10.6308
7.0313

8.5796

0.77769
0.71305
0.98832
0.48209

5.6272
9.2063
5.0156
7.6273

8.7395
12.0553
9.0469
9.5319

BMD
L2–L4 [g/cm2]

osteopenia
osteoporosis

controls
total

0.986a

0.944b
0.9674
0.9752
0.9694
0.9713

0.02003
0.01495
0.02186
0.01066

0.9276
0.9456
0.9254
0.9503

1.0072
1.0048
1.0133
0.9923

BMD 
L2–L4 YA [%]

osteopenia
osteoporosis

controls
total

0.965a

0.982b
80.9022
81.2783
81.0204
81.0938

1.71939
1.24077
1.77293
0.89537

77.4868
78.8203
77.4557
79.3305

84.3175
83.7362
84.5851
82.8570

BMD L2–L4 
AM [%]

osteopenia
osteoporosis

controls
total

0.989a

0.968b
89.1304
89.5043
89.7755
89.4219

1.82717
1.23064
1.93765
0.93156

85.5010
87.0665
85.8796
87.5873

92.7599
91.9422
93.6714
91.2564

CI – confidence interval; ANOVA – analysis of variance; BMD – bone mineral density; BMI – body mass index; SEM – standard error of the mean;  
a comparison between the groups with osteopenia and normal T-scores (one-way ANOVA); b comparison between the groups with osteoporosis  
and normal T-scores (one-way ANOVA).
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In our study, we detected higher OR values in heterozy-
gotes for rs4988321 SNP in women with both osteopenia 
(OR = 1.47, 95% CI = 0.57–3.63, p = 0.24) and osteoporosis 
(OR = 1.33, 95% CI = 0.67–2.75, p = 0.24). We were not able 
to determine the OR for the AA genotype in our groups 
due to its low incidence in the population. Elevated OR val-
ues for the A allele were found in women with osteopenia  
(OR = 1.75, 95% CI = 0.73–4.09, p = 0.11) and osteoporosis 
(OR = 1.32, 95% CI = 0.67–2.69, p = 0.25), which is con-
sistent with the results of the study by van Meurs et al., 
who demonstrated the rs4988321 LRP5 polymorphism 
(Val667Met) to be associated with vertebral fractures and 
lowered BMD values, with the OR for fracture estimated 
at 1.26 (95% CI = 1.08–1.47).14 The rs4988321(A) allele was 
associated with a reduced BMD of the lumbar vertebrae 
(p = 3.3 × 10–8) and of the femoral neck (p = 3.8 × 10–5). 
Similarly, Stathopoulou et al. observed an association be-
tween the rs4988330 polymorphism with the corrected 
BMD value, and the presence of the A allele was connected 
with significantly lower BMD as compared to the GG geno-
type, although a higher calcium intake (>680 mg/day) di-
minished the unfavorable influence of that polymorphism 
on BMD.19 In our study, all BMD values were higher only 
in the heterozygotes from the osteopenia group. Significant 
differences in the genotype distribution of the Val667Met 
(rs4988321) polymorphism were also reported for a popu-
lation of Mexican women.20 Analyses of the LRP5 sequence 
polymorphism have visibly demonstrated ethnicity-related 
variations, as Sassi et al. found no correlation between the 
Val667Met genotype and the development of osteoporo-
sis in Tunisian women.1 Previously, SNP Val667Met had 
been suggested to determine BMD in men as well.21 This 
might be explained by the fact that the polymorphic locus 
is located in the extracellular domain of the receptor, re-
sponsible for Dkk-1 binding, which – being the inhibitor 
of the pathway – might influence Wnt signaling activity.1 
The genetic factor continues to play an important role 
in BMD determination and in the variability of its values 
between individuals. Based on the International HapMap 
Project and GWAS, candidate genes which might modify 
BMD values have been selected. Regardless, despite nu-
merous candidate gene association studies, identification 
of genetic predispositions for osteoporosis continues.13 
The literature offers countless examples that the Lrp5/
Wnt/β-catenin pathway seems to be the main direction 
to establish effective therapies for diseases associated with 
lowered bone mass and increased risk for fractures. At 
present, although the influence of LRP5 and its homo-
logues on BMD seems to be indisputable, the exact details 
of this association continue to be investigated.22,23

References
1. Sassi R, Sahli H, Souissi C, et al. Association of LRP5 genotypes with 

osteoporosis in Tunisian post-menopausal women. BMC Musculo-
skelet Disord. 2014;15:144.

2. Maupin KA, Droscha CJ, Williams BO. A comprehensive overview of 
skeletal phenotypes associated with alterations in Wnt/β-catenin 
signaling in humans and mice. Bone Res. 2013;1(1):27–71.

3. Lara-Castillo N, Johnson ML. LRP receptor family member associat-
ed bone disease. Rev Endocr Metab Disord. 2015;16(2):141–148.

4. Costantini A, Mäkitie O. Value of rare low bone mass diseases for 
osteoporosis genetic. Bonekey Rep. 2016;5:773.

5. Krishnan V, Bryant HU, Macdougald OA. Regulation of bone mass 
by Wnt signaling. J Clin Invest. 2006;116(5):1202–1209.

6. Johnson ML. LRP5 and bone mass regulation: Where are we now? 
Bonekey Rep. 2012;1:1. doi: 10.1038/bonekey.2012

7. Kato M, Patel MS, Levasseur R, et al. Cbfa1-independent decrease 
in osteoblast proliferation, osteopenia, and persistent embryonic 
eye vascularization in mice deficient in Lrp5, a Wnt coreceptor. J Cell 
Biol. 2002;157(2):303–314.

8. Babij P, Zhao W, Small C, et al. High bone mass in mice expressing 
a mutant LRP5 gene. J Bone Miner Res. 2003;18(6):960–974.

9. Akhter MP, Wells DJ, Short SJ, et al. Bone biomechanical properties 
in LRP5 mutant mice. Bone. 2004;35(1):162–169.

10. Liedert A, Röntgen V, Schinke T, et al. Osteoblast-specific Krm2 over-
expression and Lrp5 deficiency have different effects on fracture 
healing in mice. PloS One. 2014;9(7):e103250.

11. Burgers TA, Williams BO. Regulation of Wnt/β-catenin signaling with-
in and from osteocytes. Bone. 2013;54(2):244–249.

12. Wolski H, Drwęska-Matelska N, Seremak-Mrozikiewicz A, Lowicki Z, 
Czerny B. The role of Wnt/β-catenin pathway and LRP5 protein in 
metabolism of bone tissue and osteoporosis etiology [in Polish]. 
Ginekol Pol. 2015;86(4):311–314.

13. Zhang YP, Deng FY, Chen Y, et al. Replication study of candidate 
genes/loci associated with osteoporosis based on genome-wide 
screening. Osteoporos Int. 2010;21(5):785–795.

14. van Meurs JB, Trikalinos TA, Ralston SH, et al. GENOMOS Study. Large-
scale analysis of association between LRP5 and LRP6 variants and 
osteoporosis. JAMA. 2008;299(11):1277–1290.

15. Van Hul E, Gram J, Bollerslev J, et al. Localization of gene causing 
autosomal dominant osteoporosis type I to chromosome 11q12-13. 
J Bone Miner Res. 2002;17(6):1111–1117.

16. Agueda L, Bustamante M, Jurado S. A haplotype-based analysis of 
the LRP5 gene in relation to osteoporosis phenotypes in Spanish 
postmenopausal women. J Bone Miner Res. 2008;23(12):1954–1963.

17. Agueda L, Velázquez-Cruz R, Urreizti R, et al. Functional relevance 
of the BMD-associated polymorphism rs312009: Novel involvement 
of RUNX2 in LRP5 transcriptional regulation. J Bone Miner Res. 2011;26(5):  
1133–1144.

18. Panach L, Mifsut D, Tarin JJ, Cano A, García-Pérez MÁ. Replication 
study of three functional polymorphisms associated with bone min-
eral density in a cohort of Spanish women. J Bone Miner Metab. 2014; 
32(6):691–698.

19. Stathopoulou MG, Dedoussis GV, Trovas G, et al. Low-density lipopro-
tein receptor-related protein 5 polymorphisms are associated with 
bone mineral density in Greek postmenopausal women: An inter-
action with calcium intake. J Am Diet Assoc. 2010;110(7):1078–1083.

20. Falcon-Ramirez E, Casas-Avila L, Cerda-Flores RM, et al. Association 
of LRP5 haplotypes with osteoporosis in Mexican women. Mol Biol 
Rep. 2013;40(3):2705–2710.

21. Grundberg E, Lau EM, Lorentzon M, et al. Large-scale association 
study between two coding LRP5 gene polymorphisms and bone phe-
notypes and fractures in men. Osteoporos Int. 2008;19(6):829–837.

22. Li WF, Hou SX, Yu B, Li MM, Férec C, Chen JM. Genetics of osteo-
porosis: Accelerating pace in gene identification and validation.  
Hum Genet. 2010;127(3):249–285.

23. Kumar J, Swanberg M, McGuigan F, Callreus M, Gerdhem P,  
Akesson K. LRP4 association to bone properties and fracture and 
interaction with genes in the Wnt- and BMP signaling pathways. 
Bone. 2011;49(3):343–348. 



Cite as
Szmyrka M, Pokryszko-Dragan A, Słotwiński K, et al. Cognitive 
impairment, event-related potentials and immunological 
status in patients with systemic lupus erythematosus. Adv Clin 
Exp Med. 2019;28(2):185–192. doi:10.17219/acem/76711

DOI
10.17219/acem/76711

Copyright
© 2019 by Wroclaw Medical University 
This is an article distributed under the terms of the 
Creative Commons Attribution Non-Commercial License
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

Address for correspondence
Magdalena Szmyrka
E-mail: magdalena.szmyrka@umed.wroc.pl

Funding sources
Grant No. N N402 267336 obtained from the Com-
mittee for Research of the Polish Ministry of 
Science and Higher Education (KBN).

Conflict of interest
None declared

Received on June 6, 2017
Reviewed on June 27, 2017
Accepted on August 29, 2017

Published online on July 2, 2018

Abstract
Background. Cognitive impairment (CI) is a frequent problem in lupus patients, regardless of their overt 
neuropsychiatric (NP) involvement.

Objectives. The aim of our study was to test cognitive abilities in systemic lupus erythematosus (SLE) patients 
using neuropsychological testing and event-related potentials (ERPs), and to search for their cognitive abilities 
correlations with a wide range of auto-antibodies.

Material and methods. A total of 37 SLE patients were subjected to a battery of neuropsychological 
tests, recommended by the American College of Rheumatology (ACR), and to ERPs. They were also tested 
for a wide range of auto-antibodies (anti-cardiolipin (aCL), anti-β2-glycoprotein I (anti-β2-GPI), lupus an-
ticoagulant, anti-dsDNA, anti-nucleosome, anti-ribosomal P (anti-Rib-P), anti-ganglioside, anti-Ro/SS-A, 
and anti-La/SS-B.

Results. Cognitive impairment was found in 35% of patients, mostly with NP SLE (NPSLE), and was associ-
ated with higher disease activity, measured by the SLE Disease Activity Index (SLEDAI), and with a longer 
duration of central nervous system (CNS) involvement. There were no differences in the immunological 
status between CI patients and those without cognitive decline, but some antibodies were correlated with 
worse results in certain neuropsychological tests (anti-dsDNA and worse results of Rey Complex Figure Test 
– RCFTc for copying and RCFTr for recall, and of verbal fluency test (VFT); aCL IgG and worse results in Digit 
Span (DS) and in RCFTc). Event-related potentials showed prolonged N200 and P300 latencies in SLE patients 
in comparison to controls, but no differences were found between SLE and NPSLE patients. Mean P300 latency 
was significantly longer in patients without anti-nucleosome antibodies.

Conclusions. Event-related potentials can be used as a complementary tool in assessing CI in SLE patients. 
The immunological status of patients with CI did not differ from that of patients without cognitive problems.

Key words: systemic lupus erythematosus, cognitive impairment, auto-antibodies, event-related potentials
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Introduction

Systemic lupus erythematosus (SLE) is a chronic auto-
immune disease with a  heterogenous clinical picture. 
Nervous system involvement is frequently observed, af-
fecting 14–75% of patients. In 1999, the American College 
of Rheumatology (ACR) proposed the nomenclature and 
definitions of 19 neuropsychiatric (NP) syndromes in SLE.1 
One of the most frequent neurological problems is cogni-
tive impairment (CI).

Cognitive impairment may concern a various extent 
of particular domains, such as memory, executive func-
tion, visuospatial abilities, and others. It is characterized 
by a fluctuating course and may be affected by other factors 
(especially depression, fatigue and pain). Cognitive impair-
ment has been observed both in patients with previous NP  
involvement in the course of neuropsychiatric SLE (NPSLE) 
and in patients without overt central nervous system (CNS) 
disease.

Over the past decade, there has been growing interest 
in cognitive dysfunction in SLE patients. Since 1999, ACR 
has recommended a battery of neuropsychological tests, 
validated by Kozora et al. in 2004 and dedicated to this 
particular group of patients, covering the cognitive do-
mains most frequently affected in the course of SLE.1,2 
Apart from neuropsychological measures, event-related 
potentials (ERPs) are also considered a useful tool in an ob-
jective assessment of cognitive abilities. However, ERPs 
parameters as an electrophysiological index of cognitive 
function have rarely been investigated in SLE patients.3–6

The relationship between different auto-antibodies and 
NP syndromes in SLE remains a matter under investiga-
tion. Some auto-antibodies, such as antiphospholipid, are 
widely associated with nervous system involvement, while 
others (e.g., anti-Rib-P and anti-gangliosides) have been the 
subject of only a few studies and with equivocal results.

The purpose of our study was to use neuropsychologi-
cal testing and ERPs in order to evaluate cognitive func-
tions in SLE patients regarding their NPSLE status. We 
also aimed to analyze the relationships between cogni-
tive performance and SLE clinical activity, as well as the 
immunological status of patients, including a wide range 
of auto-antibodies.

Material and methods

Patients

Thirty-seven patients (all Caucasian, 35 females, 2 males, 
aged 18–60 years, mean age: 38.3 years) were enrolled 
in the study (Table 1). All the patients fulfilled the 1997 
updated ACR criteria for the diagnosis of SLE.7,8 Patients 
were recruited from the Department of Rheumatology and 
Internal Diseases of Wroclaw Medical University, Poland. 
Subjects with a known history of comorbid neurological 

or psychiatric disorders not associated with SLE, with 
a history of substance abuse or with learning disability 
were excluded from the study. The control group consisted 
of 30 healthy volunteers, matched for age, gender and edu-
cation level with the SLE patients.

The study was approved by the Bioethics Committee 
of Wroclaw Medical University (No. KB-117/2008) and car-
ried out in accordance with the Helsinki protocol. Patients 
were enrolled after they had provided informed written 
consent.

Clinical assessment

Clinical assessment included the history based on medi-
cal records and physical examination. The following data 
was collected: disease duration, duration of CNS involve-
ment and disease activity measured with the SLE Disease 
Activity Index (SLEDAI). In SLE patients, NP involvement 
was diagnosed in accordance with ACR nomenclature and 
case definitions.1 Information on current and past medica-
tion was obtained.

Neuropsychological tests

To evaluate the patients’ cognitive performance, the fol-
lowing neuropsychological tests were carried out: Audi-
tory Verbal Learning Test (AVLT) – assessing short-term 
memory and the ability to learn new verbal material; Trail 
Making Test (TMT) – a measure of psychomotor speed, 
visuospatial operating memory and attention shifting; Rey 
Complex Figure Test (copying – RCFTc; recall – RCFTr) 
– evaluating visuospatial abilities, memory, attention, plan-
ning, working non-verbal memory, and executive func-
tions; Digit Span (DS) from the Wechsler Adult Intelligence 
Scale (WAIS-R) – testing direct auditory memory and op-
erating memory; Verbal Fluency Test (VFT; generating lists 
of words starting with K and belonging to the category 
“animals”) – assessing categorization abilities and execu-
tive functions; and Stroop Test (ST) – as a measure of at-
tention concentration and divisibility. From the battery 
recommended by ACR, we chose tests available in Polish 

Table 1. Demographic and clinical characteristics of patients with 
systemic lupus erythematosus (SLE)

Characteristic Patients (n = 37)

Age [years] 18–60 (mean 38.3)

Gender 35 females, 2 males

Disease duration [years] 3–31 (mean 10) 

NPSLE 24

Non-NPSLE 13

Mean NPSLE duration [years] 6

SLEDAI score 0–16 (mean 9.59)

Active NPSLE 14

NPSLE – neuropsychiatric systemic lupus erythematosus; SLEDAI 
– systemic lupus erythematosus Disease Activity Index.
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versions with adequate normative data. The Beck Depres-
sion Inventory (BDI) was applied to estimate the levels 
of depression. All the tests were explained to the subjects, 
administered and evaluated by a neuropsychologist, and 
the results were referred to normative age-adjusted values.

The  tests were classified according to  the assessed 
cognitive domains: AVLT, DS and RCFTr as a measure 
of memory; TMT, VFT, ST – as a measure of attention 
and executive functions; and RCFTc – as a measure of vi-
suospatial skills. Those subjects who scored worse than 
the normative values in the tests representing at least 2 
of these 3 cognitive domains were assigned as cognitively 
impaired. In addition, z-scores were calculated for the re-
sults of particular tests and they were averaged for the tests 
representing particular cognitive domains.

Event-related potentials

Auditory ERPs were elicited using the “oddball para-
digm”, with target stimuli randomly interspersed among 
non-target ones. Auditory stimuli were tones of 70 dB in-
tensity and 200 ms duration. The target tones (high fre-
quency: 2 kHz) accounted for 20% of the time of each trial 
and the non-target tones (low frequency: 1 kHz) for 80% 
of the time. The subjects lay awake in a semi-darkened 
room and were asked to count the target stimuli quietly 
in their heads. Event-related potentials were recorded in Fz, 
Cz and Pz (points on the skull surface according to the In-
ternational 10–20 system of EEG/SEP recording) according 
to the 10–20 system, with reference to linked earlobes and 
with a forearm ground. Ag/AgCl surface electrodes were 
used and their impedance was maintained below 5 kΩ. 
The responses were analyzed with a Nicolet 1000 Viking 
(Natus Medical Inc., Pleasanton, USA), with a 0.30/s, 70 Hz 
bandpass filter, a sweep time of 1000 ms and a pre-stimulus 
baseline of 250 ms. At least 30 target trials were averaged 
in each run. Two runs were performed for every subject. 
P300 was identified as the positive component with a la-
tency of 300–500 ms and N200 as the negative component 
with a latency of 180–300 ms after the start of the stimulus. 
The latencies and amplitudes (“peak to baseline”) of P300 
and N200 were determined.

The neuropsychological tests and ERPs in the patients 
were performed on the same day, in morning hours.

Antibodies

The auto-antibodies tested in patient sera included: antinu-
clear antibodies, anti-dsDNA antibodies, anti-nucleosome 
antibodies, anti-cardiolipin antibodies (aCL) IgG and IgM 
isotypes, anti-β2-glycoprotein I antibodies (anti-β2-GPI)  
IgM and IgG isotypes, anti-β2-GPI/oxLDL IgG and IgM 
antibodies, anti-ribosomal P  antibodies (anti-Rib-P),  
anti-ganglioside antibodies, anti-Ro/SS-A, anti-La/SS-B,  
and lupus anticoagulant. We also evaluated the level 
of the following cytokines: interleukin (IL)-6, IL-10 (R&D 

Systems, Minneapolis, USA) and IL-17 (Diaclone SAS, Be-
sançon, France). Anti-dsDNA, anti-nucleosome antibodies, 
aCL, anti-β2-GPI, and anti-Rib-P antibodies were tested 
with the enzyme-linked immunosorbent assay (ELISA) 
method (EUROIMMUN, Lübeck, Germany), anti-gangli-
oside with a dot blot test (EUROIMMUN), anti-Ro/SS-A  
and anti-La/SS-B with the ELISA method by Inova Health 
System (Falls Church, USA). All the tests were performed 
according to  the manufacturers’ recommendations. 
The lupus anticoagulant levels were measured with ac-
tivated thromboplastin time, kaolin clotting time and di-
luted Russel viper venom time.

Statistical analysis

The subgroup of CI patients was compared with those 
without CI with regard to disease-related variables (dura-
tion of SLE, duration of CNS involvement, NPSLE criteria, 
SLEDAI score, dose of corticosteroids used) and all the 
studied immunological parameters. Potential relationships 
were also investigated between z-scores (for particular 
tests and cognitive domains), disease-related variables and 
immunological parameters.

The level of depression was referred to cognitive perfor-
mance and immunological parameters.

The ERPs parameters in the SLE patients were analyzed 
in comparison to the controls. They were referred to dis-
ease-related variables and immunological parameters.

Parameters in groups were expressed as median and 
quartiles or as mean, median, quartiles, and standard de-
viation (SD). The statistical significance between means 
for different groups was calculated with the one-way 
analysis of variance (ANOVA), or alternatively by using 
the non-parametric Kruskal-Wallis test, when the vari-
ances in groups were not homogeneous (the homogeneity 
of variance was determined with Bartlett’s test) or when 
the number of cases was too small. The statistical signifi-
cance between frequencies was calculated with the χ2 test 
with Yates’s correction or, if the expected value was <5, 
with the Fisher’s exact test.

Relationships between 2 parameters were assessed using 
a correlation analysis and Pearson’s correlation coefficients 
were calculated.

A p-value <0.05 was required to reject the null hypoth-
esis. Statistical analysis was performed using the EPIINFO 
v. 3.5.2 (December 17, 2010) software package (CDC, At-
lanta, USA).

Results

In SLE patients, the disease duration was 3–31 years 
(mean: 10 years). The SLEDAI score ranged from 0 to 16 
(mean: 9.59). There were 24 patients with NP involvement 
and 13 non-NPSLE patients. The mean duration of NP 
involvement was 6  years. Active NP symptoms were 
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diagnosed in 14 patients. The most common NP manifesta-
tions were mood disorders – mainly depression – in 18 pa-
tients; cerebrovascular disease (stroke or transient ischemic 
attack – TIA, or cerebral sinus thrombosis) was recognized 
in 7 patients, seizures in 4 patients, psychosis in 4 patients, 
polyneuropathy in 3 patients, cranial neuropathy in 2 pa-
tients, acute confusional state in 2 patients, and severe 
headache in 1 patient. More than 1 NP manifestation was 
diagnosed in 12 patients. All the patients were treated 
with corticosteroids; the mean dose used was 15 mg/day 
of prednisone.

Antibodies

Auto-antibodies and the cytokine status were evaluated 
in all the patients. Elevated levels of IL-6 were detected 
in 4 patients (10.8%), of IL-10 in 14 patients (37.8%) and 
of IL-17 in 10 patients (27%).

Anti-dsDNA antibodies were detected in 14 patients 
(38%), anti-Rib-P antibodies in 4 patients (11%) and anti-
nucleosome antibodies in 18 patients (49%). Anti-phos-
pholipid (APL) antibodies in medium and high titers were 
as follows: aCL IgG were detected in 15 patients (40.5%),  
aCL IgM in  10 (27%), anti-β2-GPI IgG in  4 (11%), and  
anti-β2-GPI IgM in 10 (27%). Lupus anticoagulant was de-
tected in 9 patients (24%). Anti-ganglioside antibodies were 
detected in 12 patients (32%), anti-Ro/SSA antibodies in 16 pa-
tients (43%) and anti-La/SSB antibodies in 10 patients (27%).

Neuropsychological tests  
– cognitive impairment

In SLE patients, 21 subjects had abnormal scores in AVLT 
(25 in the delayed part of AVLT), 22 in TMT, 14 in DS,  
7 in  RCFTc, 13 in  RCFTr, 25 in  VFTl (VFT-letter),  
14 in VFTs (VFT-sematic), and 4 in ST.

Fifteen patients showed impaired performance in at 
least 2 tests evaluating memory (AVLT, DS, RCFTr), 
19 in  the field of  attention and executive functions 
(TMT, VF, ST) and 4 presented with impaired visuo-
spatial skills (RCFTc). Overall, 13 subjects (35%) who 
showed deficits in  at least 2 of  these cognitive do-
mains were assigned to  the cognitively impaired (CI) 
subgroup. The  CI subgroup, in  comparison to  the re-
maining patients, showed significantly higher SLEDAI  
scores (12.7 ±6.44 vs 7.8 ±4.4, respectively; p = 0.01). Among 
CI patients, 10 subjects fulfilled the criteria for NPSLE 
and 3 did not. Neuropsychiatric SLE patients with CI had 
a significantly longer duration of CNS involvement than 
those without CI (8 ±5 years vs 4 ±2 years, respectively; 
p = 0.01). There were no significant differences between 
patients with or without CI in terms of the duration of the 
disease, dose of corticosteroids, BDI score, or diagnosed 
depression.

Analyzing the relationships between z-scores for the 
neuropsychological tests and disease-related variables, we 
found a significant correlation between the z-score for the 
delayed part of AVLT and the SLEDAI results (R = 0.42, 
p = 0.006). No other significant relationships were found.

The subgroups with and without CI did not differ in the 
presence of particular auto-antibodies/cytokines. Several 
significant correlations were found between immunologi-
cal markers and z-scores for particular neuropsychologi-
cal tests. Patients with higher levels of IL-17 had higher  
z-scores (and worse results) for DS and RCFTc. Those with 
detectable anti-dsDNA antibodies had higher z-scores (and 
worse results) for RCFTc, RCFTr and VFT. The patients 
positive for anti-β2-GPI/oxLDL IgM antibodies showed 
lower z-scores (and worse results) for TMT. Those positive 
for ACL IgG antibodies had higher z-scores (and worse 
results) for DS and RCFTc (Table 2).

Table 2. Comparison of z-scores for neuropsychological tests between the subgroups of SLE patients with positive (+) or negative (−) immunological 
parameters

Parameters DS z-score
median (quartiles)

RCFTc z-score
median (quartiles)

RCFTr z-score
median (quartiles)

TMT z-score
median (quartiles)

VFT z-score
median (quartiles)

IL-17 (+) 1.132 (0.698–1.363) 0.522 (0.489–0.522) 1.261 (0.478–1.390) 0.485 (0.225–0.840) 0.748 (0.683–0.896)

IL-17 (−) 0.665 (0.300–0965) 0.185 (0.185–0.522) 0.603 (0.245–1.089) 0.799 (0.544–1.017) 0.534 (0.255–1.323)

p-value* 0.044 0.026 0.070 0.068 0.720

Anti-dsDNA (+) 0.965 (0.633–1.363) 0.522 (0.489–0.522) 1.321 (0.727–1.450) 0.691 (0.383–0.856) 0.896 (0.683–1.323)

Anti-dsDNA (−) 0.698 (0.300–1.030) 0.185 (0.185–0.522) 0.478 (0.245–1.020) 0.441 (0.256–0.835) 0.469 (0.255–0.896)

p-value* 0.260 0.017 0.003 0.230 0.021

oxLDL/β2 IgM (+) 0.965 (0.365–1.298) 0.185 (0.185–0.522) 0.486 (0.245–1.321) 0.370 (0.218–0.630) 0.427 (0.255–0.683)

oxLDL/β2 IgM (−) 0.698 (0.365–1.030) 0.522 (0.185–0.522) 0.603 (0.366–1.201) 0.609 (0.317–0.918) 0.896 (0.386–1.323)

p-value* 0.520 0.180 0.660 0.049 0.090

aCL IgG (+) 1.298 (0.633–1.363) 0.522 (0.185–0.522) 1.201 (0.478–1.390) 0.671 (0.256–0.856) 0.683 (0.469–1.323)

aCL IgG (−) 0.698 (0.300–0.965) 0.489 (0.185–0.522) 0.478 (0.306–1.080) 0.441 (0.297–0.835) 0.683 (0.255–1.026)

p-value* 0.038 0.250 0.030 0.720 0.310

SLE – systemic lupus erythematosus; IL-17 – interleukin-17; DS – Digit Span; RCFTc – Rey Complex Figure Test (copying); RCFTr – Rey Complex Figure Test 
(recall); TMT – Trail Making Test; VFT – Verbal Fluency Test; * Kruskal-Wallis test; p-values in bold are statistically significant.
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Event-related potentials

The mean values for N200 and P300 latencies were sig-
nificantly greater in SLE patients than in controls (Table 3). 
No significant differences were found for P300 amplitude, 
but there was a trend toward a higher N200 amplitude 
in SLE patients in comparison to controls. Abnormalities 
were found in 35% of SLE patients in terms of N200 (pro-
longed latency) and in 62.5% in terms of P300 (lack of the 
P300 component in 1 subject, prolonged latency and/or 
lowered amplitude in 24).

Within the NPSLE subgroup, abnormalities were found 
in 56% of N200 and in 68.7% of P300, while 18.7% had no 

ERPs abnormalities. Within the non-NPSLE subgroup, 
28.6% presented with abnormal N200 and 62% with abnor-
mal P300 parameters, while 33% had no ERPs abnormali-
ties. The mean values of both N200 and P300 parameters 
did not differ significantly between the NPSLE and non-
NPSLE subgroups, even after controlling for depression 
(Table 3).

There was a trend (but not significant, p = 0.06) toward 
longer N200 latency in the subgroup of patients with less 
active disease (SLEDAI <6), but no other relationships were 
found between the SLEDAI scores and ERPs parameters.

Mean P300 latency was significantly longer in the sub-
group of  patients with an  absence of  anti-nucleosome 

Table 3. Comparison of the N200 and P300 parameters between patients with SLE and controls (A), NPSLE and non-NPSLE and patients with SLEDAI >6 
and <6 (B)

Parameters Controls
mean median (quartiles) SD

SLE patients
mean median (quartiles) SD p-value

N200 Fz lat 209.6 205.0 (197.0–220.0) 22.1 224.8 223.0 (205.0–238.0) 30.1 0.0177*

N200 Fz ampl 4.25 3.60 (1.90–5.80) 2.97 5.86 5.20 (1.40–8.40) 4.41 0.203**

N200 Cz lat 208.0 204.0 (196.0–217.0) 21.5 223.1 221.0 (202.0–237.0) 31.0 0.0193*

N200 Cz ampl 3.38 2.10 (1.20–4.40) 2.98 5.17 3.90 (2.30–7.90) 3.66 0.0235**

N200 Pz lat 209.0 205.0 (19.0–219.0) 21.1 223.9 220.0 (204.0–235.0) 31.4 0.0216*

N200 Pz ampl 2.38 1.80 (1.00–3.00) 2.20 4.16 3.50 (1.60–6.10) 3.19 0.0073**

P300 Fz lat 320.6 323.0 (310.0–335.0) 22.5 347.8 349.5 (333.0–366.5) 31.1 0.00008*

P300 Fz ampl 7.30 6.40 (4.00–9.40) 4.49 5.69 5.75 (4.10–7.25) 2.82 0.190**

P300 Cz lat 321.6 326.0 (309.0–335.0) 23.1 348.4 352.5 (333.0–372.5) 32.3 0.00015*

P300 Cz ampl 8.30 8.30 (5.30–9.20) 4.26 7.26 7.45 (4.45–9.50) 3.64 0.271*

P300 Pz lat 324.1 324.0 (307.0–339.0) 24.1 350.5 353.0 (338.0–373.0) 30.6 0.00014*

P300 Pz ampl 8.60 7.60 (5.90–10.70) 4.18 8.52 8.25 (4.35–11.10) 4.71 0.944*

SLE – systemic lupus erythematosus; SD – standard deviation; NPSLE – neuropsychiatric systemic lupus erythematosus; SLEDAI – systemic lupus 
erythematosus Disease Activity Index; lat – latency; ampl – amplitude; Fz, Cz, Pz – points on the skull surface according to the International 10–20 system  
of EEG/SEP recording; * analysis of variance (ANOVA); ** Kruskal-Wallis test; p-values in bold are statistically significant.

Parameters
NPSLE subgroup

(n = 16)
median (quartiles)

Non-NPSLE subgroup
(n = 21)

median (quartiles)
p-value*

SLEDAI <6
(n = 11)

median (quartiles)

SLEDAI >6
(n = 26)

median (quartiles)
p-value*

N200 Fz lat 222.0 (203.5–247.0) 223.0 (210.0–226.0) 0.297 231.0 (223.0–253.0) 216.5 (203.0–233.0) 0.0580

N200 Fz ampl 4.80 (2.00–8.25) 5.20 (1.30–0.40) 0.854 5.20 (3.50–10.40) 4.70 (1.30–8.40) 0.506

N200 Cz lat 221.0 (198.5–244.5) 219.0 (210.0–226.0) 0.263 230.0 (215.0–251.0) 213.5 (198.0–233.0) 0.0650

N200 Cz ampl 3.85 (2.00–7.70) 4.20 (2.60–7.90) 0.759 5.20 (1.80–7.90) 3.85 (2.30–7.90) 0.842

N200 Pz lat 221.5 (200.5–253.0) 219.0 (210.0–228.0) 0.244 232.0 (215.0–270.0) 214.5 (200.0–233.0) 0.0753

N200 Pz ampl 2.70 (1.50–5.80) 4.00 (1.60–6.10) 0.783 2.90 (1.20–7.00) 3.60 (1.60–6.10) 0.947

P300 Fz lat 357.0 (334.0–374.0) 349.0 (332.0–358.0) 0.949 349.0 (319.0–378.0) 350.0 (334.0–363.0) 0.959

P300 Fz ampl 4.80 (3.40–7.20) 6.20 (4.90–7.30) 0.911 4.40 (4.40–7.30) 6.30 (4.40–7.20) 0.319

P300 Cz lat 356.0 (332.0–376.0) 350.0 (334.0–357.0) 0.974 352.0 (319.0–378.0) 353.0 (334.0–360.0) 0.945

P300 Cz ampl 5.40 (3.40–8.90) 8.90 (6.40–10.20) 0.531 4.30 (4.30–9.80) 8.40 (5.00–9.30) 0.303

P300 Pz lat 357.0 (339.0–376.0) 352.0 (337.0–356.0) 0.860 353.0 (321.0–376.0) 353.0 (339.0–364.0) 0.757

P300 Pz ampl 7.40 (3.60–10.20) 10.0 (7.6–12.6) 0.386 4.80 (4.80–10.20) 8.50 (6.70–11.60) 0.192

NPSLE – neuropsychiatric systemic lupus erythematosus; SLEDAI – systemic lupus erythematosus Disease Activity Index; lat – latency; ampl – amplitude;  
Fz, Cz, Pz – points on the skull surface according to the International 10–20 system of EEG/SEP recording; * Kruskal-Wallis test; p-values in bold are 
statistically significant.

A

B
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antibodies (Fz: 360 ms, Cz: 362 ms and Pz: 364.3 ms vs 
333.1 ms, 332.4 ms and 334.9 ms, respectively; p = 0.01). 
No other significant relationships were found between the 
ERPs parameters and immunological findings.

No correlations were found between the ERPs param-
eters and the duration of the disease, duration of CNS 
involvement in NPSLE patients or dose of corticosteroids.

Discussion

Neuropsychological assessment revealed CI (with at least 
2 cognitive domains affected) in 35% of our SLE patients. 
A similar frequency of CI in the course of SLE was reported 
by some authors, while both higher and lower values were 
also described.2,4,9–15 Our patients showed impaired perfor-
mance mainly within the domains of memory (especially 
verbal), verbal fluency, attention, and executive functions, 
with visuospatial skills apparently being least affected. 
These findings are consistent with some studies on the 
subject, although other authors have found a predominant 
decline in the visuospatial domain or have shown that all 
cognitive domains have been similarly compromised.11–20 

Such a range of conclusions may be attributed to the dif-
ferent tests administered and the only recent application 
of specific nomenclature in this field in SLE.16 Therefore, 
we chose the tests from the battery recommended by ACR, 
where adequate normative data is available.1

The majority of CI patients in our material fulfilled the 
criteria for NPSLE and they had a longer duration of CNS 
involvement than NPSLE subjects without CI. However, 
impaired cognitive performance (within at least 1 of the 
domains tested) was also found in non-NPSLE patients. 
Most authors agree that CI is more pronounced and more 
common in NPSLE, but may occur even in the absence 
of  overt neurological and psychiatric symptoms.4,19–22 
It is a matter of debate whether CI can appear irrespec-
tive of clinically diagnosed CNS involvement or perhaps 
may precede other NPSLE features.12,23

Cognitive performance is claimed to be affected in its 
course by SLE activity and chronic CNS damage. We found 
higher SLEDAI scores in CI subjects, but without differ-
ences in the duration of the disease. Among particular 
neuropsychological tests, only the z-score for the delayed 
part of AVLT (a measure for long-term verbal memory) 
correlated significantly with the SLEDAI score. Systemic 
lupus erythematosus Disease Activity Index has been sug-
gested as an independent predictor of CI and has been 
reported to correlate with the Global Cognitive Index as 
well as the tests measuring attention and executive do-
mains.16,24 Although in some studies, the relationships 
between SLEDAI and cognitive performance have been 
denied, this may be attributed to the heterogeneity of SLE 
patients.13 The activity of the disease is associated with  
therapeutic strategies. All our patients were treated  
with corticosteroids, but no correlations were found 

between the medication dosage and cognitive perfor-
mance, which is consistent with the majority of studies 
in this field.4,13,15,17 Cognitive impairment has been de-
scribed as a side effect of recent corticosteroid treatment, 
but its occurrence during regular corticosteroid use has 
been attributed rather to the severity of the disease itself 
than to any adverse effect of the medication.25,26

Auto-antibodies and cytokines are immunological mark-
ers of SLE. In our SLE patients, APL (especially aCL), anti-nu-
cleosome and anti-dsDNA antibodies were most frequently 
detectable. In other studies on this subject, APL antibodies 
are predominantly associated with CNS involvement, fol-
lowed by anti-NR2 and anti-Rib-P antibodies.10,14,16 Anti-
phospholipids are supposed to modulate neuronal function 
by reacting directly with neurons and affecting them via 
cerebrovascular insufficiency due to thrombosis.16,27 How-
ever, the relationships between the abovementioned auto-
antibodies and cognitive functioning remain a contested 
issue. Some authors have observed associations between the 
presence and level of APL and CI,14,16,28,29 while others have 
not confirmed this.14–16,28–30 Similar discrepancies have been 
found in the case of anti-NR2 antibodies.10,13 We did not find 
any significant differences in terms of the immunological 
status between SLE patients with and without CI. However, 
we found some correlations between immunological findings 
and particular neuropsychological test results assessing non-
verbal memory, attention, visuospatial skills, and executive 
functions. These findings seem especially interesting regard-
ing aCl and anti-dsDNA antibodies, which were among the 
most frequently detected antibodies in the studied group. 
Similar associations between aCl and anti-dsDNA antibodies 
and the performance within visuospatial skills, attention and 
executive function domains were described by Conti et al.  
and Peretti et al.16,17 The presence of these antibodies in SLE 
patients might be indicative of subtle and more selective 
cognitive deficit, and thus be helpful in identifying patients 
requiring a closer follow-up in this field.

As many as 48% of our patients had recognized depres-
sion and 18 had BDI scores indicating mild or moderate 
depressive symptoms. As depression is one of common 
psychiatric manifestations of SLE and can potentially be 
a confounding factor in the assessment of cognitive per-
formance, we considered this fact in the analysis of the 
data.13,31 We divided the patients into the NPSLE and 
non-NPSLE subgroups twice, including and not includ-
ing depression in NPSLE criteria. For both versions, we 
obtained the same results regarding the correlations be-
tween cognitive performance, the ERPs results and the 
NPSLE status. We did not find significant relationships 
between the BDI results or the diagnosis of depression 
and neuropsychological or ERPs measures. Thus, the as-
sociation between cognitive performance and depression 
in our SLE patients could be eliminated, as in the studies 
by Lapteva et al. and Cavaco et al.13,32

The ERPs analysis in our SLE patients showed mainly 
abnormalities of the P300 component. P300 is considered 
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an electrophysiological index of global cognitive function-
ing and – as it is not a source specific potential – its ab-
normalities correspond best with generalized or multifocal 
CNS damage. Prolonged P300 latency in our SLE patients 
suggests slowed information processing, while lowered 
amplitude (found in some patients, although without sig-
nificant differences of mean values between SLE subjects 
and controls) may be associated with attention and mo-
tivation impairment. Similar abnormalities in the P300 
parameters have already been reported in SLE patients, 
with their frequency ranging from 35% to over 70%.3–6 
Considering the mainly subcortical localization of CNS le-
sions in the course of SLE, one could expect more common 
abnormalities of the N200 component, which is attributed 
to early, subconscious stimulus processing. Prolonged la-
tency of N200 was less commonly found in our patients 
than that of the P300 component. We also found, some-
what surprisingly, a trend for an increase in the N200 am-
plitude in patients in comparison to controls. It is possible 
that cognitive deficits in these patients made the ERPs task 
more effortful and caused increased attention concentra-
tion. Apart from the studies of Khedr et al., who found no 
N200 abnormalities in SLE patients, and Langosh et al., 
who reported decreased latency of the N100 component, 
using the mismatch negativity paradigm, early ERPs com-
ponents have not been analyzed in SLE patients.4,33

Although the mean values of the ERPs parameters did not 
differ between our NPSLE and non-NPSLE patients, pro-
longed N200 latency occurred more frequently in the for- 
mer subgroup. This finding may be associated with the 
mainly subcortical CNS involvement in SLE mentioned 
above. In the studies on ERP, P300 abnormalities have 
mainly been described as typical for NPSLE patients, 
and thus differentiating them from non-NPSLE ones.3,4,6 
We found a similar and rather high (over 60%) frequency 
of P300 abnormalities in both subgroups. Similar findings 
were reported by Mostafa et al., who also noticed that 
in 75% of patients with P300 abnormalities, but without 
clinical signs of CNS involvement, NPSLE developed dur-
ing the 18 months of follow-up.3 Moreover, we did not 
ascertain significant relationships between the ERPs pa-
rameters and SLE-related variables, including the duration 
of the disease, SLEDAI score and corticosteroid dosage, 
or immunological findings, apart from slightly prolonged 
P300 latency in patients with an absence of anti-nucleo-
some antibodies. Thus, ERPs abnormalities may already 
occur in early and less active phases of SLE, and indicate 
subclinical CNS involvement, which suggests their poten-
tial predictive value.

The strength of our study is associated with simultane-
ous neuropsychological and electrophysiological assess-
ment of cognitive functions in SLE patients, as well as 
their reference to the clinical and immunological markers 
of SLE. To our knowledge, there has been so far no study 
analyzing such a wide range of auto-antibodies regard-
ing cognitive performance in SLE. The limited number 

of patients and the fact that the assessment of cognition 
was performed only once may be considered the limita-
tions of our study. Nevertheless, our findings, especially 
those concerning non-NPSLE patients, seem to encour-
age further investigation in this field, including follow-up 
of cognitive performance in SLE patients from the onset 
of the disease.

In conclusion, CI revealed by neuropsychological test-
ing seems to be more closely related to the clinical and 
immunological features of SLE than ERPs abnormalities. 
However, ERPs are worth including as a complementary 
method in the assessment of cognitive performance in SLE 
patients. Cognitive impairment deserves attention as a spe-
cific aspect of CNS involvement in SLE, which should be 
evaluated from the early phase of the disease and moni-
tored during its course.
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Abstract
Background. Parkinson’s disease (PD) is one of the most common neurodegenerative disorders. Malnu-
trition is an essential problem in the late stage of PD. Lowering of body mass is seen in 30% of patients,  
and malnutrition or the risk of malnutrition in 24% and 60%, respectively.

Objectives. The aim of the study was an analysis of the relationships between the parameters of the 
nutritional stage and the advancement of clinical symptoms in PD patients.

Material and methods. A total of 40 patients (18 men, 22 women) with PD were analyzed, mean age: 
70.7 years. In all patients, structured anamnesis, Nutrition Risk Screening (NRS 2002), body mass index (BMI), 
morphology, and basic biochemical tests were conducted. Skin fold thickness was also measured. The results 
were referred to the score of different scales.

Results. The study showed a lot of correlations between the severity of PD, mostly motor symptoms in the 
Unified Parkinson’s Disease Rating Scale (UPDRS), and parameters characterizing the patient’s nutritional 
status. We revealed a correlation between malnutrition and PD duration, and l-DOPA frequency intake. 
The global score of parts I, II and III of UPDRS were correlated with the nutritional status. The results con-
firmed the existence of more severe smell change and taste impairment in the late stage of PD, with more 
pronounced malnutrition.

Conclusions. The duration of PD, motor and non-motor PD symptoms, and the frequency of l-DOPA intake 
closely correlate with the nutritional status. Understanding of the multifactorial interdependence might be 
useful in the estimation of the algorithm for monitoring the nutritional status of PD patients and taking early 
nutritional intervention.

Key words: malnutrition, Parkinson’s disease, Nutrition Risk Screening, Unified Parkinson’s Disease Rating 
Scale, skin fold thickness
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Introduction

Parkinson’s disease (PD) has the 2nd highest incidence 
rate, after Alzheimer’s disease, for neurodegenerative dis-
orders in the population above 50 years of age. Parkinson’s 
disease occurs in about 1% of the population above 65 years 
of age.1 Malnutrition is an essential problem in the late stage 
of PD. Lowering of body mass is seen in 30% of patients, and 
malnutrition or the risk of malnutrition in 24% and 60%, 
respectively.1 Malnutrition could be caused by lowering 
of  food intake, motor dysfunctions, motor side effects 
of treatment (choreatic dyskinesia), dysphagia, or dysau-
tonomia (gastroparesis, constipation).2 Cognitive dysfunc-
tion, depression and/or a lack of family attention could 
exacerbate malnutrition in PD patients. Dietary protein 
manipulation, burning mouth syndrome, removable den-
tures in oral dyskinesia, and side effects of antiparkinso-
nian drugs (nausea, vomiting and xerostomia) could influ-
ence the nutritional status. Autonomic disturbance, e.g., 
dysfunction of the subthalamic region responsible for body 
mass control, is thought to be an important factor in the eti-
ology of PD malnutrition. Other coexisting diseases must 
be considered in the analysis of malnutrition risk factors.2–5

The aim of the study was the analysis of the relationships 
between the parameters of the nutritional status and the 
advancement of clinical symptoms in PD patients.

Material and methods

All patients gave informed written consent to participate 
in the study. The study was approved by the local Bioeth-
ics Committee at Wroclaw Medical University (Poland).

Forty patients with a diagnosis of PD according to the 
Movement Disorder Society (MDS) clinical criteria from 
2015 were analyzed.6 There were 18 men and 22 women in 
the study group, mean age: 70.7 years. Five patients were 
professionally active, 35 were retired and all of them lived 
in a city having above 650,000 habitants. All of them were 
analyzed in an outpatient clinic. All examinations were 
conducted by clinical nutrition specialists and blinded neu-
rologists specializing in extrapyramidal disorders. In all 
patients, structured anamnesis was performed: age, sex, 
disease duration, PD pharmacological therapy, disturbances 
of smell, taste and gastrointestinal tract, other disorders 
and their treatment, and addiction to stimulants. The risk 
of malnutrition was established based on the Nutrition Risk 
Screening (NRS 2002) and body mass index (BMI).7 In NRS 
2002, results ≥3 indicate the threat of malnutrition and 
the necessity for nutritional intervention. The thickness  
of 3 skin folds was measured: deltoid, abdominal, and sub-
scapular. The neurological status was based on the Unified 
Parkinson’s Disease Rating Scale (UPDRS, v. 1987; at the 
time of the study the new version, MDS-UPDRS, had not yet 
received official approval in Poland),8 Schwab and England 
Activities of Daily Living Scale (SEADLS),9 Hoehn-Yahr 
Standing Scale (H-YSS),10 and Beck Depression Scale (BDS).11  

Each of the points of UPDRS, the collective results of parts I, II 
and III of UPDRS, and the global result of UPDRS were com-
pared with the parameters of the nutritional status. Blood 
samples with an estimation of morphology, urea, creatinine, 
electrolytes (sodium – Na, potassium – K, calcium – Ca),  
magnesium – Mg, and phosphorus – P), liver enzyme 
activity, as well as lipids, global protein and vitamin D  
levels were analyzed.

For pairs of parameters, we analyzed the correlation with 
an estimation of the Pearson’s or Spearman’s correlation 
coefficient. A p-value ≤0.05 was considered significant. 
We used the statistical software program EPIINFO 7.1.1.14 
(CDC, Atlanta, USA).

Results

Nutrition Risk Screening 2002 correlations

In  10 (25%) PD patients, the result of  NRS 2002 
was ≥3 points. The results of NRS 2002 positively corre-
lated with PD duration, while taste disturbances correlated 
negatively with BMI. A positive correlation was also seen 
between NRS 2002 result and the frequency of l-DOPA 
intake, while there was no such correlation between BMI 
and the frequency of l-DOPA intake (Tables 1, 2).

Table 1. Correlations between the nutritional parameters and the results 
of SEADLS and H-YSS

Parameter I Parameter II r p-value

Abdominal fold* SEADLS 0.43 0.017

Smell** SEADLS −0.34 0.0441

Abdominal fold** H-YSS −0.56 0.00122

Subscapular fold** H-YSS −0.40 0.0276

Frequency of l-DOPA intake* NRS 2002 0.41 0.012

UPDRS – Unified Parkinson’s Disease Rating Scale; H-YSS – Hoehn and Yahr 
Standing Scale; SEADLS – Schwab and England Activities of Daily Living 
Scale (Parkinson’s Disease); NRS 2002 – Nutritional Risk Screening 2002; 
* Pearson’s correlation; ** Spearman’s correlation.

Table 2. Correlations between the nutritional parameters and the global 
results of UPDRS, and with parts I, II and III separately

Parameter I Parameter II r p-value

Abdominal fold* part I score of UPDRS −0.36 0.040

Smell** part I score of UPDRS 0.34 0.0442

Abdominal fold* part II score of UPDRS −0.46 0.010

Subscapular fold* part II score of UPDRS −0.42 0.019

BMI* part III score of UPDRS −0.39 0.020

Abdominal fold* part III score of UPDRS −0.37 0.044

Subscapular fold* part III score of UPDRS −0.37 0.041

NRS 2002** part III score of UPDRS 0.35 0.0336

Abdominal fold* global score of UPDRS −0.49 0.006

Subscapular fold* global score of UPDRS −0.41 0.022

NRS 2002 – Nutritional Risk Screening 2002; UPDRS – Unified Parkinson’s 
Disease Rating Scale; BMI – body mass index; * Pearson’s correlation;  
** Spearman’s correlation.
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Correlations of other parameters  
of the nutritional stage

We revealed a negative correlation between the thickness 
of the subscapular fold and PD duration, and between the  
thickness of  the abdominal and subscapular folds and  
the results of H-YSS. The SEADLS scores positively cor-
related only with the thickness of  the abdominal fold 
(Tables 1, 2).

Smell and taste correlations

We found a positive tendency, though not statistically 
significant, between disturbances in smell and taste, and  
H-YSS results. A negative correlation was observed between 
disturbances in smell and SEADLS score (Tables 2, 3, Fig. 1). 

Unified Parkinson’s Disease Rating Scale 
and the nutritional status correlations

In our study, negative correlations were seen between  
the collective result of part I of UPDRS and the thickness 
of the abdominal fold, as well as the collective results of parts I  
and III of UPDRS and the thickness of the abdominal and 
subscapular folds. The collective result of part III of UPDRS,  
the global UPDRS score and BMI negatively correlated 
with the thickness of  the abdominal and subscapular 
folds. Point 3 (describing depression) and 4 (describing 
motivation and initiative) of UPDRS negatively correlated 
with BMI, and the thickness of the abdominal and sub-
scapular folds. Paradoxically, the results from BDS did 
not correlate with NRS 2002 score, BMI or the thickness 
of the skin folds. Point 3 positively correlated with part III 
of UPDRS and with NRS 2002 score. The following points 
negatively correlated with the thickness of the skin folds: 
9 (cutting food, handling utensils) with the abdominal 

fold, 14 (freezing when walking) with the abdominal and 
subscapular folds, 24 (bilateral hand movements) with the 
subscapular fold, and 29 (gait) and 30 (postural stability) 
with the abdominal fold. Positive correlations were noted 
for point 40 of UPDRS (anorexia, nausea, vomiting) and 
the thickness of the deltoid, abdominal and subscapular 
folds, and with BMI. We revealed positive correlations 
between NRS 2002 score and UPDRS points: 14 (freez-
ing when walking), 28 (posture), 31 (body bradykinesia 
and hypokinesia), 32 (duration: in what proportion of the 
walking day are dyskinesias present?), and 33 (disability: 
how disabling are dyskinesias?).

Disturbances in smell positively correlated with points 9 
(cutting food, handling utensils) and 20 (tremor at rest for 
the right upper limb), as well as the collective result of part I  
of UPDRS. Taste disturbances positively correlated with 
point 23 (finger taps for the right upper limb) of UPDRS. 
The level of vitamin D positively correlated with point 17 
of UPDRS (sensory complaints related to parkinsonism). 
The correlations described above are shown in Tables 1–3.

Discussion

The study showed a lot of correlations between the se-
verity of PD, mostly motor symptoms in UPDRS, and pa-
rameters characterizing the patient’s nutritional status. 
In 25% of PD patients, we revealed the threat of malnu-
trition or undernutrition. Wang et al. presented similar 
results in PD patients in a Chinese population (22.9%) and 
Barichella et al. in an Italian patient group (20%).12,13 In the 
Chinese group, malnutrition was seen in 2% of PD patients. 
In previous studies, detailed correlations between conse-
quent clinical symptoms in UPDRS and nutritional status 
parameters were not analyzed. The authors focused only 
on a comparison between the nutritional parameters and 

Fig. 1. A negative correlation observed between 
disturbances in smell and Schwab and England Activities 
of Daily Living Scale (SEADLS) 
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the global score of parts I, II or III of UPDRS. Only the BMI 
results or unintended weight loss were considered the basic 
criteria of the nutritional status. There was no analysis 
of the skin fold thickness. Body mass index seems to be 
a rather limited parameter, because it relates only to body 

mass and not to the nutritional status, and it gives false re-
sults in some groups of patients (asthenic, very tall or very 
short), or in patients with posture changes resulting from 
the reductions in height.14,15 Such a situation can cause 
BMI augmentation. In our study, a negative correlation 

Table 3. Correlations between the nutritional parameters and the results of the respective points of UPDRS

Parameter I Parameter II r p-value

Point 3 of UPDRS
(depression)*

BMI −0.37 0.0288

Point 3 of UPDRS
(depression)*

abdominal fold −0.36 0.0495

Point 3 of UPDRS
(depression)*

subscapular fold −0.46 0.00844

Point 4 of UPDRS
(motivation/initiative)*

BMI −0.35 0.0413

Point 4 of UPDRS
(motivation/initiative)*

abdominal fold −0.49 0.00623

Point 9 of UPDRS
(cutting food and handling utensils)*

abdominal fold −0.37 0.0414

Point 9 of UPDRS
(cutting food and handling utensils)*

smell 0.37 0.0266

Point 14 of UPDRS
(freezing when walking)* 

deltoid fold −0.41 0.0237

Point 14 of UPDRS
(freezing when walking)*

abdominal fold −0.46 0.00978

Point 17 of UPDRS
(sensory complaints related to parkinsonism)**

vitamin D −0.35 0.0406

Point 20 of UPDRS
LLR (tremor at rest)**

vitamin D 0.35 0.0449

point 21 of UPDRS
LLL (action or postural tremor of hands)*

deltoid fold −0.36 0.0467

Point 23 of UPDRS
L (finger taps)*

abdominal fold −0.51 0.00375

Point 23 of UPDRS
L (finger taps)*

subscapular fold −0.45 0.0116

Point 24 of UPDRS
R (hand movements)*

subscapular fold −0.50 0.00435

Point 24 of UPDRS
L (hand movements)*

subscapular fold −0.37 0.0400

Point 26 of UPDRS
L (leg agility)*

BMI −0.37 0.0310

Point 26 of UPDRS
L (leg agility)*

abdominal fold −0.48 0.00788

Point 29 of UPDRS
(gait)*

abdominal fold −0.38 0.0380

Point 30 of UPDRS
(postural stability)*

abdominal fold −0.41 0.0241

Point 40 of UPDRS
(anorexia, nausea or vomiting)*

BMI −0.50 0.00199

Point 40 of UPDRS
(anorexia, nausea or vomiting)*

deltoid fold −0.43 0.0159

Point 40 of UPDRS
(anorexia, nausea or vomiting)*

abdominal fold −0.54 0.00197

Point 40 of UPDRS
(anorexia, nausea or vomiting)*

subscapular fold −0.55 0.00145

UPDRS – Unified Parkinson’s Disease Rating Scale; ULR – upper limb right; LLL – lower limb left; LLR – lower limb right; L – left; R – right; BMI – body mass
index; * Spearman’s correlation.
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was seen between BMI and part III of UPDRS. Sheard 
et al. compared the Subjective Global Assessment (SGA) 
with the global score of UPDRS and showed a positive cor-
relation between these parameters.16 Fereshtehnejad et al.  
disputed these results, as they did not find any statisti-
cal differences in terms of malnutrition when compar-
ing a large population of Iranian PD patients with healthy 
people.17 Barichella et al. analyzed the clinical stage of PD 
patients with malnutrition in each part of UPDRS.2 They 
revealed lower body mass and BMI in the patient group. 
The authors did not correlate the results of the executive 
parts of UPDRS with the nutritional status.

The most important correlation was seen between the risk 
of malnutrition in NRS 2002 and the duration of PD. These 
results were compatible with the findings of Jaafar et al.18  
Most of the previous studies indicated the loss of body 
mass with the rising severity of the disease.4,12,19

Our very interesting observation was the influence of the 
frequency of l-DOPA intake on the nutritional status.  
We revealed a greater risk of malnutrition in patients who took 
l-DOPA more frequently. We did not find any correlation 
between l-DOPA intake frequency and BMI. Sheard et al.  
and Fereshtehnejad et al. also did not show any relation-
ship between the l-DOPA global dose and the nutritional 
status.16,17 The dependence of  the nutritional status and 
the risk of malnutrition in PD patients on the frequency of  
l-DOPA intake could be connected with the reduction of the 
amount of food intake, mainly proteinaceous. The reduc-
tion of food intake in order to improve l-DOPA absorption 
and high energy cost in the course of choreatic dyskinesia 
are important risk factors for malnutrition. Nausea, as a side 
effect of l-DOPA treatment, can also cause the reduction 
of food intake.

According to a theory presented by Braak et al., smell 
changes could be the 1st symptoms of PD.20 In our patients, 
we revealed a negative correlation between these smell 
changes and SEADLS score. These results confirmed the 
existence of more severe smell changes in the late stage 
of PD, with more pronounced malnutrition. A positive 
correlation was seen between smell changes and the global 
score of part I of UPDRS, e.g., the intellectual status, mood 
and behavior. Taste impairment positively correlated with 
the results of NRS 2002. In the available literature, no one 
describes the influence of taste impairment on the risk 
of malnutrition.3,12,13,15,19

The estimation of skin fold thickness is a very impor-
tant parameter in the analysis of malnutrition. According 
to our findings using UPDRS and H-YSS, skin fold thick-
ness depends on PD duration and the grade of progression. 
Abdominal fold thickness seems to be the best param-
eter, which correlates with all used scales. The problems 
of self-feeding and alternative limb movements, and the 
occurrence of freezing (points 14, 23, 24, and 26 of UP-
DRS) negatively influence skin fold thickness. Parkinson's 
disease patients fed by their caregivers had smaller skin 
folds than PD patients with preserved self-feeding ability.

We also revealed the negative influence of depression, 
as well as motivation and initiative disturbances (point 
3 and 4 of UPDRS) on BMI and skin fold thickness. Our 
results are compatible with those presented in the study by  
Fereshtehnejad et al.21 Emotional disturbances influence 
the nutritional status, and the early recognition of these 
allows for preventative steps to be taken, as well as early 
treatment.

In the late stage of PD, the frequency of falls is greater. 
We observed a negative correlation between the thick-
ness of the abdominal fold and postural stability. The en-
hancement of sensory complaints (point 17 of the UPDRS)  
and lowering of vitamin D level could be important factors 
for the risk of falling. The prevention of malnutrition with 
vitamin D supplementation could diminish the risk of fall-
ing and its complications, e.g., bone fractures.

Conclusions

The duration of PD, motor and non-motor PD symp-
toms, and the frequency l-DOPA intake closely correlate 
with the nutritional status. Understanding of the multifac-
torial interdependence might be useful in the estimation 
of an algorithm for monitoring the nutritional status of PD 
patients and early nutritional intervention.
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Abstract
Background. Numerous studies have investigated the association between the OPRM1 A118G polymor-
phism (rs1799971) and alcohol dependence, but the results have been inconsistent. The endogenous opioid 
system has been implicated in the development of alcohol dependence for its prominent role in the central 
rewarding mechanism.

Objectives. The aim of this study was to evaluate the role of the A118G polymorphism of the OPRM1 gene 
in the pathogenesis of alcohol dependence syndrome (ADS).

Material and methods. The OPRM1 (rs1799971) polymorphism was investigated in an association 
study of a group of ADS patients (n = 177) and in subgroups (delirium tremens and/or seizures, age 
at  onset <26 years, dissocial alcoholics, positive familial history of alcoholism, delirium tremens, and sei-
zures). The control group consisted of healthy volunteers, with matched gender and age, and with psychiatric 
disorders excluded (n = 162).

Results. Our research shows that there are differences in the genotypes and alleles of the OPRM1 polymor-
phism in the case-control study. Furthermore, we observed associations in our homogeneous subgroups 
– in the group of patients with ADS and accompanying delirium tremens and/or seizures at the genotype 
level, as well as in the subgroup of patients under 26 years of age with an early onset of dependence.

Conclusions. It is strongly possible that the G allele described in numerous studies can be associated with 
a response to treatment, but not typology, or the very predisposition toward alcoholism. It is necessary 
to carry out further research which would embrace a larger group of patients; it should be divided into other 
homogeneous subgroups, including, e.g., naltrexone pharmacotherapy.

Key words: alcohol dependence, OPRM1 gene, opioid system
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Introduction

The history of research on the opioid system dates back 
to the period of interest in the physiological effects of mor-
phine, which is one of the alkaloids found in poppy seeds, 
or more precisely, opium. Thanks to the experiments car-
ried out 38 years ago, morphine-binding receptors have 
been discovered.1,2 As part of the research, 3 basic types 
of opioid receptors – μ, δ, κ (mi, delta and kappa) – were 
singled out. Opioid receptors are mainly present in the cen-
tral nervous system, in the cellular membrane of neurons. 
They can also be found in some types of smooth muscles, 
as well as the digestive tract, immune system cells, uterus, 
heart, and lungs.

The abovementioned receptors are essential for signal 
cascades, which are responsible for the feeling of pain, 
the regulation of motor and psychophysical functions, 
and mood control. Numerous studies have indicated the 
modulatory effects of opioid receptors on the frequency 
and intensity of drinking relapse.3,4 In medical circles, 
these findings have aroused hopes for the development 
of effective therapies for addiction, tailored to the needs 
of individual patients.

Research results have also proven that endogenous 
opioid peptides play a  role in  alcohol-related mecha-
nisms. A single dose of alcohol promotes the secretion 
of β-endorphins and enkephalins, which stimulate opioid 
receptors. A lower level of β-endorphins may be a direct 
consequence of chronic alcohol abuse.5

It has also been proven that alcohol stimulates opioid 
peptide secretion and activates the reward system in the 
brain, thereby developing alcohol dependence. Accord-
ingly, drugs which affect the opioid system may influence 
many behaviors associated with getting and consuming 
natural rewards (water, food or sex) and chemical rewards 
(alcohol, opiates or nicotine).

The µ-opioid receptor (OPRM1) has been repeatedly 
investigated with special attention paid to  its relation-
ship with alcohol dependence syndrome (ADS), addic-
tion to psychoactive substances, schizophrenia, obesity, 
Alzheimer’s disease, palliative treatment, and sensitiv-
ity to pain. Many authors have indicated serious and nu-
merous relationships between the effects of opioids and 
alcohol.6–11

In 2003, O’Brien’s team conducted a study in which 
a response to naltrexone was associated with a specific 
genetic variant of the μ-opioid receptor.12 The alcoholics 
with this genetic variant who were administered naltrex-
one were able to function without alcohol for a long time, 
had shorter periods of intensive drinking and could abstain 
from drinking (or drink very little), which made them less 
likely to relapse to addiction after their therapy. Individuals 
who respond to naltrexone show some similarities: a very 
strong craving for alcohol and a family history of alcohol-
ism. They start drinking when they are young and have 
a so-called “strong head”. On a biochemical level, their 

endorphin response is stronger than in those who do not 
respond to naltrexone.13

The aim of this study was to evaluate the role of the 
A118G polymorphism of the OPRM1 gene in the patho-
genesis of ADS.

Material and methods

The OPRM1 (rs1799971) polymorphism (Fig. 1) was in-
vestigated in an association study of a group of ADS pa-
tients (n = 177) and its subgroups (delirium tremens and/
or seizures, age at onset <26 years, dissocial alcoholics, 
positive familial history of alcoholism, delirium tremens, 
and seizures). The patients were screened for other psy-
chiatric disorders. We used the Semi-Structured Assess-
ment for the Genetics of Alcoholism (SSAGA) for patient 
phenotyping.

The control group consisted of healthy volunteers, with 
matched gender and age, and with psychiatric disorders 
excluded by using Primary Care Evaluation of Mental 
Disorders Patient Health Questionnaire (PRIME-MD) 
(n = 162) (Table 1).

Genotyping using a real-time  
polymerase chain reaction apparatus

The genome DNA for the analysis was isolated from the 
leukocytes of circumferential blood using a salting method. 
Genotyping of the selected polymorphism in the OPRM1 
gene was performed with the real-time polymerase chain 
reaction (PCR) method based on the use of fluorescent oli-
gonucleotide probes, which hybridize with unique DNA se-
quences. The analysis of the OPRM1 gene polymorphisms 
was performed with a LightCycler 2.0 (Roche Diagnostics, 
Pleasanton, USA), using the melting curve analysis for 
specific alleles. Genotyping results after the completion 
of the reaction were analyzed using LightCycler software 
v. 4.1 (Roche Diagnostics).

Statistical analysis

Differences between the controls and the ADS subjects 
were tested with the χ2 test and were considered significant 
when type 1 error was <5%, using Statistical Package for Social 
Sciences (SPSS) v. 9.0 for Windows (Microsoft Corp., Armonk, 
USA). The Hardy-Weinberg equilibrium was calculated using 
SAS v. 8.02 for Windows (SAS Institute, Cary, USA).

Table 1. Statistical characteristics of age in patients with ADS and 
in controls

Group n Mean 
[years]

SD 
[years]

Range 
[years]

ADS (men) 177 33 8.8 20–61

Controls (men) 162 38 15.8 18–80

ADS – alcohol dependence syndrome; SD – standard deviation.
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Results

We examined 162 alcohol-dependent patients vs 177 
cases and found that there were differences in genotypes 
and alleles of the OPRM1 polymorphism. What is more, 
we observed associations in our homogeneous subgroups 
– in the group of patients with ADS and accompanying 
delirium tremens and/or seizures (Table 2) at the genotype 
level, as well as in the subgroup of patients under 26 years 
of age with an early onset of dependence (Table 2).

Discussion

In 2007, Van den Wildenberg et al. stated that heavy-
drinking individuals with a copy of the G allele are more 
prone to experiencing cue-induced craving after exposure 
to an alcoholic beverage.14 Interestingly, carriers of at least 
1 rs1799971(G) allele appear to have stronger cravings for 
alcohol than carriers of 2 rs1799971(A) alleles, and are thus 
hypothesized to be at a higher risk for alcoholism. On the 
basis of the abovementioned studies, we can conclude that 

these findings have several implications. Firstly, individuals 
with a copy of the G allele seem to be more sensitive to cue-
induced subjective cravings for alcohol than individuals 
homozygous for the A allele.14 Another interesting aspect 
of the literature in this respect is a study performed by An-
ton et al., in which among over 200 alcoholics treated with 
naltrexone, rs1799971(G) carriers receiving the drug had 
a higher percentage of abstinent days and a lower percent-
age of heavy drinking days (p = 0.04) compared to those 
receiving a placebo, whereas rs1799971(A;A) homozygotes 
showed no differences connected with medication. Upon 
treatment with naltrexone, 87% of rs1799971(G) carriers 
had a good clinical outcome, compared to only 55% of in-
dividuals with the (A;A) genotype.15

Although the association between a  polymorphism 
of the OPRM1 receptor gene and adolescent alcohol mis-
use was tested by Ray et al., our findings provide the first 
evidence that the A118G single-nucleotide polymorphism 
(SNP) of the OPRM1 gene is associated with alcohol use 
disorder (AUD) diagnoses during adolescence, as well as 
with a greater number of alcohol-related problems among 
adolescent drinkers.4 Those who carried the G allele turned 

Table 2. Frequencies of genotypes and alleles of the investigated OPRM1 (rs1799971) polymorphism in alcoholics (n = 177) and in the control group 
(n = 162)

Groups n
Genotypes

p-value
Alleles

p-valueA/A
n (%)

A/G
n (%)

G/G
n (%)

A
n (%)

G
n (%)

Controls 162
119

(0.73)
40

(0.25)
3

(0.02)
–

278
(0.86)

46
(0.14)

–

Cases 177
146

(0.82)
29

(0.16)
2

(0.02)
0.13

321
(0.91)

33
(0.09)

0.048*

Delirium tremens and/or seizures 51
45

(0.88)
4

(0.08)
2

(0.04)
0.02*

94
(0.92)

8
(0.08)

0.09

AOO <26 122
104

(0.85)
18

(0.15)
0

(0.0)
0.03*

226
(0.93)

18
(0.07)

0.01*

Dissocial alcoholics 63
52

(0.82)
10

(0.16)
1

(0.02)
0.35

114
(0.9)

12
(0.01)

0.18

Positive familial history 
of alcoholism 

56
47

(0.84)
8

(0.16)
0

(0.0)
0.22

103
(0.92)

9
(0.08)

0.09

Delirium tremens 32
27

(0.84)
3

(0.1)
2

(0.06)
0.07

57
(0.89)

7
(0.11)

0.48

Seizures 31
27

(0.87)
3

(0.1)
1

(0.03)
0.17

57
(0.92)

5
(0.08)

0.19

AOO <26 – age of onset less than 26 years; p-values of the χ2 test for genotypes; * statistical significance.

Fig. 1. The µ-opioid receptor gene (OPRM1) is located on chromosome 6, at [6q25.2]; it consists of 4 exons separated by introns

exon 1 intron 1

Chr. 6

human μ-opioid receptor gene OPRM1

intron 3
intron 25’ 3’

ATG

rs1799971 (A/G)

TAA

exon 2 exon 3 exon 4
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to drinking to enhance the positive affect more strongly 
than those who were homozygous for the A allele, and 
drinking to enhance the positive affect mediated the as-
sociation between OPRM1 and alcohol-related problems.16

The meta-analysis performed by Chen et al. in 2012 
shows a list of 12 independent studies with 1,900 cases and 
2,382 controls – 5 studies were conducted in Asians and 
7 in Caucasians. Ethnicity-specific meta-analyses revealed 
that the A118G polymorphism significantly correlated 
with the risk for alcohol dependence in Asians, but not 
in Caucasians.17 However, in central Sweden – according 
to Bart et al. – the functional variant 118G allele in exon 1  
of OPRM1 was associated with an increased attributable 
risk of alcohol dependence.18

Numerous researchers have associated the OPRM1 gene 
and its polymorphic variant with a response to naltrexone. 
In the study performed by Bart et al., the results indicate 
that individuals with at least 1 copy of the G allele reported 
a lower alcohol craving and a stronger alcohol-induced 
“high” across rising breath alcohol concentrations.18 Nal-
trexone was found to blunt the effects of alcohol on stimu-
lation, positive mood, craving, and enjoyment. The effects 
of naltrexone on blunting the alcohol-induced “high” were 
stronger among individuals with the G allele.4

Rommelspacher et al. found little evidence in relation 
to these associations and concluded that there was no sig-
nificant difference in the frequency of the Asp40 allele be-
tween the control subjects and the alcohol-dependent sub-
jects with a family history of parental alcoholism, subjects 
with early-onset alcohol dependence or alcohol-dependent 
subjects with severe withdrawal symptoms. Their results 
provide only some evidence for an allelic association of the 
Asn40Asp SNP with alcohol dependence.19

Conclusions

In light of the abovedescribed findings we can say the 
results are unambiguous – we observed a frequent occur-
rence of the A allele in the control group and in selected 
homogeneous subgroups.

It is strongly possible that the G allele described in nu-
merous studies can be associated with a response to treat-
ment, but not with typology or the very predisposition 
toward alcoholism. It  is necessary to carry out further 
research which would embrace a larger group of patients; 
it should be divided into other homogeneous subgroups, 
including, e.g., how the patients respond to naltrexone 
pharmacotherapy.20

References
1. Hughes J. Isolation of an endogenous compound from the brain 

with pharmacological properties similar to morphine. Brain Res. 1975; 
88(2):295–308.

2. Terenius L, Wahlström A. Search for an endogenous ligand for the 
opiate receptor. Acta Physiol Scand. 1975;94(1):74–81.

3. Latt NC, Jurd S, Houseman J, Wutzke SE. Naltrexone in alcohol depen-
dence: A randomised controlled trial of effectiveness in a standard 
clinical setting. Med J Aust. 2002;176(11):530–534.

4. Ray LA, Hutchison KE. Effects of naltrexone on alcohol sensitivity 
and genetic moderators of medication response. Arch Gen Psychiatry. 
2007;64(9):1069–1077.

5. Kiefer F, Horntrich M, Jahn H, Wiedemann K. Is withdrawal-induced 
anxiety in alcoholism based on β-endorphin deficiency? Psychophar-
macology (Berl). 2002;162(4):433–437.

6. Agabio R, Colombo G. GABAB receptor as therapeutic target for drug 
addiction: From baclofen to positive allosteric modulators [in Polish]. 
Psychiatr Pol. 2015;49(2):215–223.

7. Iwanicka KA, Olajossy M. The concept of alcohol craving [in Polish]. 
Psychiatr Pol. 2015;49(2):295–304.

8. Oswald LM, Wand GS. Opioids and alcoholism. Physiol Behav. 2004; 
81(2):339–358.

 9. Kiejna A, Piotrowski P, Adamowski T, et al. The prevalence of com-
mon mental disorders in the population of adult Poles by sex and age 
structure – an EZOP Poland study [in Polish]. Psychiatr Pol. 2015;49(1): 
15–27.

10. Klimkiewicz A, Klimkiewicz J, Jakubczyk A, Kieres-Salomoński I, 
Wojnar M. Comorbidity of alcohol dependence with other psychi-
atric disorders. Part I. Epidemiology of dual diagnosis [in Polish]. 
Psychiatr Pol. 2015;49(2):265–275.

11. Klimkiewicz A, Klimkiewicz J, Jakubczyk A, Kieres-Salomoński I, 
Wojnar M. Comorbidity of alcohol dependence with other psychiat-
ric disorders. Part II. Pathogenesis and treatment [in Polish]. Psychiatr 
Pol. 2015;49(2):277–294.

12. O’Brien CP. Research advances in the understanding and treatment 
of addiction. Am J Addict. 2003;12(Suppl 2):S36–47.

13. Anton RF, Oroszi G, O’Malley S, et  al. An  evaluation of  mu-opi-
oid receptor (OPRM1) as a predictor of naltrexone response in the 
treatment of alcohol dependence. Arch Gen Psychiatry. 2008;65(2): 
135–144.

14. Van den Wildenberg E, Wiers RW, Dessers J, et al. A functional poly-
morphism of the mu-opioid receptor gene (OPRM1) influences cue- 
-induced craving for alcohol in male heavy drinkers. Alcohol Clin Exp 
Res. 2007;1:1–10.

15. Anton R, Oroszi G, O’Malley S, Couper D, Swift R. An evaluation of 
μ-opioid receptor (OPRM1) as a predictor of naltrexone response in 
the treatment of alcohol dependence. Arch Gen Psychiatry. 2008;65(2): 
135–144.

16. Miranda R, Ray L, Justus A, et al. Initial evidence of an association 
between OPRM1 and adolescent alcohol misuse. Alcohol Clin Exp 
Res. 2010;34:112–122.

17. Chen D, Liu L, Xiao Y, Peng Y, Yang C, Wang Z. Ethnic-specific meta-
analyses of association between the OPRM1 A118G polymorphism 
and alcohol dependence among Asians and Caucasians. Drug Alco-
hol Depend. 2012;123(1–3):1–6.

18. Bart G, Kreek MJ, Ott J, et al. Increased attributable risk related to 
a functional mu-opioid receptor gene polymorphism in association 
with alcohol dependence in central Sweden. Neuropsychopharma-
cology. 2005;30(2):417–422.

19. Rommelspacher H, Smolka, M, Samochowiec J, Hoehe MR. Genetic 
analysis of the m-opioid receptor in alcohol-dependent individuals. 
Alcohol. 2001;24(2):129–135.

20. Bieńkowski P. Pharmacological features of naltrexone and its use 
in the treatment of alcohol dependence [in Polish]. Psychiatr Pol. 
2013;47(1):117–126.



Cite as
Morawska-Kochman M, Nelke K, Nienartowicz J, Pawlak W, 
Bochnia M. Technical aspects of nasal cavity surgery through 
the Le Fort I down-fracture approach: An otolaryngologist’s 
point of view based on 90 patients’ experience. Adv Clin 
Exp Med. 2019;28(2):203–210. doi:10.17219/acem/80746

DOI
10.17219/acem/80746

Copyright
© 2019 by Wroclaw Medical University 
This is an article distributed under the terms of the 
Creative Commons Attribution Non-Commercial License
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

Address for correspondence
Kamil Nelke
E-mail: kamil.nelke@gmail.com

Funding sources
None declared

Conflict of interest
None declared

Received on May 14, 2017
Reviewed on June 20, 2017
Accepted on November 22, 2017

Published online on August 7, 2018

Abstract
Background. The downfracture access to septo- and turbinoplasty during maxillary osteotomy may be 
recommended in many cases. One or both of these laryngological interventions may be necessary when, 
after the patient’s clinical evaluation, either an impaired function of nasal breathing or a deviated septum 
are present. The main postsurgical risk of the procedure is the destabilization of the cartilaginous septum 
position and its relation to adjacent anatomical structures, a change in the shape of the nose and the pres-
ence of a supratip break.

Objectives. In this paper, the authors present their own experience in intranasal procedures, the relevant 
surgical techniques and possible complications, based on their own clinical findings and on a literature review.

Material and methods. The general aim of the study was to describe the key points and differences 
between septo- and turbinoplasty performed classically and during Le Fort I osteotomy based on 90 orthog-
nathic surgery patient cases. The procedures have been evaluated and compared regarding their advantages 
and disadvantages.

Results. Intraoperative downfracture of the maxilla facilitates the performance of various subsequent 
procedures in the regions of the nasal cavities and sinuses. Due to a very convenient access to the nasal 
cavities, it is possible to perform septo- or turbinoplasty in patients with nasal airway breathing problems, 
a deviated septum, and in others.

Conclusions. A combined effort of an otolaryngologist and a maxillofacial team improves the overall nasal 
breathing with a limited amount of complications. Endoscopy with low-dose computed tomography (CT) 
is a valuable diagnostic tool for measuring any breathing improvements in nasal capacity. Objective patient 
nasal breathing problems should be always investigated.

Key words: nasal septum, orthognathic surgery, maxillary osteotomy, intranasal procedure, septoplasty
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Introduction

The main aim of orthognathic surgery is not only fo-
cused on the improvement of  facial esthetics, but also 
on the quality of breathing. Along with achieving proper 
jaw alignment, surgery may lead to an improvement in the 
patient’s speech, swallowing, breathing, sleeping, and other 
functions. There are specific conditions, such as sleep ap-
nea, that can be treated with advancement or segmental 
jaw movement. Additional procedures performed dur-
ing jaw surgery can also include corrective chin surgery, 
rhino-, septo- or turbinoplasty, temporomandibular joint 
surgery, cheek implant insertion, tissue augmentation, and 
more. The intranasal approach after maxillary downfrac-
ture is a known method of access to both nasal cavities and 
sinuses that is well-described in the literature.1,2 The indi-
cations and contraindications for this approach, and the 
usage of this technique are still under dispute worldwide.

Preoperative evaluation and measurement of the patient’s 
quality of nasal airway breathing may include various diag-
nostic methods. They can be used along with the patient’s 
medical history and a physical examination to evaluate the 
need for an additional surgery in the nasal cavities. To as-
sess the patient’s problems with nasal airway obstruction, 
some authors have used psychometric questionnaires, such 
as the Nasal Obstruction Symptom Evaluation (NOSE) 
scale. Studies seem to confirm the importance of the NOSE 
scale as an evaluation tool that may increase surgical indi-
cations for an additional nose surgery.3,4 Nonetheless, the 
method is only a subjective evaluation of nasal obstruc-
tion. Nowadays, computed tomography (CT) is the gold 
standard for facial skeletal evaluation. Other methods lag 
behind CT.5,6 Cephalometry performed as a non-routine 
examination, as well as other optional procedures – like 
video endoscopic photographic documentation of  the 
nose and nasopharynx, rhinomanometry or acoustic rhi-
nometry, nasal inspiratory peak flow, and visual analogue 
scales – are also used in the assessment of the efficiency 
of breathing through the nose.7,8

Le Fort I osteotomy is used for the correction of dento-
facial deformities in the middle part of the facial skeleton. 
Indications for this osteotomy might include maxillary 
deficiency, hypoplasia or hyperplasia, gummy smile, or 
other types of dentofacial deformities.9–12 Surgical repo-
sitioning of the maxilla, particularly its advancement, may 
result in an improvement in nasal breathing. This is due 
to the increase in the volume of the nasal cavity and the 
size of the nasolabial angle, which improves nasal ventila-
tion.8,12 Sometimes, to avoid functional problems in nasal 
breathing, an additional intervention is needed, particu-
larly in patients with increased preoperative nasal airway 
resistance. In some of these patients, e.g., patients with 
a deviated nasal septum, their existing symptoms may be 
aggravated if such procedures are abandoned. Proper func-
tioning of the upper airway has a considerable effect on the 
patient’s quality of life. Improvement after orthognathic 

surgery combined with septo- or turbinoplasty applies not 
only to the nasal patency, but also to the sense of smell, 
sinus drainage, sleep comfort, effort, and daily fatigue 
tolerance.13

The majority of authors recommend providing the nec-
essary concomitant septoplasty along with a reduction 
of the size of hypertrophic inferior nasal turbinates in the 
course of orthognathic surgery with Le Fort type oste-
otomy and the downfracture approach for exposure.10,14 
These procedures are most often executed by maxillo-
facial surgeons, and rarely by ear, nose and throat (ENT) 
specialists. In the presented paper, the authors collected 
a team of maxillofacial and ENT surgeons that evaluated 
and operated on orthognathic patients together.

In the course of our collaboration, we noticed some dif-
ferences depending on the specialization of the surgeon 
performing the procedure. These differences involved the 
approach to the problem of the impaired nasal airflow and 
the surgical techniques selected to improve it. The general 
aim of this study was to describe the key points and differ-
ences between septo- and turbinoplasty performed clas-
sically and during Le Fort I osteotomy. Our own clinical 
experience on the simultaneous septo- and turbinoplasty 
technique with the downfracture access will be presented. 
Furthermore, an additional objective was to focus on im-
proving nasal breathing in treated patients.

Ethics statement

This paper required approval from an institutional com-
mittee, since the study is related directly with human care 
and treatment. The presented paper is in full compliance 
with and corresponds to the Helsinki Declaration.

Material and methods

A total of  90  patients’ charts were reviewed. In  the 
study, 54% of patients were male (males (M): 49, 54.44%; 
females (F): 41, 45.55%). The average age of the patients 
was 26.6 years (range: 19–38 years). Qualification for na-
sal procedures was done after considering the medical 
history of anamneses, an endoscopic examination and 
evaluation of CT findings in particular. A total of 29 par-
ticipants of the study group were diagnosed with bilateral 
decreased nasal patency, while 23 had permanent one-
sided nasal obstruction. Another 23 patients had periodic 
nasal obstruction episodes and 15 had never reported any 
sensations of nasal patency. We carried out 46 septoplas-
ties and 44 turbinoplasties (19 bilateral and 25 unilateral) 
in the presented group (Table 1). STATISTICA software 
v. 17 (StatSoft Polska, Kraków, Poland) was used for t-test 
evaluation. All surgical and clinical data was gathered and 
analyzed with Statistical Package for the Social Sciences 
(SPSS) v. 17 software (SPSS Polska, Kraków, Poland) with 
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the use of the χ2 test and the analysis of variance (ANOVA). 
Most data was focused on improved nasal breathing esti-
mation in the patients undergoing surgery.

The  surgical technique that we suggested was used 
in each case presented in this paper. In order to understand 
changes in nasal breathing, it is essential to understand the 
key points of this team-approach surgical technique. Prop-
er preparation of the nasal mucosa is a very important as-
pect in every procedure regarding the nasal septum. In the 
classic technique of septoplasty, the nasal mucosa is first 
sprayed with a combination of 2% lidocaine and 1:100,000 
epinephrine. Next, 5 min later, 2 pledges soaked in the 
same solution are inserted into each nasal cavity for 5 min. 
After that, the mucosa of the septum is infiltrated on each 
side with 5 mL of 1% lidocaine and 1:100,000 epineph-
rine solution. The solution should be injected under the 
mucoperichondrium to elevate the mucosa. This should 
make the dissection much easier. In the case of exposure 
of the nasal septum by downfracture during orthognathic 
surgery, infiltration or local anesthesia are usually not ap-
plied. Two gauzes soaked with anticoagulant rinse (acidum 
tranexamicum) are placed into both nasal cavities while 
surgical burs are used and the frontal maxillary sinus walls 
are cut horizontally. The average time of gauze application 
is about 5 min.

Injection through the nasal passages is particularly dif-
ficult on the side of the naso-tracheal intubation. In our 
opinion, topical anesthesia at least should be applied at the 
beginning of the procedure – infiltration of both the side 
wall and the septum of the intubation-free side – since ac-
cess to the nasal septum will be much more difficult after 
the exposure of the inferior part of the septum and down-
fracture. Even a unilateral injection applied under the mu-
coperichondrium decreases the risk of laceration and in-
jury of the mucosa of the septum and the oral cavity floor. 

It also facilitates the following procedure. The most com-
mon access points to the nasal septum framework in the 
classic technique have been well-described (Table 2).15

Endonasal approaches to the nasal skeleton can be used 
for the primary treatment of traumatic injuries, and for 
secondary procedures, such as septorhinoplasty, but are 
useless in the Le Fort I downfracture procedures. The ex-
posure of the septum after downfracture both facilitates 
and enforces a completely different surgical approach. We 
would like to distinguish our approach with a separate 
name: the downfracture approach.

During Le Fort I osteotomy from the sublabial approach, 
the anterior nasal spine is dissected, then a submucosal 
tunnel is made in  the nasal floor; after that, the nasal 
crest is cut with a chisel. The nasal crest forms a groove 
for the reception of the septal framework. The inferior 
part of the quadrangular cartilage on the side of the nasal 
spine and the vomer in the posterior part are partially 
dissected. Usually, after chiseling above the bone groove 
(about 3 mm deep) and fracturing the vomer, the inferior 
part of the nasal septum is removed. Usually, its height 
is about 2–3 mm, which corresponds to the depth of the 
groove. The remaining part of the nasal crest is removed 
and the groove is dredged up to the proper depth depend-
ing on the extent of the impaction or advancement (and 
on other combinations of surgical moves, such as rotation 
or extrusion) of the maxilla during the procedure, mostly 
in the area of the pyriform aperture. After a controlled 
surgical break of the maxilla, an open access to the nasal 
septum is gained, from its bony base upward – a larger ac-
cess in the anterior part and a smaller one in the posterior 
part, as well as access to the turbinates and the nasal cav-
ity floor. The shortcoming is the limited visibility in the 
middle and superior posterior part of the septum, and 
in the posterior nares (Fig. 1,2).

Table 1. Detailed patient procedures

Procedure
(n = 100)

Patient data
n = 90 (M = 49; F = 41); p < 0.05

Septoplasty
n = 46; 100%; p > 0.05

M
n = 27
58.7%

p < 0.05

F
n = 19
41.3%

p > 0.05

Turbinoplasty
n = 44; 100%; p < 0.05

bilateral (n = 19) unilateral (n = 25)

M
n = 7
15.9%

p > 0.05

F
n = 12
27.28%

p < 0.05

M
n = 15
34.09%
p < 0.05

F
n = 10
22.73%
p > 0.05

M – males; F – females.

Table 2. Access points to the nasal septal framework

Most common surgical approaches to the nasal septum

Kilian incision (through the mucosa and 
perichondrium up to the septal cartilage)

transfixion incision (an incision made at the caudal end of the septal cartilage); a subperichondrial 
dissection can be provided on 1 or both sides of the septum

Partial-transfixion incision (a vertical incision 
of the skin of the nasal vestibule)

external approach; an incision performed in the open approach that combines the incision on the level 
of the columella with the horizontal marginal incision along the greater alar cartilages
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The next step of the procedure is the dissection of the 
mucoperichondrial and mucoperiosteal flaps, which fa-
cilitates the release and repositioning of deviated septal 
structures. Preparation of the mucoperiosteal flaps is usu-
ally easier in the posterior part of the septum. Using a Freer 
elevator in a sweeping motion, the surgeon is able to dissect 
the mucoperichondrium from the entire septal cartilage 
and septal bone (Fig. 3). This is typically performed on  

1 side only in order to preserve blood supply to the septum. 
Sometimes, with a large area and complicated architecture 
of the deviation, unilateral dissection may be insufficient. 
In the discussed downfracture technique, the preparation 
is difficult, because the septum is mobile and unsupported, 
and the border between the mucoperichondrial layer, the 
mucoperiosteal layer, the cartilage, and the bone is poorly 
visible. A mass of connective tissue fibers, previously con-
necting the septal mucosa to the incisive bone, are cut 
while chiseling the bone groove, which complicates the 
situation even more. In order to protect the septal mucosa, 
it is often necessary to cut the superficial layer of fibers 
at the base of the septum with a scalpel. In our opinion, 
the initial dissection of the mucosa from the nasal cavity 
floor and the lower part of the septum, made under visual 
control before chiseling above the groove, may significantly 
facilitate further proceedings. This is because the inferior 
mucosal tunnel prepared at the beginning of the procedure 
is often injured and needs to be sutured at the end of the 
procedure. This kind of laceration also uncovers a subja-
cent part of the lower turbinate. If the surgeon is planning 
to perform a turbinoplasty and the whole mucosa is pre-
served, it should be cut parallel to the lower margin of the 
lower turbinate, as described by Posnick and Agnihotri 
(Fig. 1).14 It is possible to modify the single incision into 
a T-shaped cut in order to gain better access to the sur-
face of the turbinates and to limit the risk of uncontrolled 
laceration of the mucosa (Fig. 2).

This stage of the operation is preferable for turbino-
plasty or turbinectomy procedures. We prefer submucosal 
thermal ablation, which can be performed with a cautery 
unit. This technique, as opposed to a partial or complete 
turbinate resection, ensures the preservation of the nasal 
mucosa. In some cases, cauterization can be completed 
with a partial resection of the overgrown posterior parts 
of the inferior turbinates with the loop.

In  the next step, the chondro-osseal junction of  the 
quadrangular cartilage, the perpendicular plate and the 
vomer are dissected. After that, the deviated part of the 
chondro-osseal septal framework is removed, with particu-
lar care to spare as much of the patient’s tissue as possible. 
Fixing the anterior-inferior septal cartilaginous strut to the 
maxillary anterior nasal spine with a 4-0 polydioxanone 
(PDS) suture (Johnson & Johnson, Ethicon Inc., Bridge-
water, USA) and the cartilage junction to the vertical part 
of the ethmoid bone is particularly important for the prop-
er projection of the nose tip and for stable anchorage of the 
nasal septum. Failure in this element of the procedure may 
cause a rearward or bilateral shift of the nasal septum. We 
recommend controlling the position of the septum not 
only from the side of the maxilla, but also using a nasal 
speculum through the anterior nares on the side of the 
free nasal passage. This maneuver is particularly useful 
in the assessment of the necessary extent of the resection 
of the septal framework and of the patency of the inferior 
and middle nasal passage. At the end of the procedure, the 

Fig. 1. Intranasal approach to the septum and conchae

Fig. 2. Nasal septum projection with areas “a” and “b”

Fig. 3. Dissection of the mucoperichondrium from the entire septal 
cartilage and septal bone
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mucosa of the nasal cavity floor is stitched with a single 
4-0 polydioxanone (PDS) suture. Silastic septal splints are 
then applied to each of the mucoperichondrial planes with 
a running 4-0 nylon suture to stabilize the mucosal flap 
and to prevent septal hematoma or scare formation.2,16 
It is more difficult to stitch the flaps and to place the splints 
in the nasal vestibule during orthognathic surgery than 
during the classic septoplasty. This is due to the intubation 
tube placed in one of the nose cavities. Limited visibility 
and placement of the naso-tracheal tube without adequate 
insight and careful septal splint suturing might lead to su-
turing or perforating the tube.

Our experience shows that the use of systemic steroids 
tends to be effective in the postoperative period to reduce 
mucosal edema. Patients receive intravenous steroids 
(dexamethasone, max 24 mg/day) on the day of surgery 
and 1 day postoperatively. First, 8 mg of dexamethasone 
is administered at the start of Le Fort I osteotomy and the 
2nd dose is administered up to 4–6 h after surgery. The last 
dose (8 mg) is administered early in the morning on the 
1st day after surgery.

The nasal packing and septal splints are removed in the 
1st week after the operation. In order to minimize intra-
nasal edema and crusting, patients are instructed to use 
an intranasal local vasoconstrictor agent (xylometazoline 
hydrochloride) 2–3 times per day in the 1st week and a sa-
line mist 4–6 times per day for 2–3 weeks after the opera-
tion. Each patient is evaluated postoperatively by cranio-
facial surgeons and otolaryngologists at weekly intervals 
for a total of 3 consultations.

Results

Bilateral turbinoplasty with simultaneous septoplasty 
were performed in 36 cases (40%; p < 0.05) (Table 1). Im-
provement in nasal breathing after routine endoscopic and 
CT evaluation was found in 78 patients (86.7%; p < 0.05). 
In 2 cases, nasal breathing was greatly impaired, as shown 
in Fig. 2, because of subluxation of the nasal septum in area 
“a” and because of the presence of the nasal spine in the 
deviated area “b”. No correlation between gender or age 
and nasal patency was noticed (p > 0.05).

Discussion

Various techniques are quite often performed in addition 
to standard procedures in orthognathic surgery.17–20 Sarver 
and Rousso point out that rhinoplasty, submental liposuc-
tion, malar augmentation, lip lift and augmentation can 
easily be performed simultaneously with Le Fort I down-
fracture.17 We would like to highlight that rhinoplasty is the 
most common technique here. It is also quite important 
to note that orthognathic surgery performed together with 
rhinoplasty can greatly influence the upper airway system. 
The authors of the studies on concurrent orthognathic and 

septo- and turbinoplasty procedures that were available 
for this review were mostly maxillofacial surgeons.7,13,21,22 
Most of them particularly recommend such proceedings 
in patients with pre-existing nasal patency disorders.7,13,14 
A study performed by Haarmann et al. in order to evaluate 
changes in nasal airways after Le Fort I osteotomy and func-
tional rhinosurgery confirms a significant improvement 
in breathing in the entire study group.7 The authors point 
out that during the impaction of the maxilla, additional 
rhinosurgery should always be performed. Waite et al.  
performed 22 septorhinoplasties simultaneously during 
orthognathic surgery.18 No significant differences were 
noticed in either Le Fort I procedure or isolated sagit-
tal split osteotomies of the mandible, and their influence 
on septorhinoplasties. Unlike the previously cited authors, 
Williams et al. examined the nasal airway function with 
a quality-of-life survey instrument in patients after Le Fort I  
osteotomy performed without any rhinosurgery.23 As a re-
sult of maxillary advancement, patients scored >25 points 
on the NOSE scale and reported a lack of nasal obstructive 
symptoms. In our opinion, this may have resulted from the 
different rules of case selection, as well as from different 
preparation and procedure techniques that diverge from 
standard laryngological procedures. The main differences 
include limited visibility into the nasal passages (nasal 
intubation), an imposed operational approach, the need 
to adjust the septoplasty and the resection of the lower 
part of the septum and lower turbinates to the anatomi-
cal conditions altered in the orthognathic procedure, and 
a lack of anterior nose packing after the procedure. There 
are 3 essential problems that should be considered when 
qualifying patients for orthognathic procedures: deter-
mination of the indications for simultaneous septo- or 
turbinoplasty, the resection mode of the cartilaginous part 
of the septum framework and the scope of volume decrease 
of the lower nasal turbinates.

Preliminary psychological assessment seems to be nec-
essary not only regarding the orthognathic procedure, 
but also the septoplasty procedure, which is due to the 
arduousness of the postoperative period. Such discomfort 
is mostly due to the necessary application of septal splints 
that fix the septum within the median line and prompt 
a temporary nasal blockage. The recent review of the lit-
erature made by Tang and Kacker suggests that many types 
of septal splints are used worldwide; however, the usage 
of improved thinner splints might lead to an improvement 
in the mucosal status with decreased postoperative pain 
and discomfort.24 They can be used as an effective alter-
native to nasal packing after septoplasty.25 We would like 
to stress that nasal packing after septoplasty in Le Fort I  
osteotomy is not only unnecessary, but it also can be life- 
-threatening, as it blocks the nose, while the mandible and 
the maxilla are immobilized by the intermaxillary ligature 
steel wires used to fix the intraoral jaw.

Qualification for the surgery is usually based on a sub-
jective and objective assessment of the patient. So far, there 
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have been no established criteria for patient qualification 
for the procedure, and Posnick et al. – among others – sug-
gests that there is a need for such qualification.10,13,14 Many 
subjective methods may be used in the assessment of nasal 
patency (visual analogue scales and psychometric ques-
tionnaires) as well as objective methods (pressure flow-
meter, acoustic rhinomanometry and fiberoscopy).7–10,26–28 
In our opinion, problems with breathing through the nose 
which are revealed in the patient’s medical history are 
the most important indication for any nasal procedure. 
If an additional examination does not lead to a conclu-
sion of whether the surgeon should perform an additional 
nasal surgery, the NOSE scale evaluation with the patient’s 
best interests should be taken into consideration. Also, 
additional questions about sleep position and the ability 
to breathe through the nose while sleeping on the back 
should be asked.

Fiberoscopy is an objective assessment that reveals ana-
tomical changes in the nasal region both before and after 
the surgery. It is useful in diagnosing changes connected 
with a deviated septum, adhesions or perforations that may 
be overlooked during rhinoscopy. Moreover, it is a rather 
inexpensive and noninvasive examination performed un-
der local anesthesia.9 It should be performed preopera-
tively in every patient with a nasal patency disorder. Only 
an abnormal result in fiberoscopy may be a possible indica-
tion for extending the diagnostics with rhinomanometry.8 
Rhinomanometry is a useful, objective method of preop-
erative and postoperative assessment, though, next to the 
diagnostic imaging methods, it may only increase the costs 
of the preparation for the procedure.7,8,27 It may reveal 
a possible nasal patency obstruction, but does not diag-
nose its anatomical cause. Otolaryngologists rarely make 
use of diagnostic imaging when preparing patients for 
septo- and turbinoplasty. Additionally, many clinicians 
use special computer planning before orthognathic surger-
ies. In most cases, it is used to evaluate and calculate bone 
and soft tissue changes, and it also helps to evaluate the 
upper respiratory tract patency and size.29 We would like 
to point out that the examination which provides a precise 
assessment is CT with preliminary mucosal decongestion 
of the nasal turbinates. Nasal decongestants, in both topi-
cal and oral forms, are some of the most effective drugs 
available for reducing congestion of the turbinate mucosa, 
but only on the day of examination. Another way to reduce 
congestion is to use topical steroids a few days before the 
day of examination. During the initial clinical assessment 
of patients, in the process of qualification for surgery, we 
first performed the anterior rhinoscopy without topical 
decongestants. Then, a topical decongestant (oxymetazo-
line) was applied and rhinoscopy of the nasal airway was 
performed. We noted the nasal septum shape, the state 
of the mucosa and the size of the turbinates. Nasal endos-
copy and CT not only facilitate imaging data collection and 
proper qualification for the procedure, but they also set 
the grounds for doctor–patient communication in order 

to explain the necessity of the procedure and the evalua-
tion of its effects. At the qualification interview, the patient 
should always be informed about possible complications 
that may result from an extended orthognathic procedure, 
particularly with septoplasty.8

Another key technical problem is the extent of resection 
of the septal cartilage. This problem does not exist when 
the procedure is performed by a laryngologist in the clas-
sical manner. But when septoplasty is performed during 
orthognathic surgery, the extent of the resection of the 
inferior part of the septum should be taken into consid-
eration in relation to dredging up the nasal cavity floor, 
widening the pyriform aperture and reducing the nasal 
spine, performed in order to reduce gummy smile. Those 
aspects of the procedure require the surgeon’s close atten-
tion. In the case of orthognathic procedures, the propor-
tions are altered and a mismatch may occur between the 
height of the septum that is mobilized at its entire length 
and the new dimensions of the advanced maxilla. It is im-
portant to try to resect the cartilage as sparingly as pos-
sible, as it can be reinserted after processing its shape and 
adjusting its dimensions to the new anatomical conditions. 
Laryngologists take care to preserve as much cartilaginous 
tissue as possible, particularly in the front part, in the na-
sal vestibule. Maxillofacial surgeons mostly pay attention 
to the shortening of the cartilaginous part of the septum, 
so after closing the edges of the bones, it rests “comfort-
ably” in the groove made in the median line. When the 
remaining fragment is too high, the cartilage may dislo-
cate sideways, narrowing the light of the nasal passages. 
In some cases, it might also increase the nasal supratip 
break (Fig. 4). A resection of the inferior part which is too 
large may induce – without correction of the deviation 

Fig. 4. Nasal tip and supra tip-notch projection before and after 
septoplasty and additional Le Fort I osteotomy
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– a transverse dislocation of the free fragment of the car-
tilage, which may block the nasal airways and decrease its 
patency after the procedure. This problem only concerns 
the flexible part of the septum – the cartilage. The rigid, 
bony part of the septum imposes the proper height by it-
self. Depending on the extent of the resection, a significant 
change in the shape of the nose may occur (into a saddle 
shape with an uplifted or dropped nose tip, a nasal hump, 
and a change in the shape of the nostrils).22 In our opin-
ion, it is useful to jointly adjust the extent of the resection 
during the procedure, based on several fittings after the 
impaction of the maxilla.

Another problem is the approach to the surgery of the 
inferior nasal turbinates. The  pathology of  the turbi-
nates is  inseparably connected with their hypertrophy. 
The turbinate on the side of the deviation is usually small 
and atrophic, while the one on the other side is hyper-
trophic. Only the obstructive hypertrophy may be an in-
dication for turbinoplasty, not the edema of the mucosa 
of the turbinate. The excessive tissue should be assessed 
after decongestion of the mucosa, by both endoscopy and  
a radiological examination. On the other hand, mucosal 
edema occurs during orthognathic procedures despite 
the application of decongestants at the beginning of the 
procedure. It seems that this problem is not usually taken 
into consideration, and the procedure may be performed 
too radically or not radically enough.

The techniques of volume reduction of the lower turbi-
nate include turbinate outfracture, resection (submucosal 
resection, partial resection, trimming of the turbinates and 
inferior turbinoplasty, reduction by a microdebrider, and 
laser vaporization), electrocautery, cryosurgery, or coabla-
tion.30 In the most commonly used resection technique, 
it is recommended to reduce the inferior turbinate by 2/3 
of the volume.14,21 However, turbinectomy performed along 
the lower edge of the turbinate may result in massive hem-
orrhage, the development of granulation tissue or necro-
sis of the exposed bone. Radical removal of the inferior 
turbinate tissue may also provoke symptoms of so-called 
“empty nose syndrome.” As a result of extensive scar for-
mation after the turbinate resection, the patient may not 
feel hot and cold stimuli properly, having the impression 
of obstruction, with a substantial width of the nasal cav-
ity. Extensive scars also impair the physiological func-
tions of the nasal mucosa (warming, humidification and 
air filtration) predisposing the patient to the formation 
of crusts and recurrent pharyngitis.15,30,31 Physical injury 
to the mucosa may also be caused by cryosurgery, thermal 
ablation or radiofrequency ablation. The submucosal re-
section of the inferior turbinate is worth recommending, 
because it preserves most of the mucosa and preserves 
mucosal functions. Moreover, this technique is less likely 
to cause atrophic rhinitis. A new technique using a micro-
debrider blade through a small incision shows great results 
in reducing the size of the inferior turbinates.31,32 We rec-
ommend submucosal ablation, which can be performed 

by submucosal cautery – it reduces the turbinate tissue 
with minimal damage to the surface. Submucosal ablation 
can also be provided by a radiofrequency device.33 Our 
experience indicates that there was no significant hemor-
rhage after the procedure using this technique. Also, after 
the extended procedure, with the loop resection of the 
hypertrophic posterior part of the turbinate, no massive 
hemorrhage was observed.34

Other complications of septoplasty, besides hemorrhag-
es, include perforation of the septum, which, according 
to Erbe et al., occurs in 15% of patients being simultane-
ously operated on.8 A hematoma or septal abscess, adhe-
sions between the septal mucosa and turbinates, deteriora-
tion in the sense of smell, or leakage of cerebrospinal fluid 
are rarely observed. Patients with those complications 
are usually referred to otolaryngological departments. 
A full discussion about the treatment undertaken exceeds 
the scope of this study. The number of centers under-
taking surgical treatment of craniofacial deformations 
is steadily growing. At the same time, the popularization 
of simultaneously performed orthognathic surgery and 
septoplasty with possible turbinoplasty can be observed. 
We also recommend that those 2 procedures should be 
performed jointly by maxillofacial surgeons and laryn-
gologists (a postulate of Posnick and Agnihotri, among 
others).13 Exploiting the laryngologists’ knowledge of the 
anatomy and physiology of the upper part of the respira-
tory tract is meant to translate into better postoperative 
results and a higher degree of patient satisfaction. How-
ever, even an experienced laryngologist may be surprised 
during the procedure, as there is a different surgical ap-
proach – the downfracture access – a different manner 
and size of the septal framework resection, the need to fix 
the cartilage after the procedure and the impossibility 
of applying a bilateral nasal package. A proper volume 
reduction of the lower turbinates in the altered anatomi-
cal conditions of the orthognathic procedure may also 
constitute a problem. Therefore, the experience exchange 
between the 2 teams seems to be essential for achieving 
the best results.
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Abstract
Background. Medical digital imaging is the basis of effective medical diagnosis and is now in the mainstream 
of a dynamically developing branch of science. Optical coherence tomography (OCT) enables real-time in situ 
imaging of tissues without the need for biopsy, histological procedures or X-rays.

Objectives. The aim of the study was to evaluate the application of OCT in orthodontic diagnostics and 
clinical practice by assessing the thickness of the enamel before and after orthodontic treatment.

Material and methods. A hundred and eighty teeth in this in vitro study were divided into 3 groups 
of 60 teeth each. In each group (Group 1 – metal brackets, Group 2 – ceramic brackets and Group 3 – com-
posite brackets), the orthodontic brackets were attached to the enamel using the 5th-generation adhesive 
system. The image of the enamel tissue was captured with a 3D–OCT camera before installing orthodontic 
brackets and after debonding and mechanical processing. The obtained OCT scans were subjected to expert 
IT analysis. For the statistical analysis, the Shapiro-Wilk test, the median test, the Mann-Whitney U test, 
Friedman two-way analysis of variance (ANOVA), Wilcoxon matched pairs signed ranks test, the χ2 test 
of independence with Yates’s correction, and Fisher’s exact test were used. Maxwell’s general principle was 
followed when using this type of test. The level of significance was set at p = 0.05.

Results. The thickness of the enamel varied least when metal brackets were used. The changes in enamel 
thickness in the composite and ceramic bracket groups were not statistically significant.

Conclusions. Optical coherence tomography is an effective diagnostic tool to evaluate the thickness of the 
enamel tissue before and after orthodontic treatment. Changes in the enamel layer thickness after orthodontic 
treatment are determined by the type of material which the orthodontic bracket is made of.

Key words: tomography, optical coherence, orthodontics, optical coherence tomography, enamel
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Background

The  concept of  tomography refers to  a  method that 
provides images showing sections of  the tested struc-
ture. The 1st CT scanner, constructed in 1967, initiated 
the rapid development of medical imaging. A common 
feature among the different types of CT devices is the non-
invasive imaging of tissue structures and internal organs. 
The desire to minimize invasive methods, such as biopsy 
or exploratory surgery, which are painful and may cause 
deterioration in the patient’s condition, was the impetus 
for the improvement of CT equipment. As a result, com-
pletely new technologies were developed, such as magnetic 
resonance imaging (MRI), ultrasonography (USG), posi-
tron emission tomography (PET), single photon emission 
computed tomography (SPECT), and the latest and more 
widely used optical coherence tomography (OCT).

The method of OCT using interferometry with partially 
coherent light was first presented in 1991 at the Massa-
chusetts Institute of Technology (MIT), Cambridge, USA.1 
The 1st in vivo measurements of the section of the human 
retina were made 2 years later in Vienna, Austria.2 The 1st 

commercial optical tomography device was produced 
in 1996 by Zeiss-Humphrey.3

Optical coherence tomography provides images of the 
sections of tissues in a non-contact and non-invasive man-
ner. The device measures the time delay and intensity of the 
light scattered or reflected from biological tissues, which 
results in tomographic imaging of their internal structure. 
This is achieved by scanning tissues at a resolution ranging 
from 1 to 15 μm. Optical coherence tomography enables 
real-time in situ imaging of tissues without the need for 
biopsy, histological procedures or X-rays, so it can be used 
in many fields of medicine. Its properties are particularly 
used in ophthalmology – in the diagnosis of all layers of the 
retina – but also increasingly in cardiology, gastroenterol-
ogy, pulmonology, oncology, and dermatology.

The  latest studies focus primarily on the early diag-
nosis of caries, the assessment of dental fillings, and the 
evaluation of periodontal and mucosal tissues and tooth 
structure.4–13

Objectives

In this article, we illustrated the application of OCT 
in orthodontic diagnostics and clinical practice by as-
sessing the thickness of the enamel before and after orth-
odontic treatment. This method has a great impact on the 
proper treatment and choice of material and is already 
used by us. The possibility of appraising the enamel state 
and thickness enables the correct selection of the adhesive 
materials and type of bracket. Therefore, it should be in-
troduced widely for clinical practitioners.

Material and methods

The study was carried out in an in vitro environment. 
The material comprised 180 teeth, divided into 3 groups 
of 60 teeth each. In each group, the orthodontic brackets 
were attached to the tooth surface using the 5th-generation 
adhesive system that uses the classic method of enamel 
etching with orthophosphoric acid. In the 1st group, steel 
orthodontic brackets were used. The 2nd group had ceramic 
brackets attached, while the 3rd group was given composite 
brackets.

The experiment was carried out on premolars, extracted 
for orthodontic and periodontal reasons. The exclusion 
criteria were defined by the following conditions: the pres-
ence of developmental defects of enamel, i.e., hypoplasia, 
turbidity or discoloration (which is a symptom of caries), 
and fillings on the vestibular surface.

The teeth which qualified for research were stored for 
30 days in demineralized water with a crystal of thymol 
(0.1%) at room temperature. Before fastening orthodontic 
brackets, the tooth surface was cleaned using a polish-
er (TopDental, Bielsko-Biała, Poland) with fluoride-free 
toothpaste, Pressage (Shofu Inc., Kyoto, Japan), designed 
to prepare the enamel before fastening orthodontic brack-
ets. Then, the teeth were washed with distilled water and 
dried with compressed air for 15 s. For fastening orthodon-
tic brackets, an orthodontic composite material, Trans-
bond™ XT Light Cure Adhesive (3M Unitek, Diegem, 
Belgium), was used.

In the 1st group, the vestibular surface of the tooth was 
etched for 30 s with a 37% solution of phosphoric acid 
– Blue-Etch (Cerkamed, Stalowa Wola, Poland) – rinsed 
with distilled water for 15 s, and dried using compressed 
air. The adhesive system OptiBond Plus Solo (Kerr, Orange, 
USA) was rubbed with an applicator into the etched enam-
el surface for 15 s, then the surface was dried under a gentle 
stream of air for 3 s and cured with a halogen lamp with 
a light intensity of 750 mW/cm2 for 20 s. The orthodontic 
composite material Transbond™ XT Light Cure Adhe-
sive was applied to the bracket surface. The bracket was 
pressed against the enamel surface with common tweezers. 
The orthodontic bracket was placed in the middle of the 
mesial-distal axis of the tooth, moving its center 3.5 mm 
away from the edge of the occlusal surface. The distance 
was measured using an orthodontic positioner. After the 
proper placement of the bracket, the material was sub-
jected to polymerization with a halogen lamp for 40 s.

In the 2nd group, the self-etching adhesive system G-Bond 
(GC, Tokyo, Japan) was used. The self-etching primer was 
left for 10 s after being applied to the tooth surface using 
an applicator, and then the excess was removed via an air 
stream for 5 s. After this time, the system was polymerized 
with a halogen lamp with a light intensity of 750 mW/cm2 
for 20 s. The orthodontic composite material Transbond™ 
XT Light Cure Adhesive was applied to the surface of the 
hook. The orthodontic hook was placed onto the tooth 
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surface using the method described above. The teeth with 
the fixed orthodontic brackets were stored in demineral-
ized water at room temperature for 24 h. After this time, 
the hooks were removed mechanically with ix827 pliers 
(DB Orthodontics Ltd, Silsden, UK), designed for remov-
ing all types of brackets. Residues of the adhesive material 
were removed from the enamel surface using a cemented 
carbide milling cutter – H390.204 AGK (Komet URPOL, 
Kędzierzyn-Koźle, Poland) – which has 8 notches, a length 
of 3.6 mm, and a diameter of 0.1 mm. The enamel was pro-
cessed with the use of a micromotor commonly mounted 
to a dental unit at a speed of 40,000 rpm with water cool-
ing and a pressure force of 1.0 N. The force was measured 
on a test stand consisting of scales, on which the processed 
tooth was placed. The procedure of cleaning the enamel 
was considered to be finished based on a naked-eye ex-
amination and by touching with a 23-cm stylet under the 
dental unit light. The assessment criteria were the smooth-
ness of the tooth surface and the absence of the compos-
ite material residues. Tooth scans were performed using 
3D-OCT tomography. The area of the test teeth was im-
aged with a 3D-OCT camera (Topcon, Las Vegas, USA) 
(Fig. 2) in 2 modes T0, imaging of the tooth surface before 
installing orthodontic brackets, and T1, imaging of the 
tooth surface after debonding and mechanical processing. 
Each time, 2-dimensional scans were performed, allowing 

for a clear illustration of the enamel damage in a vertical 
plane. The procedure showed the entire surface of the tis-
sue and allowed for the subsequent comparative analysis 
of changes in its structure. The 3D-OCT device, in addi-
tion to CT, has a coupled digital camera with a resolution 
of 16.2 Mpix, which provides highly accurate images of the 
test area with 20-fold zoom without a loss in image quality. 
The technology of Fourier Domain OCT (S-OCT), which 
uses spectral analysis, provides very quick scanning (27,000 
A-scans/s), a high axial resolution of 5 μm and a horizon-
tal resolution of 20 μm. The use of a pulsed light source, 
which is a superelectroluminescent diode (SLED) in the 
OCT, allows for better detection of low-contrast centers. 
The wavelength is 840 nm and the half-width is 50 nm. 
The 3D OCT-2000 has a scanning range of 6 × 6 mm hori-
zontally and 2.3 mm into the tissue. It is a device designed 
for ophthalmic diagnostics, whose system enables the vir-
tual segmentation of the retina into layers, allowing for the 
assessment of the photoreceptors and pigment epithelium. 
The wavelength of 840 nm and the depth of penetration 
into the tissue also allow for imaging of the tooth enamel 
tissue through its entire thickness. It was possible to obtain 
accurate scans of the surface and enamel structure of the 
teeth with appropriate repeatability during 3 examinations 
owing to a special matrix made for each tooth. The matrix 
allowed for repeatable tooth positioning in the frontal, sag-
ittal and horizontal plane relative to the optical axis of the 
OCT. The matrix was made of c-silicone Zetalabor hard 
85 Shore A (Zhermack, Badia Polesine, Italy), on the basis 
of the tooth impression in the long axis, so that the ves-
tibular surface of the crown remained above the silicone. 
The support for the silicone was a mold with an attachment 
fixed with respect to the optical axis of the OCT.

Fourier Domain OCT technology (S-OCT) allows for 
high-resolution spectral analysis, greater than 5 μm axi-
ally and 20 μm horizontally, and a quick scan of 27,000  
A-scans/s. A 2-dimensional tomographic scan of the tooth 
is composed of 3 types of scans: A, B and C. Scan A mea-
sures the axial penetration depth of light in comparison 
to the reflectance curve. Scan B gives sagittal scans of the 
object and scan C provides lateral scanning images at 

Fig. 1. 1 – extracted central lower incisor, captured using a digital camera 
with the resolution of 16.2 Mpix; coupled with tomography; 2 – window 
of the scanning area; 3 – the silicone matrix made for repeatable tooth 
positioning in the frontal, sagittal and horizontal plane relative to the 
optical axis of the optical coherence tomography (OCT)

Fig. 2A. The axial aspect of the scan presented in Fig. 1, 
the A scan

1 – the outer layer of the enamel; 2 – the inner layer of the 
enamel; 3 – the axial plane in relation to which the scan 
was made.
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a constant depth. Figures 1, 2A, 2B, and 2C show examples 
of the individual scans of the tooth.

The resulting OCT scans were subjected to an expert IT 
analysis. Image pre-processing involved automatic reading 
of the order of OCT images from the source file with the 
*.fds file extension, allowing for the development of ma-
trices of individual images.

The IT analysis, which was performed owing to a special-
ly developed algorithm, was accurately described and pub-
lished previously.14 The algorithm allowed for an automatic 

measurement of every tooth’s enamel thickness before and 
after treatment. The determination of enamel thickness 
was possible because the algorithm automatically deter-
mined the position of both the outer and inner enamel 
layers directly in the image. In this manner, 20,000 scans 
were measured.

The results obtained in the study were statistically ana-
lyzed. The Shapiro-Wilk test was used to verify the hypoth-
esis of normality of the variable distribution. To verify the 
hypothesis of the existence and non-existence of differenc-
es between the mean values for the independent variables, 
the median test and the Mann-Whitney U test were used. 
To verify the hypothesis of the existence or non-existence 
of differences between the mean values for the depen-
dent variables, the Friedman two-way analysis of variance 
(ANOVA) and Wilcoxon matched pairs signed ranks tests 
were used. In order to assess the correlation between sac-
cadic and qualitative variables, the χ2 test of independence, 
the χ2 test of independence with Yates’s correction and the 
Fisher’s exact test were used. Maxwell’s general principle 
was followed when using this type of tests. The diversity 
of many variables in the categories determined by qualita-
tive factors was analyzed using the analysis of variance/
analysis of covariance (ANOVA/ANCOVA) models of uni-
variate analysis of variance. When verifying all hypotheses, 
the level of significance was set at p = 0.05.

Results

The 1st step in the analysis was to measure the enamel 
thickness before the orthodontic treatment in all of the test 
samples. The calculation of the average, minimum, and 
maximum enamel thickness before the orthodontic treat-
ment and the average, minimum and maximum enamel 

Table 1. The characteristics of the variables obtained

Variables n M Me Min Max Q1 Q3 R SD p-value

I_Avg 180 564.53 539.85 257.50 1,093.05 476.53 643.75 167.22 137.30 0.0003

I_Min 180 183.14 185.00 0.00 400.00 140.00 245.00 105.00 83.23 0.0042

I_Max 180 1,515.91 1,297.50 600.00 4,255.00 1,015.00 1,900.00 885.00 700.86 2.1865

I_Stdev 180 201.22 163.84 57.95 740.54 118.66 226.71 108.05 126.67 1.3077

V_Avg 180 470.85 447.85 172.14 844.79 369.96 564.13 194.16 130.87 2.2849

V_Min 180 130.27 135.00 0.00 360.00 80.00 185.00 105.00 76.77 0.0023

V_Max 180 1,098.84 1,037.50 450.00 2,755.00 825.00 1,280.00 455.00 424.24 1.3652

V_StDev 180 149.46 130.94 35.11 618.01 92.91 185.42 92.51 87.49 2.2893

Dif_Avg 180 93.67 67.72 –142.77 563.03 29.20 150.83 121.62 100.24 1.0034

Dif_Min 180 52.87 50.00 –185.00 220.00 15.00 85.00 70.00 53.02 0.0001

Dif_Max 180 417.06 197.50 –1,415.00 3,215.00 25.00 685.00 660.00 636.66 1.3414

n – number of samples; M – arithmetic mean; Me – median; Min–Max – range of variation; Q1 – 1st quartile; Q3 – 3rd quartile; R – interquartile range; SD 
– standard deviation; I_Avg – average enamel thickness before the orthodontic treatment; I_Min – minimum enamel thickness before the orthodontic 
treatment; I_Max – maximum enamel thickness before the orthodontic treatment; V_Avg – average enamel thickness prior to orthodontic treatment;  
V_Min – minimum enamel thickness prior to orthodontic treatment; V_Max – maximum enamel thickness prior to orthodontic treatment; 
Dif_Avg – difference in average enamel thickness prior to orthodontic treatment and after its completion; Dif_Min – difference in minimum enamel 
thickness prior to orthodontic treatment and after its completion; Dif_Max – difference in maximum enamel thickness prior to orthodontic treatment and 
after its completion.

Fig. 2B. The sagittal aspect of the scan presented in Fig. 1, the B scan

1 – the outer layer of the enamel; 2 – the inner layer of the enamel.

Fig. 2C. Coronal lateral scanning at a constant depth of the tooth 
presented in Fig. 1, the C scan

1 – the contour of a tooth at the 389 layer of the enamel tomographic scan.
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thickness, after the orthodontic treatment was conducted. 
All of the outcomes are presented in Table 1.

By using the metal brackets, the average thickness of the 
enamel after the end of treatment (V_Avg) was 487.05 µm, 
the minimum (V_Min) was 125.41 µm and the maximum 
(V_Max) was 1046.50 µm. To find the differences between 
the thickness of the initial and final values (before and 
after treatment), the 2 equitable values were subtracted. 
By those means, the variables Dif_Avg (difference in aver-
age enamel thickness prior to orthodontic treatment and 
after its completion), Dif_Min (difference in minimum 
enamel thickness prior to orthodontic treatment and after 

its completion) and Dif_Max (difference in maximum 
enamel thickness prior to to orthodontic treatment and 
after its completion) were achieved. All of the described 
variables are presented in Table 2. The average difference 
(Dif_Avg) between the thickness of the enamel before and 
after orthodontic treatment using the metal brackets was 
63.15 µm and was statistically lower in comparison with 
ceramic (p < 0.018) and composite brackets (p < 0.006). 
Statistical analysis confirmed that the thickness of the 
enamel varies least using metal brackets.

The average thickness of the enamel after treatment with 
ceramic brackets (V_Avg) was 461.00 µm, the minimum 

Table 2. Thickness of the vestibular enamel [μm] after the orthodontic treatment in the metal bracket group

Variables n M Me Min Max Q1 Q3 R SD

V_Avg 60 487.05 460.82 259.16 844.79 379.82 565.94 186.12 137.13

V_Min 60 125.41 132.50 0.00 360.00 75.00 177.50 102.50 84.14

V_Max 60 1,046.50 1,010.00 540.00 2,075.00 8,300.00 1,210.00 380.00 303.21

Dif_Avg 60 63.15 39.11 –142.77 286.02 22.88 113.18 90.30 73.09

Dif_Min 60 51.25 45.00 –80.00 220.00 10.00 72.50 62.50 54.52

Dif_Max 60 485.83 185.00 –915.00 3,215.00 47.50 740.00 692.50 752.51

n – number of samples; M – arithmetic mean; Me – median; Min–Max – range of variation; Q1 – 1st quartile; Q3 – 3rd quartile; R – interquartile range;  
SD – standard deviation; V_Avg – average enamel thickness prior to orthodontic treatment; V_Min – minimum enamel thickness prior to orthodontic 
treatment; V_Max – maximum enamel thickness prior to orthodontic treatment; Dif_Avg – difference in average enamel thickness prior to orthodontic 
treatment and after its completion; Dif_Min – difference in minimum enamel thickness prior to orthodontic treatment and after its completion;  
Dif_Max – difference in maximum enamel thickness prior to orthodontic treatment and after its completion.

Table 3. Thickness of the vestibular enamel [μm] after the orthodontic treatment in the ceramic bracket group

Variables n M Me Min Max Q1 Q3 R SD

V_Avg 60 461.44 454.39 269.35 744.30 375.32 542.99 202.88 143.29

V_Min 60 150.90 150.00 0.00 310.00 100.00 200.00 105.00 75.57

V_Max 60 1,077.45 1,005.00 450.00 2,640.00 810.00 1,220.00 525.00 437.81

Dif_Avg 60 111.14 81.53 –53.98 563.03 30.68 153.72 119.33 96.04

Dif_Min 60 44.01 35.00 –185.00 200.00 5.00 80.00 80.00 58.68

Dif_Max 60 486.55 270.00 –595.00 2,200.00 60.00 935.00 650.00 610.66

n – number of samples; M – arithmetic mean; Me – median; Min–Max – range of variation; Q1 – 1st quartile; Q3 – 3rd quartile; R – interquartile range;  
SD – standard deviation; V_Avg – average enamel thickness prior to orthodontic treatment; V_Min – minimum enamel thickness prior to orthodontic 
treatment; V_Max – maximum enamel thickness prior to orthodontic treatment; Dif_Avg – difference in average enamel thickness prior to orthodontic 
treatment and after its completion; Dif_Min – difference in minimum enamel thickness prior to orthodontic treatment and after its completion;  
Dif_Max – difference in maximum enamel thickness prior to orthodontic treatment and after its completion.

Table 4. Thickness of the vestibular enamel [μm] after the orthodontic treatment in the composite bracket group

Variables n M Me Min Max Q1 Q3 R SD

V_Avg 60 464.73 418.98 172.14 774.27 354.87 589.92 167.67 116.14

V_Min 60 115.38 115.00 0.00 250.00 70.00 170.00 100.00 74.75

V_Max 60 1,167.23 1,075.00 465.00 2,755.00 850.00 1,310.00 410.00 438.62

Dif_Avg 60 105.45 95.45 –138.47 461.71 37.12 165.78 123.03 113.02

Dif_Min 60 62.69 60.00 –50.00 180.00 30.00 95.00 75.00 55.63

Dif_Max 60 288.38 125.00 –1,415.00 1,505.00 10.00 515.00 875.00 632.78

n – number of samples; M – arithmetic mean; Me – median; Min–Max – range of variation; Q1 – 1st quartile; Q3 – 3rd quartile; R – interquartile range;  
SD – standard deviation; V_Avg – average enamel thickness prior to orthodontic treatment; V_Min – minimum enamel thickness prior to orthodontic 
treatment; V_Max – maximum enamel thickness prior to orthodontic treatment; Dif_Avg – difference in average enamel thickness prior to orthodontic 
treatment and after its completion; Dif_Min – difference in minimum enamel thickness prior to orthodontic treatment and after its completion;  
Dif_Max – difference in maximum enamel thickness prior to orthodontic treatment and after its completion.
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(V_Min) was 150.90 µm and the maximum (V_Max) was 
1077.45 µm. The average difference (Dif_Avg) between 
the thickness of the enamel at the beginning and at the 
end of treatment amounted to 111.14 µm. The differences 
between the initial and final values were found in the same 
manner as in the metal bracket group. All of the variables 
are presented in Table 3.

In the groups treated with composite brackets, the thick-
ness of  the enamel after the treatment was 464.73 µm 
(V_Avg), 115.38 μm (V_min) and 1,167.23 μm (V_max). 
The average loss of enamel was 105.45 µm. The differences 
between the initial and final values were found in the same 
manner as in the metal and ceramic bracket groups. All 
of the variables are presented in Table 4. Enamel thickness 
changes in the composite and ceramic bracket groups were 
not statistically significant (p < 0.005).

Discussion

The presented results show that the enamel thickness af-
ter completed treatment and its possible damage is depen-
dent on the type of orthodontic bracket. So far, evaluation 
of the full tissue thickness has been difficult to carry out, so 
there are not many publications to refer to when discuss-
ing the results. To date, only 2 recent publications have 
revealed significant agreement in the potential of OCT as 
a clinical tool to effectively measure the whole enamel layer 
thickness.15,16 Some publications have acknowledged the 
risk of using ceramic brackets and Suliman et al. widened 
the available knowledge on the topic by evaluating 2 types 
of these brackets, in which polycrystalline brackets were 
found to be more dangerous to the enamel structure.17–19

A number of studies evaluating the loss of enamel thick-
ness and surface damage following the removal of brackets 
have been published, in which the measuring tools were 
a planer surfometer and profilometer.20–23 These methods 
allow for a small number of single tooth surface measure-
ments, while the studies carried out with a profilometer 
and surface analyzer do not show the examined structure. 
The newest methods of tooth enamel analysis include as-
sessment by means of an atomic force microscope (AFM). 
This method shows promising results in depicting the 
enamel surface, but still it does not allow to analyze the 
whole tissue.24–27 These methods, however, do not enable 
automatic, quantitative measurement of the enamel thick-
ness in automatic comparison of image groups. This is the 
case, where comparisons between specific areas of the 
tooth enamel were made manually in OCT images.28 Auto-
matic measurement was presented in the article.29 However, 
the article concerns polarization-sensitive optical coherence 
tomography (PS-OCT) and is not related to the problem 
of overlapping individual images in the subsequent process-
ing stages of the tooth, as shown in this paper.

It can be assumed that residues which are invisible after 
polishing the local resin may stay unrecognized and may 

be confused with enamel damage. Such phenomena can 
have a major impact on the results of the examination. 
The actual size of the resulting enamel damage can be 
diametrically different than previously supposed. In addi-
tion, tooth surfaces which are not fully flat make it difficult 
to carry out meaningful analysis. Only optical sensors and 
scanning lasers can allow accurate volume and vertical 
measurements of the enamel.30 Recently, the use of scan-
ning electron microscope (SEM) after bracket debonding 
has shown accuracy in conceptualizing the proper protocol 
in removing the bonding remnants and in evaluating the 
eventual damage after the finished treatment.31–33 The dis-
tinction between the loss of enamel and residual resins 
is only credible in the 3-dimensional evaluations that have 
so far only been possible with laser scanning techniques.34

A new application of the abovementioned device was 
employed to evaluate the diversity of the image depending 
on the size and depth of the generated pores of the enamel, 
which affect the propagation of light waves in the tissue 
and the appropriate image registration. Automatic analysis 
of tooth enamel thickness as a tool for digital intraoral 
imaging provides a number of possibilities. These include 
area analysis of the enamel thickness (for each individual 
tooth area separately) and enamel texture analysis. Imag-
ing and quantitative measurement of the enamel structure 
before the installation of braces and after their removal 
enables the exposure of the extent of the tooth tissue dam-
age depending on the brackets used and on the method 
of attachment. Such method makes it possible to deduce 
which bracket material and which installation technique 
are the safest for tooth enamel.

The OCT capabilities commonly applied in many fields 
of medicine (such as ophthalmology) are not yet fully used 
in dentistry, mainly due to the low availability of custom-
ized intraoral equipment and the insufficient range of OCT 
rays, which penetrate into the tissue to a depth of only a few 
millimeters, depending on the apparatus type. Lesions 
within the tooth tissue usually reach deeper, and are often 
measured in centimeters, which makes it necessary to per-
form hundreds or even thousands of scans to illustrate the 
entire lesion. To maximize the efficiency of the dental diag-
nostic OCT, the wavelengths of light responsible for gener-
ating the image should be subjected to testing. In the near-
infrared light range, the central wavelength determines 
the maximum depth of penetration into the tissue due 
to scattering and absorption properties.35 A wavelength 
below 1000 nm provides the greatest imaging efficiency 
because the light scattering properties are similar to the 
size of the tissue particles. Hydrated tissues dissipate much 
more energy than hard tissues containing a small percent-
age of water. For this reason, universal dental OCT should 
offer the possibility to control the wavelength depending 
on the type of tissue tested. A different wavelength must 
be used to image the periodontal and tooth tissue per se.

Another problem arising in dental diagnosis is the qual-
ity of individual teeth. The enamel can vary in its structure 
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in a single subject. Likewise, dental fillings or prosthetic 
materials having a different composition reflect or absorb 
light to varying degrees, which has a decisive effect on the 
image quality and the correct interpretation of it. Materi-
als whose reflectance index is similar to that of the back-
ground will give a similar image. In addition to image qual-
ity, the ability to perform objective measurements of the 
obtained scans is very important. To date, publications 
have been mainly focused on the ability to obtain images 
of individual structures and on their acquisition rate, which 
is especially important in in vivo studies. We attempted 
to develop an algorithm for rapid and accurate measure-
ments of tooth tissues. The presented algorithm is only 
one way to complete the described task. Other authors are 
already interested in the topic of OCT imaging in the field 
of orthodontics, proving our hypothesis that OCT should 
be incorporated into clinical diagnostics.19,36–40

Conclusions

Optical coherence tomography is an effective diagnostic 
tool to evaluate the thickness of the enamel tissue before 
and after orthodontic treatment. It provides tissue sec-
tions in a non-contact and non-invasive manner and allows 
for real-time tissue imaging in situ, without the need for 
histological procedures or, especially, the use of X-rays. 
Therefore, it is suitable for dental and orthodontic diag-
nostics in patients of any age. It is first and foremost im-
portant in pediatric patients, where the safe X-ray dose 
has not been precisely determined. Also, in this group 
of patients, orthodontic treatment is often performed. 
Considering the structure of young teeth susceptible 
to damage caused by plaque, caries and acids, it is very 
important in clinical practice to examine the structure 
of the enamel before starting treatment, especially be-
cause changes in the enamel layer thickness after orth-
odontic treatment have proved to be determined by the 
type of material which the orthodontic bracket is made 
of. This analysis informs orthodontists as to which brac-
es should be used in specific cases. The method has great 
applications in clinical practice, which will be shown 
in an upcoming publication.
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Abstract
Background. Post-thrombotic intracerebral hemorrhage (ICH) is experienced by 6–8% of stroke patients 
and is associated with multiple factors, including acquired coagulopathy induced by the thrombolytic drug.

Objectives. The objective of this study was to assess the outcome of the intravenous (IV) administration 
of fibrinogen concentrate in a series of acute stroke patients who developed iatrogenic fibrinogen critical 
depletion after IV thrombolysis.

Material and methods. Of the 39 ischemic stroke patients treated with IV thrombolysis with a severe 
hypofibrinogenemia requiring infusion with IV fibrinogen concentrate, 30 patients were treated with 2 g 
of IV recombinant tissue plasminogen activator (rt-PA), followed by further doses until the fibrinogen level 
reached 200 mg/dL in hemorrhagic patients or 100 mg/dL in non-hemorrhagic patients, and 9 were treated 
with IV rt-PA followed by endovascular thrombectomy.

Results. Pre- and post-thrombolysis National Institutes of Health Stroke Scale (NIHSS) scores were statistically 
different for the Cochran-Mantel-Haenszel test overall (p = 0.0002), at 24-hour evaluation (p = 0.0455) 
and at 7-day assessment (p = 0.0006). Within the first 7 days post-thrombolysis, the brain computed to-
mography (CT) scans showed that 20/39 (51.28%) patients had ICH. Of the whole sample, 25.6% of the ICH 
patients had symptomatic intracerebral hemorrhage (SICH), according to National Institute of Neurological 
Disorders and Stroke (NINDS) classification. After rt-PA treatment, the median pre-thrombolysis fibrinogen-
emia of 332 mg/dL significantly dropped to 133 mg/dL (p < 0.0001). After the fibrinogen concentrate infusion, 
the median level of fibrinogenemia rose to 160 mg/dL, which was significantly higher than the median post-
thrombolysis levels (p < 0.0001). Recanalization was observed in 25/28 patients (89.29%): complete in 18 
and partial in 7 patients. After fibrinogen IV infusion, no thrombotic complications were seen in 37 out of 39 
patients (94.77%); 2/39 (0.05%) patients experienced a pulmonary embolism, 1 of them a segmental one.

Conclusions. This study showed the clinical safety of administering IV fibrinogen concentrate in order 
to increase plasma fibrinogen levels in a series of acute stroke patients with iatrogenic fibrinogen depletion 
after IV thrombolysis.

Key words: ischemic stroke, fibrinogen concentrate replacement, recombinant tissue plasminogen activator
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Background

Intravenously (IV) recombinant tissue plasminogen ac-
tivator (rt-PA) is the recommended treatment for eligible 
acute stroke patients1 associated with an increased risk 
of  intracerebral hemorrhage (ICH) that mainly occurs 
within 24–36 h after thrombolysis. About 6–8% of stroke 
patients undergoing IV thrombolysis experienced symp-
tomatic intracerebral hemorrhage (sICH, as defined by Na-
tional Institute of Neurological Disorders and Stroke – 
NINDS), and an additional 1.6–3.6% of them had major 
systemic bleeding events.2,3

Numerous studies have identified different hemor-
rhagic risk factors for post-thrombolytic ICH, but none 
was recognized as a determinant, given the possible as-
sociation of multiple factors. Another important hemor-
rhagic risk factor seems to be an acquired coagulopathy 
induced by the thrombolytic drug itself, due to incom-
plete fibrin-specificity causing a fibrinogen consumption 
and formation of fibrinogen degradation products, which 
may lead to a pro-hemorrhagic state supporting bleeding 
complications.4–6

This observational study assessed the clinical outcome 
of the IV administration of fibrinogen concentrate in a se-
ries of acute stroke patients who developed iatrogenic fi-
brinogen critical depletion after IV thrombolysis.

Material and methods

In the Stroke Unit in Modena University Hospital (Italy), 
from among 700 ischemic stroke patients treated with IV 
thrombolysis, data of 39 patients who had experienced 
severe hypofibrinogenemia and required infusion with IV 
fibrinogen concentrate (Haemocomplettan P) was collect-
ed: 30 patients were treated with IV rt-PA (76.9% of cases) 
and 9 were treated with IV rt-PA followed by endovas-
cular thrombectomy (23.1% of cases). Fibrinogen values 
pre-rt-PA infusion and 2 h after the end of the treatment  
were measured.

In collaboration with the Modena Hospital hematol-
ogy consultant, to manage the iatrogenic fibrinogen criti-
cal depletion after IV thrombolysis, we created hospital 
standard operating procedures (SOPs) for  fibrinogen 
supplementation considering, as a threshold level for se-
vere hypofibrinogenemia post-thrombolysis, an absolute 
value <100 mg/dL of fibrinogen level for patients with-
out ICH, and  a  threshold <200  mg/dL in  case of  ICH 
or, in both cases, a relative decrease of fibrinogen levels 
pre- and post-thrombolysis) >30%.4

Patients fulfilling the  inclusion criteria (fibrinogen 
supplementation considering, as a threshold level for se-
vere hypofibrinogenemia post-thrombolysis, an absolute 
value   <100 mg/dL of fibrinogen level  for patients with-
out ICH, and a threshold <200 mg/dL in case of ICH or, in 
both cases, a relative decrease of fibrinogen levels pre- and 

post-thrombolysis)  >30%) were treated with 2 g of IV fi-
brinogen, followed by further doses until the fibrinogen level 
reached 200 mg/dL in hemorrhagic patients or 100 mg/dL 
in non-hemorrhagic patients (Haemocomplettan P mean 
dose 2 g; 5 patients with 4 g and 2 patients with 6 g).

Statistical analysis

Patients’ characteristics will be summarized by means 
of cross-tabulations for categorical variables or by means 
of quintiles for continuous variables. Distribution differ-
ences of continuous variables over time were assessed us-
ing the Mann–Whitney U test. All tests were two-sided, 
accepting p < 0.05 as indicating a statistically significant 
difference. Analyses were performed by SAS v. 9.1.3 sta-
tistical software (SAS Institute, Cary, USA).

Results

Among the 39 patients enrolled, there were 15 females 
(38.5%) and 24 males (61.5%), with a median age of 78 years 
(range: 30–96 years) and with a baseline median National 
Institutes of Health Stroke Scale (NIHSS) clinical stroke 
severity grade of 14 (range: 2–24). Table 1 provides a short 
description of patient characteristics.

The  overall difference between the  NIHSS scores 
pre- and post-thrombolysis was statistically significant 
(p = 0.0002), as well as the difference between the NIHSS  
scores pre- and  post-thrombolysis at  24-hour evalu-
ation (p  =  0.0455), and  between the  NIHSS scores 

Table 1. Patient characteristics

Age
mean (range) [years]

78.4 (30.9–96.7)

Sex,
n, [%]

M 24 (61.5)

F 15 (38.5)

Type of thrombolysis,
n, [%]

IV 31 (79.5)

IV plus endovascular 
treatment

8 (20.5)

Fibrinogen pre-thrombolysis,
median (range) [mg/dL]

332.0 (170.0–815.0)

Fibrinogen pre-infusion,
median (range) [mg/dL]

133.0 (18.0–231.0)

Fibrinogen post-infusion,
median (range) [mg/dL]

160.5 (56.0–337.0)

Reduction pre-thrombolysis–pre-infusion,
median (range) [%]

66.3 (0.0–97.8)

NIHSS pre-thrombolysis,
median (range)

14.0 (2.0–24.0)

NIHSS after 24 h,
median (range)

9.0 (0.0–31.0)

NIHSS after 7 days,
median (range)

5.0 (0.0–37.0)

IV – intravenous; M – male; F – female; NIHSS – National Institutes 
of Health Stroke Scale.
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pre- and  post-thrombolysis at  7-day assessment 
(p = 0.0006).

After 24 h post-thrombolysis, the median NIHSS score was 
9 (min 0, max 31) and after 7 days it was 5 (min 0, max 37). 
The brain computed tomography (CT) scans performed 
within the first 7 days post-thrombolysis showed that 20 
out of 39 patients (51.28%) had ICH (1 with hemorrhagic 
infarction type 1 (H1) and 6 with parenchymal hemorrhage 
type 1 (PH1); 4 with hemorrhagic infarction type 2 (H2), 
and 9 with parenchymal hemorrhage type 2 (PH2) (Fig. 1).

The patients had symptomatic and asymptomatic hem-
orrhages. Symptomatic hemorrhage, defined according 
to the NINDS classification, was present in half of the ICH 
patients (25.6% of the whole sample). The median pre-
thrombolysis fibrinogenemia was 332  mg/dL (range:  
170–815 mg/dL), which significantly dropped to 133 mg/dL  
(range: 18–231 mg/dL (p < 0.0001) after rt-PA, with a me-
dian drop rate of 60%.

After the infusion of fibrinogen concentrate, the median 
level of fibrinogenemia rose to 160 mg/dL (min 56 mg/dL, max 
337 mg/dL), was significantly higher than the post-thrombol-
ysis median levels (p < 0.0001), and with a median decrease 
of −64.61 mg/dL (min −97.8 mg/dL, max 42.2 mg/dL) com-
pared with the pre-thrombolysis levels.

Subsequent controls showed a recanalization in 25 out 
of 28 patients (89.29%): complete in 18/28 patients (46.15%) 
and partial in 7/28 patients (17.95%). Hence, a complete 
or partial recanalization was observed in more than 60% 
of the patients. Data from 11 out of 28 patients (28.19%) 
was not available due to missing neurological or radiologi-
cal assessments.

Regarding the safety of fibrinogen supplementation with 
Haemocomplettan P, in this case a series of 37 out of 39 
patients (94.77%) had no thrombotic complications after 
fibrinogen IV infusion, while 2/39 (0.05%) patients expe-
rienced a pulmonary embolism, 1 of them a segmental 
one. For 1 of these 2 cases, further investigations gave 
a subsequent diagnosis of a metastatic pancreatic tumor, 
which likely had a relevant role in this case, given the well-
known paraneoplastic pro-thrombotic condition of pan-
creatic cancer.

Discussion

In this study, we selected a treatment based on the supple-
mentation of fibrinogen concentrate, taking into account 
the pathogenesis and mechanism of early rt-PA coagulopathy 
and the allergic infections and hypervolemic concerns likely 
associated with fresh frozen plasma and cryoprecipitate.

Most of the patients were supplemented with a limited 
amount of fibrinogen concentrate (2 g), which significantly 
increased their final fibrinogen levels, mainly to coun-
teract the fibrinogen consumption due to the previous 
thrombolytic procedure. The final median fibrinogen level 
of 64.61 mg/dL was lower than pre-rt-PA levels. The clini-
cal conditions of  the  patients globally improved, with 
a significant decrease of the median NIHSS score from 
14 at baseline to 9 after 24 h post-thrombolysis, and to 5 
after 7 days.

Relevant worsening after fibrinolytic treatment was lim-
ited to 6 patients; 5 of them experienced a severe sICH 
associated with fibrinogen depletion and infusion of IV fi-
brinogen concentrate after detection of post-thrombolysis 
ICH. This data could suggest the possible role of hypofibri-
nogenemia in increasing the risk of bleeding (in particular 
for sICH) and subsequent poor clinical outcome.

Several studies have highlighted that a critical drop in fi-
brinogen levels after IV thrombolysis, due to so-called 
“early rt-PA coagulopathy”, is associated with an increased 
risk of bleeding.5,6 Apart from a pro-hemorrhagic effect, 
fibrin and fibrinogen concentrates may have a direct role 
in the coagulation cascade, as reported by several studies, 
whereby the fibrinogen supplementation is applied with 
anti-hemorrhagic purposes in patients with severe hemor-
rhages and related fibrinogen deficiency following trauma, 
surgery, etc.7–10

In a previous study of Vandelli et al., performed on 104 
ischemic stroke patients undergoing rt-PA therapy, 
the subsequent bleeding rate in the low fibrinogen group 
was significantly higher (43.9%) than in the normal fi-
brinogen group (9.5%; odds ratio (OR) = 7.43, p = 0.001). 
The fibrinogen depletion emerged as a highly significant 
predictor for bleeding risk, underlying a close temporal 

Fig. 1. Patients enrolled  
and divided according 
to intracerebral hemorrhage  
(ICH)/no ICH, fibrinogen levels 
<100 mg/dL and reduction rate 
more or less than 30%
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relationship with the manifestation of hemorrhage, and ac-
counted for approx. 40% of bleeding events.4

Currently, in the absence of evidence-based guidelines 
for managing thrombolysis-associated sICH, current clini-
cal management is empiric and based on expert opinions, 
and includes the infusion of fresh frozen plasma, cryopre-
cipitate or fibrinogen concentrate.11 In a previous study 
conducted on patients with occlusions of the intracranial 
internal carotid artery or the first segment of the middle 
cerebral artery (or  both), IV rt-PA treatment resulted 
in early reperfusion in 13–50% of the subjects.12 The high 
reperfusion rate in our sample shows that the infusion 
of fibrinogen does not reduce the rate of recanalization; 
hence, it does not affect negatively the chances of the ves-
sel reopening.

Medical literature regarding the  rate of  thrombotic 
complication after fibrinogen concentrate use in stroke 
patients is relatively lacking. However, experiences in car-
diac surgery showed that administration of  fibrinogen 
concentrate was not associated with an  increased risk 
of mortality and thromboembolic events,13 and a recent 
Cochrane review (www.cochranelibrary.com) on fibrino-
gen concentrate in bleeding patients did not show any ad-
verse events such as thrombotic episodes following the use 
of fibrinogen concentrate.14 Moreover, thromboembolic 
complications reported by a large observational study oc-
curred as pulmonary embolism in 0.51%, deep vein throm-
bosis (DVT) in 0.74% and venous thromboembolism (VTE) 
in 1.71% of 14,109,000 hospitalized patients with stroke not 
treated with fibrinogen concentrate.15

Conclusions

This observational study showed the clinical safety of ad-
ministering IV fibrinogen concentrate in order to increase 
plasma fibrinogen levels in a series of acute stroke patients 
developing iatrogenic fibrinogen critical depletion after 
IV thrombolysis. Further and broader studies are needed 
to evaluate the clinical efficacy as the rationale for ad-
ministering IV fibrinogen concentrate in order to reduce 
the risk of intracranial hemorrhage when administered 
before hemorrhagic complication or to prevent hematoma 
expansion when administered after bleeding.
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Abstract
Background. Vaginitis is one of the most common problems in clinical medicine and is cited most often 
during visits to obstetricians and gynecologists. Most of the inflammation cases are caused by candidiasis 
trichomoniasis and bacterial vaginosis. Therefore, treatment of vaginal infections must use antibiotic or an-
tifungal drugs, which often provide quick relief to the patient. The real cause of the problem – disrupting 
the ecosystem of the vagina – remains unchanged. Thus, new therapeutic compounds are being explored.

Objectives. The aim of our study was to evaluate the effect of a natural substance: tamanu oil, an extract from 
the plant Calophyllum inophyllum, applied to the human fibroblast cell line (normal human dermal fibroblasts 
– NHDFs) and to the isolated human fibroblasts from the vagina (human vaginal fibroblasts – HVFs) in vitro.

Material and methods. We evaluated the viability of cells with 3-(4,5-dimethylthiazol-2-yl)-2,5 diphenyl 
tetrazolium bromide (MTT) assay after incubation only with tamanu oil and with electroporation (EP). We also 
examined the immunocytochemical reaction of collagen type III and mitochondrial superoxide dismutase 
(MnSOD) under established conditions.

Results. Tamanu oil increased the proliferation of cells and the amount of collagen III. It has been shown 
that the C. inophyllum extract stimulates the proliferation of commercial fibroblasts. For direct application 
in patients, one should use C. inophyllum extract in the range of 1:10–1:100 (saline dilution).

Conclusions. The use of this extract (at concentrations indicated by the studies presented here) stimulates 
the healing processes (increased expression of collagen type III), and has anti-inflammatory, analgesic 
and antiseptic qualities.

Key words: electroporation, vaginitis inflammation, primary fibroblasts culture, tamanu oil
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Introduction

Currently, obstetricians and gynecologists often struggle 
to treat vaginitis, which is one of the most common prob-
lems in clinical medicine. This problem affects women 
of various ages during their reproductive stage and meno-
pause. Commonly, it  is defined as a change in the nor-
mal vaginal bacterial flora, in which the normal Lacto-
bacilli production is disturbed and, consequently, leads 
to the overgrowth of a predominant anaerobic bacteria 
species, such as Gardnerella vaginali, Protea spp., Bac-
teroides spp., Mobiluncus spp., Gram-positive bacteria, 
and Mycoplasma, which can lead to serious complications.1 
Untreated vaginal infection can result in chronic infection 
of the vagina, and when the infection reaches the fallo-
pian tubes and cervix, infertility can occur. Maintaining 
a healthy vaginal ecosystem remains an issue underes-
timated by both patients and the doctors treating them. 
Most of the cases of vaginitis are caused by candidiasis, 
trichomoniasis and bacterial vaginosis.2,3 The pathomech-
anisms responsible for the bacterial and fungal infections 
remain unknown. The most significant role in the elimina-
tion of vaginal inflammation (VI) is played by non-specific 
immunity: macrophages, natural killer (NK) cells and 
neutrophils. Eosinophils indifference and other humoral 
factors (lysozyme, low pH) constitute a barrier and play 
an important role in long-term humoral immune protec-
tion. However, specific immunity based on the production 
of antibodies does not serve an important function in VI. 
Bacterial vaginosis is caused by an imbalance in bacteria 
colonizing the vagina. A characteristic feature of bacterial 
vaginosis is the lack of leukocyte infiltration. It is thought 
that succinic acid and acetic acid are secreted by the bacte-
ria in order to suppress the local immune response. How-
ever, in recurrent infections of the vagina and cervix, im-
mune disorders are diagnosed by increased levels of heat 
shock proteins. This indicates that the normal immune 
status of women may be imperative in preventing the de-
velopment of vaginal infections. However, this problem 
is more complicated, particularly when the immunological 
system is impaired through disease, immunosuppressants 
or cancer.4 Some authors have highlighted the role of cy-
tokines (e.g., recombinant proinflammatory cytokines) 
in the immune response to fungal pathogens and bacterial 
infections, and their potential use for prevention or treat-
ment of fungal infections.5

The most common cause of  vaginal infection is due 
to a chronic disorder of the vaginal ecosystem. Normal mi-
croflora of the vagina, which consists of naturally occurring 
bacteria in the reproductive tract – primarily of the Lacto-
bacillus genus – is essential for the protection of these ar-
eas. These  bacteria maintain an  acidic environment  
(pH 3.8–4.5) in  the  vagina and  produce substances 
that prevent the growth of pathogenic bacteria and fun-
gi. Disturbance of  the  vaginal ecosystem and  the  re-
duction in  the  number of  these  bacteria contributes 

to  the  development of  vaginal infections.1,3 Therefore, 
treatment of vaginal infections with antibiotic or anti-
fungal drugs is often successful only for a limited time, 
as the root cause of the problem, the disrupted ecosys-
tem of the vagina, remains unaddressed. For this reason, 
it is important to discover and develop new therapeutic 
compounds to improve the treatment of vaginal infections. 
In recent years, interest in the use of plant or animal ex-
tracts for the production of pharmacological compounds 
has increased. Additionally, numerous studies have shown 
that natural components can prevent different diseases.6–9 
The introduction of new natural substances with medici-
nal properties can increase the effectiveness and quality 
of treatment. Therefore, we decided to evaluate another 
natural substance for vaginitis treatment: an extract from 
the plant Calophyllum inophyllum, tamanu oil. It contains 
a lot of unsaturated acids, which are necessary, i.a., to keep 
the skin healthy and properly hydrated. We hypothesize 
that this examined extract can be used as a potential thera-
peutic factor for healing wounds in gynecological diseases 
as well as protecting mucous membrane integrity. Addition-
ally, we used the electroporation (EP) process to improve 
therapeutic effects of the tested compound. Electroporation 
has been widely utilized in recent years as a safe and ef-
fective technique to successfully deliver drugs into target 
cells for both experimental and therapeutic approaches.10

Material and methods

Cell culture

The established fibroblast cell line (Normal Human Der-
mal Fibroblasts – NHDF; PromoCell, Biomedica Poland, 
Piaseczno, Poland) and normal human primary fibroblast 
isolated from the vaginal mucus fragment (human vagi-
nal fibroblasts – HVFs) of a healthy patient were used. 
The primary human fibroblasts were used as a compar-
ison to the established human fibroblast line. The cell 
lines were grown in Dulbecco’s Modified Eagle Medium 
(DMEM) (Sigma-Aldrich, St. Louis, USA) containing 
2mM glutamine, 50 µg/mL streptomycin and 10% fetal 
bovine serum. Cells were incubated at 37°C in 5% CO2. 
The culture medium was replaced twice a week. Before 
every experiment, cells were detached by  0.25% tryp-
sin with 0.02% ethylenedinitrilotetraacetic acid (EDTA) 
(Sigma-Aldrich). The appropriate dilutions (1:2–1:100) 
of tamanu oil, the pure extract from the plant C. inophyl-
lum, were prepared in cell culture medium and examined.

Electroporation

Cells were grown as  monolayers in  75 cm2 f lasks; 
then they  were trypsinized and  centrifuged (5  min, 
1000 rpm). Next, cells were counted to obtain the volume  
of 3 × 106/mL and resuspended in 200 μL of EP buffer 
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was observed only for further dilutions (1:20; 1:50; 1:100) 
(Fig. 1). From the experiment in which different currents 
were used, we selected the electric field of 800 V/cm in-
tensity as the most beneficial for further experiments with 
the application of the oil extract from C. inophyllum on both 
cell lines (Fig. 2). Surprisingly, combining EP with tamanu 
oil resulted in a much greater increase in cell proliferation 
of HVF cells compared to NHDF cells. The highest prolif-
eration was observed at 800 V/cm electrical field intensity 
and 1:10 dilution of tamanu oil (Fig. 3).

Fig. 1. The effect of Calophyllum inophyllum extract on the viability 
of normal human dermal fibroblast (NHDF) cells and cells from primary 
cell cultures (human vaginal fibroblasts – HVFs)
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Fig. 2. The impact of pulsed electric field on human fibroblast (normal 
human dermal fibroblasts (NHDFs) and human vaginal fibroblasts (HVFs)) 
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with a  low electrical conductivity of  0.14 S/m (10mM  
KH2PO4/K2HPO4, 1mM MgCl2, and  250mM sucrose; 
pH 7.4). The cell suspension was pulsed in a cuvette with 
2 aluminum plate electrodes (4 mm space between elec-
trodes) with electrical field strength up to 3,000 V/cm 
using 8 pulses of 100 µs duration. Rectangular electri-
cal pulses were delivered by an electroporator ECM 830 
(BTX Harvard Apparatus; Syngen Biotech, Wrocław, Po-
land). In the case of the cells being treated with tamanu 
oil and undergoing EP, electrical fields with the intensity 
of 800 and 1,000 V/cm were used. Following pulsation, 
the cells were left for 10 min at 37°C, centrifuged, resus-
pended in fresh cell culture medium, and reseeded for a vi-
ability assay and immunocytochemistry (ABC method).

Cellular viability

Cellular viability was studied by the 3-(4,5-dimethylthi-
azol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay 
(In Vitro Toxicology Assay; Sigma-Aldrich), which assesses 
the mitochondrial redox activity as an indicator of the cel-
lular proliferation potential. The MTT assay was performed 
24 h and 72 h post-treatment, according to the manufac-
turer’s protocol. The absorbance was measured at 570 nm 
using a multiwell plate reader (EnSpire Multimode Reader; 
Perkin Elmer Polska, Kraków, Poland). The assay was per-
formed independenly 3 times using 3 repetition samples, 
and the mean values and standard deviation (SD) of com-
bined results were calculated.

Immunocytochemical ABC staining 
of collagen III and mitochondrial 
superoxide dismutase

The  expression of  selected proteins was examined 
by the immunocytochemical Avidin-Biotin Complex (ABC) 
method. After fixation in 4% paraformaldehyde, the samples 
were permeabilized and blocked by incubation with 0.1% 
Triton X-100 (Sigma-Aldrich) in phosphate-buffered saline 
(PBS). The protein expression was visualized with a poly-
clonal antibody COL-III (1:100, anti-collagen III) and anti-
SOD2 (Santa Cruz Biotechnology, Dallas, USA). Immu-
nocytochemical staining was performed with ImmPRESS 
Universal Reagent (Vector Laboratories, Burlingame, USA).

Results

Cellular viability

The influence of tamanu oil, electric field intensity and 
the combination of both on cellular viability was assessed 
using MTT assay. The investigation indicated that using 
the tamanu oil increased viability in human fibroblast cell 
line, stimulating the proliferation of NHDF cells at every 
dilution, in contrast to HVF cells, in which higher viability 
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Fig. 4. The immunocytochemical staining reaction of collagen III in normal human dermal fibroblasts (NHDFs) 24 h and 72 h post-treatment

Fig. 3. The influence of Calophyllum inophyllum extract combined with 
electroporation (EP) on human fibroblasts viability 24 h and 72 h post-
treatment in: a) normal human dermal fibroblasts (NHDFs) and b) human 
vaginal fibroblasts (HVFs)
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Immunocytochemical ABC reaction: 
collagen III and MnSOD

The results of  immunostaining with anti-collagen III 
and anti-mitochondrial superoxide dismutase 2 (anti-Mn-
SOD2) are presented in Tables 1–4 and in Fig. 4 and 5. An in-
crease in collagen III expression was noted only 24 h post-in-
cubation with tamanu oil (Table 1, Fig. 4). The most intense 
immune reaction was observed after incubation with tama-
nu oil at a dilution of 1:10 with application of an electric field 

of 800 V/cm intensity (c.a. 70% for NHDF and 30% for HVF) 
after 24 h of incubation. After 72-hour incubation with ta-
manu oil in combination with EP, the level of COL-III in-
significantly decreased in NHDF cells and increased in pri-
mary HVF cells (Table 1, Fig. 4). Contrary to collagen III, 
the MnSOD expression indicated more intense staining 
reaction. The intensity of anti-MnSOD reaction increased 
proportionally with the increasing electric field intensity 
(Tables 1,2, Fig. 5) in NHDF cells. The highest expression 
was noted after a 24-hour incubation for cells treated only 
with tamanu oil and for cells treated with oil-EP combina-
tion (90% and 100%, respectively) (Table 1, Fig. 5). The ex-
pression of this antioxidant enzyme was lower after 72 h 
than 24 h post-treatment for cells treated only with tamanu 
oil and for the combined treatment (Table 2, Fig. 5). In HVF 
cells, the expression of MnSOD also increased at the higher 
EP parameters after 72 h in 100% of cells (Tables 3,4).

Discussion

Prognosis of vaginitis in many cases is promising, but 
most of the infections are not completely cured and, there-
fore, reoccur. The recurring vaginal infection might lead 
to chronic infections and scarring,10 but in most cases when 
suitably treated do not cause permanent problems. Con-
versely, untreated vaginal infections can spread to other 
pelvic structures and result in chronic diseases.11 In such 
cases, another course of  treatment is necessary. Natu-
ral compounds are commonly applied in many diseases 
of the human body, against both the precancerous state 
and cancer. However, it  is commonly known that some 
of these compounds can be used in other non-cancer dis-
eases. As an example can serve tropical tamanu oil, an ex-
tract from C. inophyllum. The properties of this oil have 
been known for a long time, especially for healing wounds. 
Women frequently use tamanu oil to achieve healthy, clear 
skin, as it helps to clear acne and scars. These compounds 

control cells tamanu oil tamanu oil + 800 V/cm tamanu oil + 1,000 V/cm

24
 h

72
 h
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Table 1. The immunocytochemical evaluation of collagen III 
and mitochondrial superoxide dismutase (MnSOD) proteins in established 
normal human dermal fibroblast (NHDF) cells 24 h after incubation with 
tamanu oil and after electroporation (EP) combined with examined 
compound for 800 V/cm and 1,000 V/cm electric field intensity

Sample 
group

Tamanu oil 
concentration EP (V/cm)

Intensity 
of immunoreaction

collagen III MnSOD

Control 
group

no tamanu oil 
used

no EP 
applied

<5%
+

55%
+/++

Group I 1:10 0
50%

+
90%
++

Group II 1:10 800
75%
++

100%
++

Group III 1:10 1,000
<5%

+
100%

++

Table 2. The immunocytochemical evaluation of collagen III 
and mitochondrial superoxide dismutase (MnSOD) proteins in established 
normal human dermal fibroblast (NHDF) cells 72 h after incubation with 
tamanu oil and after electroporation (EP) combined with examined 
compound for 800 V/cm and 1,000 V/cm electric field intensity

Sample 
group

Tamanu oil 
concentration EP (V/cm)

Intensity 
of immunoreaction

collagen III MnSOD

Control 
group

no tamanu oil 
used

no EP 
applied

<5%
+

70%
+/++

Group I 1:10 0
<5%
−/+

80%
++

Group II 1:10 800
35%
+/++

85%
++

Group III 1:10 1,000
10%

+
95%
+++

Table 3. The immunocytochemical evaluation of collagen III 
and mitochondrial superoxide dismutase (MnSOD) proteins in primary 
human vaginal fibroblast (HVF) cells 24 h after incubation with tamanu 
oil and after electroporation (EP) combined with examined compound 
for 800 V/cm and 1,000 V/cm electric field intensity

Sample 
group

Tamanu oil 
concentration EP (V/cm)

Intensity 
of immunoreaction

collagen III MnSOD

Control 
group

no tamanu oil 
used

no EP 
applied

–
45%
++

Group I 1:10 0
10%
++

100%
++

Group II 1:10 800
30%
++

90%
++

Group III 1:10 1,000
35%
++

100%
+++

Table 4. The immunocytochemical evaluation of collagen III 
and mitochondrial superoxide dismutase (MnSOD) proteins in primary 
human vaginal fibroblast (HVF) cells 72 h after incubation with tamanu 
oil and after electroporation (EP) combined with examined compound 
for 800 V/cm and 1,000 V/cm electric field intensity

Sample 
group

Tamanu oil 
concentration EP (V/cm)

Intensity 
of immunoreaction

collagen III MnSOD

Control 
group

no tamanu oil 
used

no EP 
applied

–
100%
+++

Group I 1:10 0
15%
++

100%
++/+++

Group II 1:10 800
40%
++

100%
+++

Group III 1:10 1,000
75%
++

100%
+++

Fig. 5. The immunocytochemical staining reaction of superoxide dismutase (anti-MnSOD) in normal human dermal fibroblasts (NHDFs) 24 h and 72 h post-treatment

also have anti-inflammatory properties reducing swell-
ing of rashes, insect bites and sunburns. Tamanu oil ad-
ditionally possesses significant antimicrobial, antibacterial 
and antifungal qualities.11 In this investigation, we exam-
ined the effect of tamanu oil on the proliferation of human 

established cell line fibroblast line (NHDF) and human 
primary fibroblast isolated from vagina (HVF). Addi-
tionally, we used EP in order to  improve the  transport  
of the examined compound. However, we observed an in-
crease in proliferation in both human fibroblast cell lines 

control cells tamanu oil tamanu oil + 800 V/cm tamanu oil + 1,000 V/cm

24
 h

72
 h
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only for the electric field strength of 800 V/cm. A higher 
electric field intensity caused a similar effect in the control 
non-treated cells. Our results indicated that it stimulated 
cell proliferation, which suggests that tamanu oil could 
become a promising agent for human fibroblast re-growth. 
Therefore, it could help in developing a new, more effective 
method in vaginitis treatment. During the healing phase 
(so-called “proliferation”) collagen and elastin fibers are 
formed to build up a strong and flexible skeleton, which 
is then filled by proteoglycan molecules and glycoproteins 
that combine matrix and healing cells in the wound.12,13 
In order to verify the healing properties of  the chosen 
natural oil, the expression of selected extracellular matrix 
protein (collagen III) was examined. An increase of colla-
gen III expression was noted 24 h and 72 h after incubation 
with the extract from C. inophyllum seeds. The highest 
expression was observed after incubation with tamanu oil 
at a dilution of 1:10, with a pulsed electric field (800 V/cm). 
Higher (1,000 V/cm) EP parameters induced decrease of im-
munoassayed reaction with anti-collagen III, suggesting 
that the higher EP parameters in combination with tamanu 
oil do not support collagen expression in NHDF and HVF 
cells. Initial wound healing involves the synthesis of type III 
collagen, which is characteristic for immature connective 
tissue. As wound healing progresses, type  III collagen, 
which is the main component of the granulation tissue, 
is replaced by type I collagen. Type I collagen is the main 
and most common type present in dermal tissue and is re-
sponsible for the tensile strength of the tissue.14 Our results 
suggest that tamanu oil can aid in early stages of the healing 
process by increasing the expression of type III collagen 
by human fibroblasts. In wound healing and inflammatory 
processes, the development of scar remodeling is important 
in order to obtain a sufficiently strong substitute tissue 
that  is resistant to mechanical stimuli.15,16 The synthe-
sis of collagen proteins is a very complex process, which 
is dependent on the level of the natural antioxidant, vita-
min C.17,18 Thus, the expression of main antioxidant en-
zyme MnSOD was evaluated. The MnSOD protein content 
was found to increase with increasing pulsed electric field 
intensity combined with tamanu oil use, in comparison 
to control non-treated cells.

Conclusions

It  has been shown that  the  C. inophyllum extract 
stimulates the proliferation of established and primary 
fibroblasts to a different degree. The use of tamanu oil 

at  the concentrations indicated by  this study suggests 
that  the stimulated proliferation process could be uti-
lized as an anti-inflammatory, analgesic and antiseptic 
agent in the healing process (increased expression of col-
lagen type III) of vaginal infections. Moreover, tamanu oil 
is known for its strong antimicrobial properties. The ob-
tained results might be the basis for the future develop-
ment of  protocols involving the  application of  the  EP 
method combined with the oil extract from C. inophyllum 
in preclinical and clinical treatment.
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Abstract
Background. One of the methods to treat chronic wounds is the use of hyperbaric oxygen (HBO). Objective 
measurement of the wound surface is an important element in the process of monitoring and predicting 
the progress of treatment.

Objectives. The aim of the study was to evaluate the effect of hyperbaric oxygen therapy (HBOT) on ulcer 
wound healing in patients with chronic venous insufficiency ulcers and diabetic foot syndrome using thermal 
imaging and computerized planimetry.

Material and methods. During a 3-year period, 284 digital computer planimetry measurements were 
gathered from 142 patients treated for leg ulcers caused by chronic venous insufficiency and ulcers from 
diabetic foot syndrome at HBOT Unit of the Dr Stanisław Sakiel Centre for Burns Treatment in Siemianowice 
Śląskie (Poland). Each patient took 30 HBOT sessions using a Haux multiplace HBO chamber at a pressure of 2.5 
atmospheres absolute (ATA). The results of the treatment were monitored using thermovision and computer-
assisted planimetry measurements performed before and after HBOT.

Results. Both groups of patients exhibited a reduction in the surface and perimeter of the wound after 
HBOT. The treatment effects were also confirmed with thermal imaging. The areas calculated from thermal 
imaging and planimetry are different but correlated.

Conclusions. It seems that a combination of thermal imaging and planimetry may enhance the diagnosis 
as well as provide the physician with more information about therapy effects.

Key words: chronic wounds, thermal imaging, planimetry, hyperbaric oxygen therapy
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Introduction

Numerous studies have focused on  the  treatment 
of chronic wounds and, in particular, their objective as-
sessment, as well as simple, effective and objective moni-
toring of the healing process, with emphasis on the pos-
sibility of  storing data for  subsequent comparison. 
Hyperbaric oxygen therapy (HBOT) is a non-invasive 
method that  includes breathing pure oxygen under in-
creased pressure conditions, which facilitates the healing 
of chronic wounds.1 Sometimes it is the only therapeu-
tic method which allows for avoiding limb amputation 
after all other available treatment methods have failed.2 
There are numerous factors indicating wound healing, 
such as reduction of wound exudate and bacterial load, 
speed of granulation tissue formation, rapidity of epi-
thelialization, etc.3 However, the assessment of wound 
healing is based in most of the cases only on clinical signs, 
manual measurements or photographic documentation, 
which are more or  less objective and can cause errors 
in the assessment of healing process dynamics. Making 
a distinction between a healing and a non-healing wound 
allows the physician to decide whether to continue the se-
lected therapy or  to use alternative methods of  treat-
ment. Measurements using a ruler or a transparent film 
placed over the wound to trace its contours can be used 
to assess the ulceration surface. Despite being suitable 
for small area wounds with regular shapes, these methods 
have many disadvantages.4–6 Digital computer planim-
etry allows for measuring of wounds on digital images 
by  tracing their contours using specialized computer 
software.7,8 The wound measurement is performed auto-
matically. The digital system provides recording, process-
ing and analyses of the images obtained. The reference 
scale used in the photograph guarantees the accuracy 
of the measurements.8

Methods like planimetry and  oximetry are used 
in the qualification of a patient for HBOT and in the evalu-
ation of the therapy effects. However, a non-invasive, easy 
to perform and quick method of evaluating the treatment 
effects as well as of the diagnosis of the patient’s condition 
is still needed. Such method might be thermovision, which 
is used more and more widely in medicine.9 That is why 
the aim of presented work is to determine and compare 
the diagnostic value of computer planimetry and thermal 
imaging of patients treated with HBOT.

Material and methods

Inclusion criteria to the study population were as follows:
 – presenting with 2 selected types of chronic wounds: 
leg ulcers due to  chronic venous insufficiency 
in  the  phase C6 active venous ulcers according 
of  Clinical-Etiology-Anatomy-Pathophysiology 

classification (CEAP) (Group A) and the diabetic foot 
stage 1 and 2 ulcers according to Wagner Classifica-
tion (Group B);

 – signed informed consent for participation in the objec-
tive (planimetric) assessment of wound surface and pe-
rimeter before and after HBOT;

 – participation in 30 HBOT sessions.
According to the general HBOT contraindications, only 

patients without any respiratory obstruction or other con-
ditions such as pneumothorax, active neoplastic process, 
claustrophobia, or psychiatric disease in medical history 
were included in HBOT group. 

All patients from both groups were referred for HBOT 
after ineffective conservative treatment: compression 
therapy, targeted antibiotic treatment, local use of an-
tiseptics, phlebotropic drugs, diabetes medications, 
and special dressings. Before the beginning of treatment 
in the hyperbaric chamber, all patients were prepared 
and qualified for HBOT by their physicians-in-charge 
or were referred to the Hyperbaric Oxygen Therapy Unit 
at the Dr Stanisław Sakiel Centre for Burns Treatment 
in Siemianowice Śląskie (Poland) after hospitalization 
at  internal medicine, surgery or  dermatology depart-
ments, or after outpatient treatment. The patient’s quali-
fication for HBOT was finally approved by a multidisci-
plinary medical council. Apart from the medical history, 
physical examination and photographic documentation, 
planimetric measurements and partial oxygen concentra-
tion measurements in the skin around the wound were 
performed using transcutaneous oximetry. Each patient 
qualified for HBOT was provided with local and general 
treatment at the Outpatient Unit of the Centre for Burns 
Treatment. If pain symptoms occurred, all patients took 
nonsteroidal anti-inflammatory drugs. A coexisting dis-
ease stabilization standard was applied in all patients. 
In patients with diabetes, glucose levels were stabilized 
before start of HBOT and maintained during the en-
tire treatment period. Each patient qualified for HBOT 
received standard local treatment in accordance with 
the guidelines of Polish Wound Treatment Society.10,11 
Before the start of the therapy, each patient was informed 
about the principles of safety, as well as about the objects 
and substances which could not be used during treat-
ment in the hyperbaric chamber. All data was encoded 
to prevent identification of patients. 

The study was approved by the  local research ethics 
committee and  was carried out in  accordance with 
the principles set forth in the Declaration of Helsinki.

The  study material is  based on  142 patients treated 
in  the  Hyperbaric Oxygenation Ward of  the  Centre 
for Burns Treatment in Siemianowice Śląskie between 
2009 and 2012. The study population characteristics are 
shown in Table 1.

No complications were observed during HBOT in any 
patients. From the total number of 432 patients, 290 were 
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excluded from the research. Among them, 227 (52.5%) 
patients were excluded due to incompatibility with diag-
nosis inclusion criteria; 25 patients (5.8%) were excluded 
as they withdrew from the treatment before completing 
the obligatory 30 HBOT sessions, and 38 patients (8.8%) 
were excluded due to the absence of objective examination 
process (patients with circular wounds).

Hyperbaric oxygen application

All patients underwent 30 sessions of HBOT in a multi-
place hyperbaric oxygen (HBO) chamber (Haux-Life Sup-
port GmbH, Karlsbad-Ittersbach, Germany). Sessions were 
performed every 24 h, 5 times per week. During 90-minute 
sessions in a HBO chamber, patients were breathing pure 
oxygen for 60 min (under pressure of 2.5 atmospheres ab-
solute – ATA) with 2 5-minute air breaks.

Wound evaluation

Each ulcer was marked initially by tracing its borders 
before and after HBOT, and was documented by digital 
pictures. The pictures were then analyzed by computerized 
wound planimetry. 

Planimetric system IRIS® (Medicom, Wrocław, Poland), 
used for  planimetric examination, enabled the  mea-
surement of  the  wound size (surface and  perimeter) 
by specialized computer software (images with regions 
of interest and parameters can be seen in Fig. 1A and B. 
Additionally, once a week photographic documentation 
of all wounds was performed and clinical wound evalua-
tion data was recorded. Both planimetric measurements 
and clinical evaluation records were used for the analysis  
of results. 

Thermal imaging

The distribution of the skin surface temperature was 
monitored with the use of a Thermovision Camera E60 
(Flir Systems, Täby, Sweden) calibrated by black body. 
The thermograms of the chosen regions of interest were 
performed before and immediately after HBOT in a spe-
cial room outside the chamber. There were 30 cases stud-
ied by thermal imaging. Thermal imaging was performed 
according to Glamorgan Protocol and took into account 
the standardization of infrared thermal imaging.12,13 

Statistical analysis was done using STATISTICA v. 10.1 
(StatSoft Inc., Tulsa, USA) and the data was analyzed 

Table 1. Characteristics of studied patient population

Group Number of patients Males Females Age

A – with venous ulcers due  
to chronic venous insufficiency 

98 (69%) 39 (40%) 59 (60%) 19–85 (60.38 ±13.87) 

B – with diabetic foot ulcer 44 (31%) 22 (50%) 22 (50%) 34–79 (58.06 ±10.40)

Fig. 1. Digital computerized wound planimetry

based on the calculation of median values and the range 
for collected data, including demography/age of  treat-
ment group. In order to study the impact of one variable 
on another, Spearman’s rank correlation coefficient was 
determined. Moreover, paired-sample t-test for normal 
values distribution and Mann-Whitney U test or Wil-
coxon test were used when data was characterized by ab-
normal distribution. The normality of distribution was 
checked by Levene’s test. When more than 2 groups were 
compared, the analysis of variance (ANOVA) test was 
used. Differences with a p-value <0.05 were considered 
significant.

A

B
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Results

Analysis of clinical results 
of treatment in both groups after 
hyperbaric oxygen therapy

In 16 patients (16.32%) from Group A, complete wound 
healing was achieved. In 82 patients (83.67%), wound re-
duction was observed and they were qualified for further 
treatment with split-thickness skin grafts. 

In 9 patients (20.45%) from Group B, complete wound 
healing was achieved. In 35 patients (79.55%), wound re-
duction was observed and they were qualified for further 
treatment with split-thickness skin grafts.

Planimetry measurements results

In Group A, the average wound perimeter after HBOT 
was 128.80 ±122.81 mm, which was significantly lower 
than the average wound perimeter 171.70 ±123.76 mm 
(p = 0.001) before HBOT (Fig. 2).

The  average wound surface area after HBOT was 
954.90 ±1349.97 mm2, which was found again to be signifi-
cantly lower than the average wound surface area of 1636.60 
±2101.22 mm2 (p = 0.0005) before HBOT (Fig. 3).

In Group B, we observed that the average wound pe-
rimeter was 75.20 ±51.23 mm after HBOT and  it was 
significantly lower than the  average wound perimeter 
of 99.00 ±66.06 mm (p = 0.0101) before HBOT (Fig. 4).

The average wound surface area after HBOT was 303.40 
±288.04 mm2 and it was significantly lower than the aver-
age wound surface of 663.80 ±745.38 mm2 before HBOT 
(p = 0.011) (Fig. 5).

Thermal imaging results

The thermal images for representative patients (the im-
ages were chosen for the best illustration of the studied 
problem) suffering from venous crural ulceration were 
performed before (a) and after (b) HBOT session, with 
the collected temperature parameters derived from chosen 
areas, are presented in Fig. 6.14 

The region of interest (part of the lower extremities) 
was divided into 3 parts (area 1 (AR01) – ulceration, 
area 2 (AR02) – closer area above the wound, area 3 
(AR03) – further areas below the wound). It  is clearly 
visible that the skin temperature changes due to HBOT. 
However, to see the problem more clearly, some statisti-
cal analysis had to be performed. The mean temperature 
changes due to HBOT are presented in Fig. 7. Despite 
no statistical significance between the mean temperature 
of  the whole studied region of  interest before as well 
as after hyperbaric oxygenation (p > 0.05), it can be seen 
that the temperature range of these areas was less dif-
ferentiated after HBOT than before HBOT. However, 
the situation changed when the temperature difference 

Fig. 2. Comparison of average wound perimeter before and after 
hyperbaric oxygen therapy (HBOT) in Group A

Fig. 3. Comparison of average wound perimeter before and after 
hyperbaric oxygen therapy (HBOT) in Group B

Fig. 4. Comparison of average wound surface before and after hyperbaric 
oxygen therapy (HBOT) in Group B

Fig. 5. Comparison of average wound surface before and after hyperbaric 
oxygen therapy (HBOT) in Group A
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between AR01 and  AR02 before and  after HBOT 
was considered. A deeper analysis showed that the de-
crease of the mean temperature difference between AR01 
and AR02 (marked in Fig. 7 with an arrow) was nearly 
3 times smaller: ΔT = 0.9 observed before hyperbaric 
oxygenation in comparison to ΔT = 0.3 observed after 
hyperbaric oxygenation.14 The difference was statistically 
significant (p = 0.031). 

Similar tendencies can also be observed in other ther-
mal imaging results (Fig. 8). The differences between 
the areas derived from planimetry and  from thermal 
images as a number of pixels (Fig. 6) are determined by 2 
different ways of analysis – structural in the case of pla-
nimetry and  metabolical in  thermovision. Connect-
ing these 2 imaging techniques may provide additional 
information in diagnosis, as well as  in  the evaluation 
of therapy effects. 

Area Tmean before HBOT [°C] Tmean after HBOT [°C] Area [mm2]
Number of pixels 

counted from thermal 
imaging

AR01 33.0 31.6 – –

AR02 31.3 30.5 818.8 2,330.0

AR03 33.2 31.8 – –

Fig. 6. The thermal image of representative patients suffering from venous chronic ulceration, performed before (a) and after (b) the hyperbaric oxygen 
therapy (HBOT) session, planimetry image (c) and results of temperature and planimetry parameters obtained from chosen areas14 

Fig. 7. Changes of Tmean obtained from chosen areas for studied group 
of patients performed before and after hyperbaric oxygen therapy (HBOT)14

SE – standard error; SD – standard deviation.
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Discussion

Considering the fact that ulcers resulting from the diabet-
ic foot syndrome and lower limb venous ulcers are a signifi-
cant health problem in contemporary society, attempts were 
made to perform an objective assessment of the efficacy 
of the HBOT in chronic wounds treatment.10 The positive 
influence of HBOT observed in our study included a reduced 
wound perimeter as well as greater healing progress, allow-
ing for earlier wound closure by intermediate thickness skin 
grafts. To obtain objective data on the wound healing pro-
cess, digital planimetry (computer measurement) and ther-
mal imaging were used. The monitoring of wound healing 
progress by planimetry influenced the patient’s attitude 
towards the treatment process and increased the patient’s 
involvement in the therapy. On the other hand, thermal 
imaging provides important information about inflamma-
tory state changes and increased or decreased metabolism 
processes occurring in the ulcer area. This is connected with 
problems in blood microcirculation, which are a significant 
problem in pharmacotherapy. 

The measurement of wounds using computerized digital 
planimetry allowed the physicians to objectively assess 
the effectiveness of the treatment, had a direct influence 

on  the  decisions pertaining to  the  selection of  opti-
mal wound treatment methods and  reduced the  costs 
of therapy. The clinical effects of the treatment could be 
assessed on the basis of objective results of planimetric 
measurements as well as a thermal analysis, which was 
reported in literature.6,7,14–18 In our study, the planimetric 
measurements showed that the surface area and the pe-
rimeter of the wound had decreased after the completion 
of HBOT in both groups of patients. Rogers et al. compared 
the accuracy of the wound measurement according to its 
shape and the method used (manual measurement us-
ing a rope and a measurement using digital planimetry). 
The results of their study also described the risk of er-
ror in the assessment of the surface area of the wound.19 
Sieroń et al. described a method for objective ulcer healing 
assessment using digital computer planimetry, in which 
the results of measurements allowed for a more accurate 
assessment of the wound healing process.20 The authors 
of the study described the frequent measurement errors 
using other techniques, i.e., a ruler or transparent film 
placed over the wound, which result from a curved surface 
of the skin (e.g., on the limb), or problems with proper 
identification of the wound edges . Moreover, the authors 
emphasize low accuracy of  measurements and  doubt 

Fig. 8. The thermal image of representative 
patients suffering from venous chronic 
ulceration performed before (a) and after (b) 
hyperbaric oxygen therapy (HBOT) session 
with digital picture (c)

28°C

38°C
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the repeatability of results. Errors in the wound surface 
area assessments varied in range from 0.72 cm2 to even 
10 cm2, and they could reach as much as 33% if a ruler 
was used.20 Goldman et  al. described that  the  repeat-
ability index for assessing the surface area and perim-
eter of the wound using computer planimetry was nearly 
93%, which allowed for  using this method effectively 
in a clinical assessment of wound healing. In the same 
study, they emphasized that linear measurements based 
on the 2 longest dimensions of the wounds, depending 
on their shape, resulted in overestimation of their sur-
face areas by as much as 25%.21 In the presented study, 
all measurements (the patient’s position and the setting 
of the distance between the lens and the wound surface) 
were performed using repeatable conditions. Samad et al. 
stated that these conditions play the key role in determin-
ing margins of the wound and in their digital assessment.22 
Wounds with a large surface area, which affect the lower 
leg circumferentially, continue to be a problem, as pho-
tographs of wounds can be taken only perpendicularly. 
Hence, patients with circumferential ulcers were excluded 
from the research, as it was not possible to perform accu-
rate measurements. Both domestic and foreign research 
on the impact of HBOT on chronic wound treatment in-
dicates its beneficial influence.23,24 A systematic overview 
of research revealed a statistically significant difference 
in the reduction of the risk of large amputations and in-
creased chances of wound healing.24–26 In the presented 
study, a reduced perimeter and surface area of the wounds 
was observed; therefore, it can be said that the therapy 
was successful. As HBOT is known to be an effective tool, 
it would be reasonable to focus on this form of therapy. 
If it is combined with other well-established wound man-
agement methods, such as new dressing types, negative 
pressure wound therapy, etc., the  rate of  successfully 
cured patients would likely increase and a reduced num-
ber of amputations could be expected. 

Moreover, taking into consideration thermal imaging 
as a non-invasive technique that allows to see metabolic 
tissue activity, it was reported in literature that the skin 
temperature changes due to the HBOT, which can be clearly 
seen in Fig. 6.15–17 According to thermal imaging performed 
before HBOT, the  increased temperature is  observed 
around the ulceration. It can be recognized as an inflam-
matory state and increased metabolism processes occur-
ring in this area. It may also be associated with the wrong 
functioning of microcirculation due to capillary circulation 
malfunction. The thermal map seems to be changed after 
HBOT and the temperature generally decreases in the re-
gions of  interest. This might be the result of  improved 
thermoregulation resulting from improved microcircu-
lation due to the start of angiogenesis. The temperature 
drop is observed mainly in the area above the wound. Such 
observation may be useful in evaluation of treatment ef-
fects as a symptom of healing process. It might be the re-
sult of a decrease in swelling observed above the wound 

and of improvement in blood microcirculation, which can 
play a main role in improving thermoregulation. It may 
have therapeutic meaning, because it leads to better oxy- 
gen transport to further parts of the tibia and increase 
oxygen concentration in the tissues, which was disturbed 
when the swelling occurred. These processes may improve 
the blood supply, start neoangiogenesis and, therefore, neo-
vascularization, which is an indication of wound healing.

It seems that the temperature changes corresponding 
with planimetry measurements can be connected with 
patient’s state of health (structurally in the case of pla-
nimetry and metabolically in the case of thermal imaging), 
which seems to be very useful in prognosis and qualifica-
tion for further therapies. 

Conclusions

The performed thermal imaging and planimetry studies 
showed a decrease in the wound area due to HBOT in pa-
tients with ulcers, chronic venous insufficiency and diabet-
ic foot syndrome; HBOT has been proven to have a benefi-
cial influence on the healing process. It seems that joint use 
of thermal imaging and planimetry may provide additional 
information about the wound structure and metabolism 
activity in the wound vicinity, and lead to increased accu-
racy of diagnosis as well as better therapy effects.

On the other hand, digital computer planimetry, as an 
objective assessment method of the healing process of se-
lected chronic wounds before and after HBOT, allows 
for the monitoring of the healing process and makes it pos-
sible to plan further therapeutic actions. 
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Abstract
Background. The increased use of assisted reproductive techniques (ART) contributes to the increased rate 
of twin pregnancies, which are burdened with a higher risk of complications. Factors that affect the condition 
of the second twin are understudied.

Objectives. The objective of this study was to assess the impact of the delivery mode, chorionicity, amni-
onicity, and the type of fetal growth on the postnatal condition of the second twin.

Material and methods. The study included data from 475 pregnant women with twin pregnancies. Mater-
nal age, parity, chorionicity, amnionicity, type of fetal growth, mode of delivery, gestational weeks at delivery, 
Apgar score, and umbilical arterial blood pH were retrospectively analyzed. Data normality was checked with 
the Kolmogorov-Smirnov test. The paired Wilcoxon signed-rank test and χ2 test were used for comparisons 
between groups. To check predictive value of the analyzed variables multiple linear regression was used.

Results. The mean maternal age was 29.22 (standard deviation (SD) ±5.19) years. The maternal age 
and gestational age at delivery did not differ significantly between women who delivered by cesarean 
section (CS) and vaginal delivery (VD). In the second twin, the Apgar score and values of arterial umbilical 
blood pH were lower in infants delivered by VD than in those delivered by CS (6.30 ±2.83 and 7.30 ±0.12; 
p = 0.0209 and 7.26 ±0.12 and 7.30 ±0.11; p = 0.0236, respectively). In monochorionic diamniotic twins 
with asymmetric growth, the second twin achieved significantly lower outcome than the first twin. Vaginal 
delivery was a predictive factor for a lower Apgar score and lower values of umbilical arterial blood pH 
in second twins, while not in first twins. Symmetrical fetal growth of twins was a predictive factor for better 
postnatal condition for both twins.

Conclusions. In twin pregnancies, VD, but not CS, is associated with increased risk of worse postnatal 
condition of the second twin. In monochorionic diamniotic pregnancies complicated by growth discordance, 
CS seems to be a reasonable mode of delivery.

Key words: twin pregnancy, mode of delivery, chorionicity, type of twin growth, postnatal condition 
of the second twin
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Introduction

Difficulties in obtaining offspring and delayed child 
bearing are associated with the increased use of assisted 
reproductive techniques (ART). This trend translates 
into the occurrence of multiple births. Historically, 
multiple birth rates began to decline in the 1950s, with 
the minimum rates in the 1970s, and then, after the in-
troduction and popularization of ART and pharmaco-
logical ovulation stimulation, they began to rise since 
1998. As the ART become more advanced and tailored, 
the incidence of triplets and higher order pregnancies de-
creases, which contributes to a further increase in twin 
rate.1,2 Multiple gestations are considered a potential 
complication of ART.3

Births in twin pregnancies pose an increased risk 
of complications to the second fetus. During vaginal 
delivery (VD) after birth of the first twin, the uterus 
contracts rapidly, and the uterine contractile function 
weakens or disappears, which may significantly prolong 
the 2nd stage of the labor of the second twin. Also, a rap-
id change in hemodynamic conditions occurs and may 
negatively affect the condition of the second twin. There-
fore, 10–20% of the second twins may require a cesarean 
section (CS).4,5

The incidence of twin deliveries remains on a similar 
level in developed countries across the world. In the USA, 
the rate of twin deliveries was 33.5 per 1,000 total births 
in 2015.2 Multifetal pregnancies are associated with 
a higher risk of perinatal complications compared to sin-
gleton pregnancies, both conceived naturally and after 
ART.6,7 Some authors reported that factors such as cho-
rionicity, mode of delivery, type of fetal growth (discor-
dant or symmetric), and birth mass worsen perinatal 
outcomes and increase the rate of neonatal complica-
tions in the second twin compared to the first one.8–10 

On the other hand, broad trials have been conducted 
which did not show the superiority of CS vs VD in terms 
of complications in neonates, especially in the absence 
of risk factors and when the first twin is in the cephal-
ic presentation.11–13 The authors of the meta-analysis 
from 2011, which included nearly 40,000 twin pairs, 
concluded that, in the absence of risk factors, VD is saf-
er than CS for the first twin but for the second twin, 
the mode of delivery had no effect on perinatal out-
come.14 In light of controversies and inconsistent reports 
on the impact of selected parameters on the condition 
of the second twin in the literature, we decided to per-
form an analysis of the postnatal condition of the fe-
tuses from twin pregnancies among the population  
of Wrocław, Poland.

The aim of the study was to assess the  inf luence 
of the delivery mode, chorionicity, and type of fetal 
growth on the postnatal condition of twins, as mea-
sured with an Apgar score and umbilical arterial blood 
pH in neonates.

Material and methods

The study included data from 475 pregnant women with 
twin pregnancies, who delivered in  the  II Department 
of Gynecology and Obstetrics, Wroclaw Medical Univer-
sity, Poland. The data for retrospective analysis included 
maternal age, parity, chorionicity, type of fetal growth, 
mode of delivery, gestational weeks at delivery, Apgar score, 
and umbilical arterial blood pH. Discordance was defined 
as 18% intertwin birthweight difference, as reports from 
the literature suggest that perinatal mortality increases 
with birthweight discordance exceeding 18% in twins with-
out twin-twin transfusion syndrome (TTTS).15 Subjects 
with pregnancies complicated by genetic and developmen-
tal defects in twins or TTTS, and those with a history 
of intrauterine death of one of the twins were excluded 
from the study. The study was approved by the Bioethics 
Committee at the Wroclaw Medical University.

Data was collected in the Excel spreadsheet (MS Office 
2010; Microsoft Corp., Redmond, USA) and statistically 
analyzed with the R Project for Statistical Computing 
v. 3.4.1 (www.r-project.org). Summary values were given 
as a mean (± standard deviation – SD) or median (inter-
quartile rage – IQR). The normality of the data was checked 
with the Kolmogorov-Smirnov test. The paired Wilcoxon 
signed-rank test was used for comparisons between fetuses 
and the unpaired test was used for other comparisons. 
To compare categorical variables, the χ2 test was used. 
To check the predictive value of the analyzed variables, 
a multiple linear regression was used. The p-value <0.05 
was considered statistically significant.

Results

Data from 475 pregnant women with twin pregnancies 
was analyzed. Out of these 475 women, 313 (65%) were 
dichorionic diamniotic (DCDA), the remaining ones were 
monochorionic diamniotic (MCDA) and 1 was monocho-
rionic monoamniotic (MCMA). Due to the fact that there 
was only 1 case of the MCMA pregnancy, this case was 
excluded from the analysis. The mean maternal age was 
29.22 (SD ±5.19) years (range: 18–47 years). Differences 
in the maternal age and gestational weeks at delivery be-
tween pregnancies ended by CS and VD were insignificant. 
Primigravidae constituted the majority of the study group 
– 270 (57%), and additionally, they significantly more fre-
quently delivered by CS. The second twins delivered vagi-
nally achieved a significantly lower Apgar score and had 
a significantly lower umbilical arterial blood pH than those 
delivered by CS. The comparison of clinical characteristics 
regarding delivery mode is presented in Table 1.

A paired comparison of the postnatal condition as mea-
sured with Apgar score and values of umbilical arterial 
blood pH by chorionicity and fetal growth type is presented 
in Table 2. It can be seen that a twin born second achieved 
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significantly worse outcome in comparison to the one born 
first, but only in the case of monochorionic diamniotic 
pregnancies with asymmetric growth delivered vaginally. 
In the case of CS, those differences were insignificant. 
Differences between twins with other types of growth 
and chorionicity/amnionicity were insignificant.

Vaginal delivery was a  significant predictive factor 
for a lower Apgar score and a lower value of umbilical arte-
rial blood pH after adjustment for gestational age, maternal 
age, parity, type of growth, and chorionicity/amnionicity 
only for the second twin. For the first twin, the delivery 
mode did not play a significant predictive role. Symmetric 
growth was a positive predictive factor for better perinatal 

condition for both twins. Also, ges-
tational age was a significant pre-
dictive factor for a higher Apgar 
score and a higher umbilical arte-
rial blood pH value. With every ad-
ditional gestational week, the pH 
increased by 0.0180 for  the  first 
twin and  by  0.0177 for  the  sec-
ond twin. With every additional 
gestational week, the Apgar score 
increased by 0.3875 for  the  first 
twin and by 0.3480 for the second 
twin. Regression coefficients are 
presented in Table 3.

Discussion

Our study identifies VD as a risk 
factor for a worse perinatal status 
in the second twins, when factors 

such as twin discordance, preterm delivery and monocho-
rionicity coexist. In the present study, the Apgar score 
and  values of  umbilical arterial blood pH were lower 
in the second twins delivered by VD than in those de-
livered by CS. In monochorionic diamniotic twins with 
discordant growth, the second twin achieved significantly 
lower outcome than the first twin. Additionally, VD was 
a negative predictive factor for worse perinatal outcome 
in the group of the second twins, while not in the group 
of the first ones.

Twin pregnancy is burdened with a higher risk of ad-
verse perinatal outcomes and of maternal complications 
than a singleton pregnancy.16,17 Thus, obstetricians search 

Table 1. Clinical characteristics of the study group 

Variable Total
(n = 474)

Vaginal delivery
(n = 105)

Cesarean section
(n = 369) p-value

Maternal age [years], mean ±SD 29.21 ±5.19 29.07 ±5.71 29.25 ±5.04 0.7468

Gestational age [weeks], mean ±SD 35.41 ±3.44 35.22 ±4.77 35.46 ±2.95 0.0779

Parity, n (%)
primiparae
multiparae

270 (56.96)
204 (43.04)

41 (15.18)
64 (31.37)

229 (84.82)
140 (68.63)

<0.001

Growth type, n (%)
symmetrical twins
discordant twins

308 (64.98)
166 (35.02)

62 (20.07)
43 (25.90)

246 (79.87)
123 (74.10)

0.149

Chorionicity/amnionicity, n (%)
DCDA
MCDA

311 (65.61)
163 (34.39)

74 (23.79)
31 (19.02)

237 (76.21)
132 (80.98)

0.234

Apgar score – first twin, median (IQR) 8 (6–9) 7 (6–9) 8 (6–9) 0.3703

Apgar score – second twin, median (IQR) 7 (6–9) 7 (6–9) 8 (6–9) 0.0206

pH – first twin, mean ±SD 7.29 ±0.12 7.28 ±0.12 7.30 ±0.12 0.3108

pH – second twin, mean ±SD 7.29 ±0.11 7.26 ±0.12 7.30 ±0.11 0.0237

DCDA – dichorionic diamniotic; IQR – interquartile range; MCDA – monochorionic diamniotic;  
SD – standard deviation; p-values in bold denote statistical significance.

Table 2. Comparison of Apgar score and umbilical arterial blood pH between the first and the second twin regarding type of growth and mode of delivery

Variable Delivery 
mode n (%)

Apgar score; median (IQR)
p-value

pH; mean (SD)
p-value

first twin second twin first twin second twin

DCDA 
concordant

VD 49 (21) 8 (6–9) 7 (6–9) 0.3564 7.28 (0.12) 7.28 (0.10) 0.5934

CS 184 (79) 8 (7–9) 8 (7–9) 0.5381 7.31 (0.11) 7.32 (0.10) 0.8218

DCDA 
discordant

VD 25 (32) 7 (5–8) 8 (5–9) 0.7195 7.28 (0.11) 7.29 (0.11) 0.1806

CS 53 (68) 7 (6–8) 7 (5–8) 0.7923 7.27 (0.10) 7.27 (0.10) 0.9183

MCDA 
concordant

VD 13 (17) 7 (7–8) 7 (4–9) 0.3586 7.28 (0.11) 7.26 (0.13) 0.5291

CS 62 (83) 8 (7–9) 8 (6–9) 0.1287 7.33 (0.12) 7.32 (0.10) 0.5587

MCDA 
discordant

VD 18 (20) 7 (3.4–8.0) 5.5 (1.25–7.00) 0.0334 7.28 (0.13) 7.18 (0.17) 0.0274

CS 70 (80) 7 (4.25–8.00) 6 (4–8) 0.5109 7.25 (0.13) 7.23 (0.13) 0.3583

Total VD 105 7 (6–9) 7 (5–8) 0.1034 7.28 (0.12) 7.26 (0.13) 0.3438

Total CS 369 8 (6–9) 8 (6–9) 0.5591 7.30 (0.12) 7.30 (0.11) 0.5593

Total concordant 308 8 (7–9) 8 (7–9) 0.4217 7.31 (0.11) 7.31 (0.10) 0.6276

Total discordant 166 7 (5–8) 7 (4.25–8.00) 0.2442 7.26 (0.12) 7.25 (0.13) 0.2959

Total 474 8 (6–9) 7 (6–9) 0.1904 7.29 (0.12) 7.29 (0.11) 0.3156

CS – cesarean section; IQR – interquartile range; DCDA – dichorionic diamniotic; MCDA – monochorionic diamniotic; VD – vaginal delivery;  
p-values in bold denote statistical significance.
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for optimal planning and timing of the delivery to increase 
the safety of both the fetuses and the mother. Some reports 
from the literature suggest that outcomes achieved after 
CS and VD are comparable in normal pregnancies with-
out risk factors. A randomized trial conducted by Barrett 
et al. compared the 2 modes of planned delivery. The study 
group included twins with cephalic presentation and an es-
timated fetal weight between 1,500 g and 4,000 g. Mono-
amniotic twins and pregnancies with any complications 
that could negatively affect the course of labor were ex-
cluded. As a result, the difference in fetal/neonatal death 
or serious neonatal morbidity between the study groups 
was insignificant.11 A 2-year observation of children con-
ducted within the framework of the Twin Birth Study, 
which aimed to evaluate the incidence of death or neu-
rodevelopmental delay, revealed no benefit of planned CS 
when compared to VD in uncomplicated twin pregnan-
cies between 32 and 38 weeks of gestation.18 Nevertheless, 
there are also reports on large populations of normal twins 
at or after 36 weeks of gestation, which show that planned 
CS reduces the risk of perinatal death of the second twin 
in comparison with attempting a VD.19 On the other hand, 
a recent study showed that in women with dichorionic 
diamniotic twins, attempted VD was followed by a spon-
taneous VD of both twins in only 46% of cases. The later 
required instrumental VD and an emergency CS.4 Ad-
ditionally, a VD in twin pregnancies increases maternal 
morbidity, especially in terms of increased rate of post-
partum hemorrhage.13,20

Some authors assessed selected risk factors that may 
potentially affect the postnatal condition of twins or in-
crease the risk of neonatal morbidity for both twins. Zipori 
et al. reported a higher percentage of respiratory distress 
syndrome (RDS) and transient tachypnea of the newborn 
(TTN) in twins delivered by VD in comparison to those 
delivered by  CS.21 Shinwell et  al. evaluated a  group 
of twins with a birthweight lower than 1,500 g. They found 
that the risk for RDS and death was higher for the sec-
ond twin than for  the  first twin, but was independent 
of the mode of the delivery.10 Hartley and Hitti showed 
that the highest rate of combined poor short-term perinatal 

outcomes occurred in fetuses delivered by operative VD.22 
These reports are in line with the results of the present 
study which revealed that in the group of twin with risk fac-
tors, VD contributed to the worsening of the second fetus 
condition. Regression analysis from our study highlights 
that prematurity may worsen the condition of both fetuses, 
while asymmetric growth affects especially the condition 
of the second fetus.

Newborn babies are routinely assessed with an Apgar 
score. A low score at 1 min and 5 min indicates that a new-
born requires medical attention. It  is  also a  predictor 
for neonatal survival. A score of 8 and above was consid-
ered normal in our study. In the present study, the mean 
value of the Apgar score was 6.30 ±2.83 with a median 
of 7 in the group of second twins delivered by VD and was 
significantly lower than the value obtained in babies de-
livered by CS – 7.06 ±2.37 with the median of 8. Multiple 
regression analysis showed that VD was a negative predic-
tive factor for a lower Apgar score in the group of second 
twins. Similar outcomes were reported by other research-
ers. Hartley and Hitti reported that the relative risk for low 
5-minute Apgar score was 1.4 (95% confidence interval 
(CI) = 1.1–1.8) for VD or CS during labor in comparison 
with CS without labor.22 Jhaveri and Nadkarni found that 
odds ratio (OR) for an Apgar score of 7 or lower was 3.385 
(95% CI = 1.2099–9.4684, p = 0.02) in the vaginal group 
compared to the CS group.23 And recently, Ylilehto et al. 
showed that VD affected the condition of the second twin 
without differences in the rate of serious neonatal morbid-
ity and as a result, the second VD twins more often had 
5-minute Apgar scores <7 (p = 0.002) than second twins 
delivered by CS.24

Umbilical arterial blood pH is measured in infants at high 
risk for neonatal asphyxia after delivery. This parameter 
is strongly associated with neonatal mortality and morbid-
ity; thus, obstetricians try to undertake possible actions 
early enough to prevent a drop in umbilical arterial blood 
pH.25 In the present study, the mean umbilical arterial 
blood pH value was 7.26 ±0.12 in the group of second twins 
delivered vaginally in comparison to 7.30 ±0.11 in second 
twins delivered by CS. This difference was statistically sig-
nificant. Vaginal delivery was a significant predictive factor 
for low pH value only in the group of second twins. Our 
findings are consistent with reports from the literature. 
Sato et al. reported that umbilical arterial blood pH was 
significantly lower in the case of VD in comparison to CS 
(7.26 ±0.009 vs 7.30 ±0.006; p = 0.0003) in second twins, 
but not in the first twins. Additionally, in the second twins 
the percentage of umbilical arterial blood pH below 7.20 
was significantly higher in VD than this in CS group (20% 
vs 4%; p = 0.0001).8 Ylilehto et al. showed that umbilical 
arterial blood pH < 7.05 appeared more often in VD second 
twins than in second CS twins (p = 0.003).24 The team head-
ed by Leung draws attention to the effect of delivery interval 
between twins and the duration of the 2nd stage of labor. 
According to their outcomes, prolonged delivery interval 

Table 3. Multiple linear regression model

Intercept/variable
Estimate p-value Estimate p-value

first twin second twin

Intercept – pH 6.6305 <0.0001 6.6385 <0.0001

Gestational weeks 0.0180 <0.0001 0.0177 <0.0001

Concordant growth 0.0344 0.0004 0.0445 <0.0001

Vaginal delivery – – −0.0320 0.0027

Intercept – Apgar −7.3666 <0.0001 −6.0940 <0.0001

Gestational weeks 0.3875 <0.0001 0.3480 <0.0001

Concordant growth 1.0271 <0.0001 1.2131 <0.0001

Vaginal delivery – – −0.5876 0.0104

pH – arterial umbilical blood pH.
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deteriorates blood parameters. Changes in the umbilical 
cord blood gas status become significant when the inter-
val between births exceeds 30 min.26 Also, as the duration 
of the 2nd stage of labor is prolonged, the umbilical cord 
blood gas status deteriorated in both twins, but to a greater 
degree in the second twin than in the first twin.27

Growth discordance between twins is  considered 
an important predictor of worse perinatal outcomes, but 
its definition may vary. In the present study, growth dis-
cordance was defined as 18% difference in birthweight 
between twins without TTTS.15 Our analysis confirmed 
that discordant growth is a significant predictive factor 
for a  lower Apgar score and a  lower umbilical arterial 
blood pH for both twins. In addition, second twins from 
discordant monochorionic diamniotic pregnancies ended 
by a VD achieved significantly worse perinatal outcomes 
that those of the first twin. Data from the literature indi-
cates that the greater difference in estimated twin mass 
is, the greater neonatal morbidity and mortality.28,29 Thus, 
in the case of a big difference in estimated twin mass (over 
30%) detected in ultrasound examination, we preferred 
CS as a delivery mode. This led to difficulties in assessing 
the impact of the delivery mode on perinatal outcomes.

In the literature, a comparison of the status between 
smaller and larger fetuses is more common than between 
the first and second twin. There are some reports docu-
menting decreased well-being of the second twins. How-
ever, there are also several reports regarding the postnatal 
status of the second twins.

Kontopoulos et al. showed that in pregnancies compli-
cated by discordance greater than 40%, the mode of deliv-
ery had no effect on perinatal outcomes, but in the case 
of discordance between 20% and 40%, delivery by CS was 
associated with a lower rate of neonatal mortality.30 Can-
polat et al. found that the second twin had an increased 
risk of RDS (OR = 1.3; 95% CI = 0.6–2.4) after adjustment 
for birthweight.31 Usta et al. found that  in pregnancies 
in which the second twin is more than 250 g larger than 
the first twin, no differences in the incidence of intraven-
tricular hemorrhage, seizures, sepsis, and neonatal death 
between twins were noted, except for the a lower medi-
an Apgar score in the second twin.32 It  is worth noting 
that growth discordance often coexists with head-to-ab-
dominal circumference asymmetry or intrauterine growth 
restriction (IUGR) in one of the twins, or with being small 
for gestational age (SGA), which can further deteriorate 
perinatal outcomes.33

Conclusions

In twin pregnancies, VD is associated with an increased 
risk of a worse postnatal condition of the second twin 
in comparison with delivery by CS. In monochorionic di-
amniotic pregnancies complicated by growth discordance, 
CS seems to be a reasonable mode of delivery.
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Abstract
Background. Actinomyces species have a low virulence and pathogenicity, but under specific circumstances 
they may be involved in root canal and periapical tissue infections.

Objectives. The aim of the study was to investigate the antibacterial activity of various root canal sealers 
on standardized strains of Actinomyces.

Material and methods. The materials tested in this study included AH Plus™ Jet (AH), Apexit® Plus (AP), 
Endomethasone N (EN), GuttaFlow® (GF), Hybrid Root SEAL (HB), MTA Fillapex (FL), Real® Seal (RCS), Roeko 
Seal Automix (RSA), Sealapex™ (SP), and Tubli-Seal™ (TS). The antibacterial effect of the freshly mixed sealers 
on standardized strains of Actinomyces israelii NCTC 8047 and Actinomyces viscosus ATCC 15987 was evaluated 
with the use of the agar diffusion test (ADT). The results were obtained with measuring the diameter of the 
growth inhibition zone at 96 h and 1, 2, 3, and 4 weeks, and were analyzed in time using repeated measures 
analysis of variance (ANOVA). Statistically significant differences among the materials were determined 
using one-way ANOVA and Tukey’s post hoc testing. A paired Student’s t-test was applied to compare the 
susceptibility of particular strains to each sealer. The critical level of significance for all tests was p < 0.05.

Results. Most sealers demonstrated growth inhibition zones against both tested bacteria, except for RSA 
and GF. Actinomyces viscosus was significantly more susceptible than A. israelii to AP, RCS (p < 0.001) and 
TS (p = 0.012). Actinomyces israelii was significantly more susceptible than A. viscosus to EN, HB and SP 
(p < 0.001).

Conclusions. The antimicrobial effect of the examined materials varied considerably depending on the type 
of material and bacterial species tested. Most of the tested root canal sealers exhibited antibacterial activity 
on standardized strains of Actinomyces, with FL showing the highest antibacterial effect on both bacterial 
strains. Importantly, both standardized strains of Actinomyces were characterized by varied sensitivity to root 
canal sealers.

Key words: Actinomyces, antibacterial agents, root canal sealers
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Introduction

The genus Actinomyces contains Gram-positive, pleo-
morphic or filamentous, non-spore forming, non-motile, 
obligately and facultatively anaerobic bacteria. They are 
normal inhabitants of the oral microbiota and the primary 
colonizers of dental hard tissues. Although Actinomyces 
species have a low virulence and pathogenicity, under spe-
cific circumstances they may be involved in serious oral 
diseases, including root canal and periapical tissue infec-
tions. Most Actinomyces species have fimbriae – structures 
that enable bacterial cells to adhere to root canal walls and 
dentinal shavings forced out through the apical foramen 
during endodontic treatment.1 Moreover, fimbriae are in-
volved in colonizing the extraradicular area by attaching 
to the cementum around the root apex and bacterial coag-
gregation.2 A recent study by Yamane et al. showed that 
Actinomyces species have a capacity to produce exopolysac-
charides (EPSs), and thus contribute to biofilm formation, 
which can be essential to their pathogenic potential and 
the development of persistent infections in the periapical 
tissues.3

Bacterial cells embedded in an extracellular matrix can 
more easily survive in a nutritionally deprived environment 
and can evade neutrophilic phagocytosis and other host 
defense mechanisms.4 Actinomycotic colonies are known 
to have low pathogenicity, they also induce a minimal host 
response in the form of chronic endodontic infections, ac-
companied by the sinus tract, which discharges bright yel-
low granules referred to as sulfur granules. These granules 
consist of bacterial aggregates held together by an extra-
cellular matrix. They are more likely formed in response 
to host defenses and can provide some resistance to phago-
cytosis or other immunological mechanisms.1 Several au-
thors have reported that Actinomyces have been frequently 
cultured from the root canals of teeth with primary and 
post-treatment apical periodontitis.2,4–6 It is commonly be-
lieved that these bacteria are associated with persistent ex-
traradicular infections, a lack of periradicular healing and 
cases of failed endodontic therapy.7–9 Actinomyces species 
are able either to survive intracanal procedures as resistant 
microorganisms or, as secondary invaders, to penetrate the 
root canal during or after endodontic therapy.2,10 In light 
of this evidence, the final stage of endodontic treatment 
– filling the root canal – becomes of significant importance. 
After chemomechanical preparation, the root canal should 
be obturated 3-dimensionally to entomb residual bacteria 
that could be untouched by irrigants or medications, and 
to prevent subsequent apical or coronal reinfection.

Most of the currently employed techniques used to ob-
turate the root canal do not provide a  long-term and 
fluid-tight seal within the entire root canal system.11,12 
Therefore, the use of root-filling materials with antimicro-
bial properties may contribute to improving the outcome 
of endodontic treatment.13,14 This may be an interesting 
approach to intensify root canal disinfection.

Therefore, the aim of our study was to investigate and 
compare the antibacterial activity of various root canal 
sealers on standardized strains of Actinomyces.

Material and methods

Table 1 presents the materials used for the experiment 
and their composition.

Strains and media

The standardized Actinomyces israelii NCTC 8047 and 
Actinomyces viscosus ATCC 15987 strains were obtained 
from the Health Protection Agency (London, UK) and Mi-
crobiologics Inc. (St. Cloud, USA), respectively. The strains 
were cultured on Schaedler agar (Emapol sp. z o.o., Gdańsk, 
Poland), supplemented with 5% of sheep’s blood for 48–72 h 
at 35–37°C under anaerobic conditions. The antibacte-
rial activity of root canal sealers against the standardized 
strains of anaerobic bacteria was determined using the 
agar diffusion method on Brucella Blood Agar (Oxoid Lim-
ited, Basingstoke, UK), enriched with 5% of sheep’s blood, 
vitamin K1 and 1% of hemin. After 48–72 h, suspensions 
of the bacterial strains in the Brucella broth of 1.0 on the 
McFarland turbidity scale were prepared.

Agar diffusion test

The bacterial suspension was distributed with a sterile 
cotton swab on the surface of Brucella Blood Agar with 
wells 7 mm in diameter and 5 mm in depth. In order to seal 
up the wells, the bottom was covered with 10 μL of liquid 
Triptic Soya Agar (TSA) (Oxoid Limited), and the wells 
were filled with freshly mixed sealers prepared in aseptic 
conditions according to the manufacturer’s instructions. 
The plates were left at room temperature for 30 min, and 
then incubated for 96 h in anaerobic conditions at 37°C. 
To control the growth of the standardized strain on the 
agar used for the experiment, positive control plates were 
streaked with bacteria, but no root canal sealers were used. 
Three samples were prepared for each material.

Reading the size of the inhibition zone

The plates were examined and evaluated for growth in-
hibition zones at 96 h and 1, 2, 3, and 4 weeks. An absence 
of bacterial growth around each well indicated antibacte-
rial activity. The most uniform segment at the largest point 
of the growth inhibition zone was measured with a ruler, 
and the results were recorded in millimeters. A cut-off 
value of 7 mm (the diameter of the well) was subtracted 
from the measurement.15 Wider zones of inhibition were 
interpreted to indicate greater antimicrobial activity of the 
involved materials.
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Statistical analysis

The differences between the diameters of the bacterial 
growth inhibition zones over time were evaluated statisti-
cally by applying repeated measures analysis of variance 
(ANOVA). Statistically significant differences among the 
materials were determined by using one-way ANOVA and 
Tukey’s post hoc testing. A paired Student’s t-test was ap-
plied to compare the susceptibility of particular strains 
to each sealer. Statistical significance was set at p < 0.05. 
All statistical analyses were performed using SPSS v. 21.0 
(IMB Corp., Armonk, USA).

Results

All data is presented in Tables 2–4 as means and stan-
dard deviations (SD) of the bacterial growth inhibition 
zones for each sealer. Zones of bacterial inhibition equal 
to 0 indicated that the sealer did not act during the whole 
experiment. Most sealers demonstrated growth inhibition 
zones against both tested bacteria, except for Roeko Seal Au-
tomix (RSA) and GuttaFlow® (GF). Positive control plates 
exhibited bacterial growth in all cases. Analysis of variance 
revealed that the size of the bacterial growth inhibition 
zone was significantly influenced by the kind of material 
tested (p < 0.001).

The highest antibacterial effect against A. viscosus was ex-
hibited by MTA Fillapex (FL), followed by Real® Seal (RCS), 

Sealapex™ (SP), Endomethasone N (EN), Apexit® Plus (AP), 
Tubli-Seal™ (TS), Hybrid Root SEAL (HB), and AH Plus™ 
Jet (AH). The highest dimension of growth inhibition zones 
against A. israelii was revealed in FL, EN, SP HB, RCS, TS, 
AH, and AP, in a descending order. A comparison of the 
materials revealed significant differences between almost 
all the sealers in the varying sizes of growth inhibition 
zones within particular strains. Details of the statistical 
analysis results are presented in Table 2.

To  compare the susceptibility of  particular strains 
to each sealer, the mean values of the growth inhibition 
zones obtained with all measurements for each material 
(excluding materials with a zone of growth inhibition of 0) 
were calculated and analyzed. Statistical analysis showed 
that A. viscosus was significantly more susceptible than 
A. israelii to AP, RCS (p < 0.001) and TS (p = 0.012). On the 
other hand, A. israelii was significantly more susceptible 
than A. viscosus to EN, HB and SP (p < 0.001) (Table 3).

The antibacterial effect of all the tested root canal seal-
ers on individual strains varied considerably during the 
entire experiment. For A. israelii, the antibacterial activity 
of the materials (AH, EN, FL, and SP) increased signifi-
cantly throughout the experiment (AH, FL, SP p < 0.001; 
EN p = 0.037). The diameter of growth inhibition zones 
with AP and TS remained stable, and RCS showed a signifi-
cant decrease in antibacterial action over time (p = 0.045) 
(Table 4). For A. viscosus, the antibacterial effect of SP and 
RCS rose, whereas with FL and EN it decreased gradually. 

Table 1. Compositions of materials tested for antibacterial activity

Name Source Active ingredients

AH Plus™ Jet
Dentsply DeTrey GmbH, Konstanz, 

Germany

bisphenol-A epoxy resin, bisphenol-F epoxy resin, calcium tungstate, zirconium oxide, 
silica, iron oxide pigments, dibenzyldiamine, aminoadamantane, tricyclodecane-

diamine, silicone oil

Apexit® Plus
Ivoclar Vivadent AG, Schaan, 

Liechtenstein

calcium salts (hydroxide, oxide, phosphate), hydrogenized colophony, disalicylate, 
bismuth salts (oxide, carbonate), highly dispersed silicon dioxide, alkyl ester 

of phosphoric acid

Endomethasone N
Eugenol

Septodont Saint-Maur-des-Fossés, 
Cedex, France

Chema-Elektromet, Rzeszów, Poland

zinc oxide, hydrocortisone acetate, thymol iodide, barium sulfate, magnesium stearate
eugenol

GuttaFlow®
Coltene/Whaledent GmbH + Co. KG, 

Langenau, Germany
gutta-percha powder, polydimethylsiloxane, silicone oil, platinum catalyst, zirconium 

dioxide, nanosilver, coloring

Hybrid Root SEAL
Sun Medical, Tokyo, Japan;  

Parkell Inc., Farmingdale, USA

liquid: 4-methacryloxyethyl trimellitate anhydride (4-META), 2-hydroxyethyl 
methacrylate (HEMA), difunctional methacrylate monomers

powder: zirconium oxide, silica, hydrophilic initiator

MTA Fillapex
Angelus Ind. de Prod. Odontolόgicos 

S/A, Londrina, Brazil
paste A: salicylate resin, bismuth trioxide, fumed silica

paste B: fumed silica, titanium dioxide, mineral trioxide aggregate, base resin

Real®Seal SybronEndo Co., Orange, USA

organic part: 1,6-bis(methacryloxy-2-ethoxycarbonylamino)-2,4,4-trimethylhexane 
(UDMA), pyromellitic glycerol dimethacrylate (PEGDMA), ethoxylated bisphenol 
A dimethacrylate (EBPADMA), ethylene glycol dimethacrylate (EDMA), bisphenol 

A-glycidyl methacrylate (BisGMA) 
inorganic part: barium borosilicate, barium sulfate, bismuth oxychloride, 

calcium hydroxide, photoinitiators 

Roeko Seal Automix
Coltene/Whaledent GmbH + Co. KG, 

Langenau, Germany
polydimethylsiloxane, silicone oil, paraffin-base oil, platinum catalyst, zirconium dioxide

Sealapex™ Kerr Italia S.p.A., Salerno, Italy
calcium oxide, bismuth trioxide, zinc oxide, sub-micron silica, 2% titanium dioxide, zinc 

stearate, tricalcium phosphate, blend

Tubli-Seal™ Kerr Italia S.p.A., Salerno, Italy zinc oxide, barium sulfate, oleo resin, oils/modifiers, thymol iodide, eugenol
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The diameter of growth inhibition zones with AH, AP, 
HB, and TS remained stable over the experimental period. 
Differences between the bacterial growth inhibition zones 
over time were not significant for almost all the tested 
materials (p > 0.05), with the exception of FL (p < 0.001) 
and EN (p = 0.045) (Table 4).

Discussion

The presence of bacteria in the root canal at the time 
of filling is the main causative factor of the initiation and 
perpetuation of apical periodontitis. Therefore, the eradi-
cation of bacteria from the root canal system should be the Ta
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Table 3. Mean growth inhibition zones [mm] from all periods 
of observation for Actinomyces israelii and Actinomyces viscosus for each 
material (excluding materials showing no bacterial growth inhibition zone) 

Material  Strains N Mean SD p-value

AH
A. israelii 15 14.73 1.49

ns
A. viscosus 15 14.93 0.46

AP
A. israelii 15 13.60 0.51

<0.001
A. viscosus 15 18.27 0.46

EN
A. israelii 15 27.40 0.74

<0.001
A. viscosus 15 19.93 0.59

FL
A. israelii 15 29.87 1.30

ns
A. viscosus 15 29.47 1.92

HB
A. israelii 15 21.53 0.64

<0.001
A. viscosus 15 18.13 0.35

RCS
A. israelii 15 18.47 0.64

<0.001
A. viscosus 15 27.00 0.53

SP
A. israelii 15 26.00 1.51

<0.001
A. viscosus 15 22.00 0.93

TS
A. israelii 15 17.87 0.35

0.012
A. viscosus 15 18.27 0.46

ns – not significant. AH – AH Plus™ Jet; A – Apexit® Plus; EN – Endometha-
sone N; GF – GuttaFlow®; HB – Hybrid Root SEAL; FL – MTA Fillapex;  
RCS – Real® Seal; RSA – Roeko Seal Automix; SP – Sealapex™; TS – Tubli-
Seal™; SD – standard deviation.

Table 4. Statistical analysis of the differences between the mean 
of bacterial growth inhibition zones over time exhibited by the sealers 
(excluding materials showing no bacterial growth inhibition zone)

Material Actinomyces israelii Actinomyces viscosus

AH p < 0.001* p = 0.925

AP p = 0.545 p = 0.461

EN p = 0.037* p = 0.045*

FL p < 0.001* p < 0.001*

HB p = 0.134 p = 0.045*

RCS p = 0.045* p = 0.390

SP p < 0.001* p = 0.284

TS p = 0.633 p = 0.232

* level of significance p < 0.05. AH – AH Plus™ Jet; A – Apexit® Plus;  
EN – Endomethasone N; GF – GuttaFlow®; HB – Hybrid Root SEAL;  
FL – MTA Fillapex; RCS – Real® Seal; RSA – Roeko Seal Automix;  
SP – Sealapex™; TS – Tubli-Seal™.
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main goal of endodontic therapy.3,5,7 Although the clean-
ing and shaping of the root canals with various instru-
mentation techniques significantly reduces the intracanal 
bacterial load, complete eradication is still unattainable 
in many cases. Studies have demonstrated that after che-
momechanical preparation, untouched biofilm remained 
in lateral canals, ramifications, isthmuses, and dentinal tu-
bules.10 Persistent bacteria are able to induce or sustain api-
cal periodontitis.5,9,10 Therefore, the use of root canal sealer 
with antimicrobial activity is widely recommended.2,14–18

Obturation of the root canal involves the use of gutta- 
percha in combination with a sealer to provide an ade-
quate seal. The use of a sealer is necessary to fill voids 
and gaps between the main material and root canal walls. 
Currently, numerous root canal sealers are available, based 
on various formulas, such as zinc oxide–eugenol paste, 
calcium hydroxide epoxy and methacrylate-based com-
ponents, as well as mineral trioxide aggregate (MTA)- and 
silicone-containing materials.19 After being placed into the 
root canal system, sealers may penetrate into root canal 
irregularities. Supposing they have antimicrobial activ-
ity, sealers might help eliminate residual microorganisms 
unaffected by both chemomechanical preparation and 
intracanal medication.2,20,21

The agar diffusion test (ADT) is a well-established and 
simple method used to assess the antibacterial activity 
of dental materials.14,15,22,23 It  is suitable for evaluating 
freshly mixed materials, allowing a direct comparison 
of sealers and indicating which sealers probably have an-
timicrobial action within the root canal system. However, 
the results of the ADT depend on the solubility of the ma-
terial and its diffusibility in the culture medium used.23

It  is extremely difficult to accurately compare bacte-
rial inhibition data between different authors – even for 
identical materials – with the ADT due to difficulties in 
controlling the large number of variables. This means that 
there are no standardized in vitro protocols for testing the 
antimicrobial activity of materials.22

In this study, the vast majority of sealers showed an an-
timicrobial effect on both bacterial strains of Actinomyces. 
There were substantial differences in the antibacterial ac-
tion of root canal sealers, which depended on the material 
tested and the bacterial strains used.

MTA Fillapex, EN, SP, and RCS produced the largest 
bacterial growth inhibition zones against both micro-
organisms at all times of the experiment. MTA Fillapex 
is a new material containing MTA – it simultaneously 
has the chemo-physical properties of a root canal sealer. 
Its antibacterial activity could be attributed precisely 
to MTA, which consists of calcium oxide and silicon 
dioxide, and produces calcium hydroxide on hydration, 
thus causing an increase in pH.24 It has been shown that 
FL has pH values between 9.86 and 10.06.20 According 
to Estrela et al., at pH > 9, bacterial enzymes can be ir-
reversibly inactivated, resulting in loss of their biological 
activity.25

A similar mechanism of  antibacterial action con-
cerns calcium hydroxide root canal sealars (SP and AP), 
which in our study also inhibited the bacterial growth 
of both strains of Actinomyces. Faria-Junior et al. evalu-
ated the antibiofilm activity on  Enterococcus faecalis 
of various sealers in bovine dentine.20 Among the 7 ma-
terials studied, only FL and SP showed antibiofilm ac-
tivity. The authors believe that this strong antibacterial 
effect of both sealers is not only related to  the pH in-
crease, but also to their high solubility. Morgental et al.  
claim that the antimicrobial potential of FL is comparable 
to zinc oxide–eugenol sealers, which have been used as 
a positive control in antimicrobial activity assays.23

Our results confirmed previous findings that both zinc 
oxide–eugenol containing sealers were effective in inhib-
iting the bacterial growth of Actinomyces.14,21 Eugenol, 
continuously eluted from these materials in relatively high 
concentrations, may contribute to their antibacterial activ-
ity by inhibiting cell growth or even inducing cell death.22,26

In the present study, AH, an epoxy-based sealer, dem-
onstrated less antimicrobial effect than zinc oxide–eu-
genol ones. Our findings are in agreement with other 
authors who studied identical materials against Actino-
myces.14,21 Furthermore, Gjorgievska et al. noted that AH 
reduced bacterial growth much more when freshly mixed 
than after 21 days.14 The adverse effect of epoxy-resin-
based sealers might be related either to  bisphenol-A 
diglicidyl ether or the release of  formaldehyde dur-
ing the polymerization process.15 Both methacrylate- 
-based sealers (RCS and HB) had a varied effect on the 
tested Actinomyces strains. Real® Seal inhibited A. vis-
cosus much more strongly than HB, whilst HB, inhibited  
A. israelii much more than RCS. It has been hypothesized 
that the mechanism of antibacterial action of these ma-
terials may be explained by the toxicity of methacrylate 
resins and residual monomers leached from poorly polym-
erized materials.27 Some reports indicate that complete 
setting of methacrylate-based sealers can vary from 30 min 
to 7 days depending on the environment.28 Real® Seal SE 
and HB have been developed as alternatives to conven-
tional endodontic sealers and gutta-percha. They offer 
the ability to bond to both root canal walls and the core 
material, and to create a so-called monoblock obturation 
to provide a durable hermetic seal, and therefore to ensure 
a favorable prognosis after endodontic therapy. However, 
there are also bad reviews. Nevertheless, a recently pub-
lished in vivo study has not confirmed this assumption.29 
Nawal et al. compared the antimicrobial efficacy of Epiph-
any® (identical to RCS) AH and GF on E. faecalis, using 
the ADT and the direct contact test (DCT).30 For both the 
ADT and DCT, Epiphany® produced a significant reduc-
tion in bacterial counts compared to the other 2 materials. 
Zhang et al. studied a new version of the sealer, Epiphany® 
SE (a self-adhesive sealer containing acidic monomers that 
are originally found in primers), with the DCT and re-
ported that the freshly mixed material reduced the number 
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of E. faecalis significantly within 60 min of contact with 
the bacterial suspension, but after setting it showed only 
slight antibacterial activity.18 On the other hand, other 
authors in their studies with the ADT and DCT demon-
strated poor action of Epiphany® SE against E. faecalis, or 
they even observed an enhanced bacterial growth in con-
tact with the material.13,20

In the present study, silicone-based root canal sealers 
(RSA and GF) were completely ineffective in inhibiting the 
bacterial growth of both Actinomyces strains. Our results 
are in accordance with findings of other authors who used 
the ADT.15,22,30 Cobankara et al. claimed that the absence 
of antibacterial activity might be caused by insolubility 
and a lack of diffusion of silicone materials in the agar 
medium.22

According to Gomes et al., in order to work effectively 
in terms of antimicrobial action, the materials used in end-
odontics should act both in the root canal space and at 
some distance into the dentinal tubules, and even reach 
the outer root surface.31

Conclusions

We have shown that the antimicrobial effect of the exam-
ined materials varied considerably depending on the type 
of material and bacterial species tested. We have estab-
lished that most of the tested root canal sealers exhibited 
antibacterial activity on standardized strains of Actino-
myces, with FL showing the highest antibacterial effect 
on both bacterial strains. Importantly, both standardized 
strains of Actinomyces were characterized by varied sen-
sitivity to the root canal sealers.
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Abstract
Background. Plasmid-mediated extended-spectrum β-lactamases (ESBLs), 16S rRNA methylases and qui-
nolone resistance mechanisms (PMQRs) are well-known agents conferring resistance to more than 1 an-
timicrobial in its group. The accumulation of these agents poses, therefore, a serious risk to public health.

Objectives. The objective of this study was to investigate the presence of common ß-lactamases and 16S 
rRNA methylases in Qnr-producing Enterobacteriaceae and their genetic relatedness.

Material and methods. We examined 18 Qnr-producing isolates (Klebsiella pneumoniae n = 8, Entero-
bacter cloacae n = 6 and Escherichia coli n = 4) selected from a collection of 215 ciprofloxacin-resistant 
strains obtained from patients in a 1030-bed tertiary hospital from 1 March to 31 August 2010. The anti-
biotics minimum inhibitory concentration (MIC) was determined using E-test. The detection of common 
ß-lactamases, 16S rRNA methyltransferases and PMQR genes was performed using polymerase chain reac-
tion (PCR) and sequencing. Genetic relatedness was assessed with pulsed-field gel electrophoresis (PFGE) 
and multilocus sequence typing (MLST).

Results. All the isolates tested were susceptible to carbapenems and colistin, while 16 were multidrug-resis-
tant. Thirteen, 2 and 2 isolates carried qnrB1, qnrA1 and qnrS1, respectively. Ten of 13 qnrB1-positive Enterobac-
teriaceae also carried genes encoding for aac(6’)-Ib-cr and at least 1 ESBL. The blaCTX-M-15 gene was the most 
common ESBL. The most prevalent combination of genes was qnrB1+aac(6’)-Ib-cr+blaTEM-1+blaCTX-M-15.  
Two isolates of K. pneumoniae and E. cloacae were found to bear multiple extended range resistance traits: 
ArmA, CTX-M-15, QnrB1, and AAC (6’)-Ib-cr. The PFGE showed that most of the isolates exhibited individual 
DNA patterns, whilst MLST assigned K. pneumoniae (n = 8) to 5 sequence types (STs) (ST15, ST323, ST336, 
ST147, and ST525), E. coli (n = 4) to 2 (ST131 and ST1431) and E. cloacae (n = 5) to 4 (ST90, ST89, ST133, 
and the novel ST407).

Conclusions. Our findings reveal the accumulation of resistance traits and their important role in spreading 
of multiresistant bacteria among hospitalized patients.

Key words: PMQR, ESBLs, MDR, Enterobacteriaceae, Poland
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Introduction

Currently, the  global spread of  multidrug resistant 
(MDR) bacteria is considered a major public health con-
cern. In the last decade, we have witnessed a dramatic 
increase in  the  number of  MDR Enterobacteriaceae. 
Data from the European Antimicrobial Resistance Sur-
veillance Network (EARS-Net)1 indicates that a majority  
of  the Escherichia coli and Klebsiella pneumoniae had 
combined resistance to third generation cephalosporins, 
aminoglycosides and  fluoroquinolones. Furthermore, 
the combined resistance has increased significantly also 
in Poland since 2010, especially for K. pneumoniae, with 
levels ranging from 23% to 52.5% in 2013.1 However, data 
on molecular characteristics of MDR Enterobacteriaceae 
simultaneously resistant to the aforementioned antimi-
crobial agents is still insufficient in Poland.

Because of their broad-spectrum antimicrobial activity, 
fluoroquinolones are commonly used agents in clinical 
and veterinary medicine to treat a wide variety of micro-
biological infections. The stepwise mutations in gyrase 
and topoisomerase IV subunits are recognized as the most 
common mechanism of quinolone resistance in Entero-
bacteriaceae. Moreover, plasmid-mediated quinolone re-
sistance (PMQR) determinants were also reported in MDR 
strains as contributing to the increase of fluoroquinolones 
resistance.2 We  previously3 described the  coexistence 
of PMQR determinants (qnrA, qnrB, qnrS and aac(6’)-Ib-cr)  
and mutations in gyrA and parC among fluoroquinolone-
resistant clinical Enterobacteriaceae.3

It  is worth noting that previous studies have shown 
the  association of  PMQR-encoding genes with other 
antibiotic resistance genes, such as extended-spectrum 
β-lactamases (ESBL), including CTX-M-15 or plasmid-
mediated AmpC genes.2,4–6 In  addition, PMQRs may 
also be co-transferred with plasmid-mediated 16S rRNA 
methylase-encoding genes.7 However, data on coexistence 
of PMQRs with the other resistance traits in Enterobacte-
riaceae collected in Poland is lacking. 

In the present study, we investigated the presence of ESBLs,  
pAmpC and 16S rRNA methylases in Qnr-producing En-
terobacteriaceae from clinical sites in Poland, and deter-
mined their genetic relatedness. We described the Qnr-
producing Enterobacteriaceae strain with the accumulation 
of plasmid-mediated, broad range resistance traits: ArmA, 
CTX-M-15, QnrB1, and AAC (6’)-Ib-cr that, to the best 
of our knowledge, has not been yet reported from Poland.

Material and methods

Study population

A retrospective study was conducted of 18 Qnr-produc-
ing Enterobacteriaceae (K. pneumoniae n = 8, Enterobacter 
cloacae n = 6 and E. coli n = 4) found among the previously 

described 215 fluoroquinolone-resistant clinical isolates 
collected from 2017 inpatients in a 1030-bed tertiary hos-
pital in a period from 1 March to 31 August 2010.3

Phenotypic and genotypic  
investigation of resistance

Minimum inhibitory concentrations (MICs) to 11 an-
tibiotics were determined using E-test Strips (bioMer-
ieux, Marcy-l’Etoile, France) and interpreted according 
to the European Committee on Antimicrobial Suscep-
tibility Testing (EUCAST) recommendations (http://eu-
cast.org). For the Qnr-producing isolates, amplification 
of genes encoding ß-lactamases of the most common fami-
lies was performed with primers for blaTEM, blaSHV and  
blaCTX-M.8 The multiplex polymerase chain reaction (PCR) 
with family-specific primers which detected the plasmid-
mediated AmpC genes blaMOX, blaFOX, blaEBC, blaACC,  
blaDHA, and blaCIT was performed as described previously.9 
The characterization of 16S rRNA methyltransferase genes 
(armA, rmtA, rmtB, and rmtC) was done in isolates with 
resistance to amikacin with PCR using primers as de-
scribed previously.10 Furthermore, the DNA sequencing 
of genes encoding for PMQRs, the selected ß-lactamases  
and 16S rRNA methyltransferase ArmA was performed. 
The nucleotide sequences of the PCR products were de-
termined using conventional Sanger method. All the DNA 
sequences were compared with sequences in the GenBank 
database using the BLAST algorithm (http://www.blast.
ncbi.nlm.nih.gov). 

Molecular typing

The genetic relatedness of tested isolates was studied 
by pulsed-field gel electrophoresis (PFGE) and multilo-
cus sequence typing (MLST). The PFGE was conducted 
using XbaI endonuclease. The PFGE patterns were ana-
lyzed using BioNumerics software v. 6.6 (Applied Maths, 
Sint-Martens-Latem, Belgium). Sequence types (STs) were 
determined using 7 highly conserved housekeeping genes 
according to appropriate MLST schemes.11–13 The MLST 
Databases available at http://mlst.warwick.ac.uk/mlst/dbs/
Ecolia; http://pubmlst.org/ecloacae/ and http://bigsdb.web.
pasteur.fr were used for assigning each sequence type.

Plasmid isolation and electrophoresis

The plasmid DNAs from Qnr-producing isolates was 
extracted using the NucleoBond PC20 kit (Macherey-Na-
gel, Düren, Germany) according to the manufacturer’s 
instruction. Plasmid size was determined with extrac-
tion and electrophoresis using a 0.8% agarose gel (Prona 
Plus, Burgos, Spain) in Tris-borate-EDTA (TBE) buffer. 
Klebsiella pneumoniae DM0269 containing 50 kb, 90 kb 
and 180 kb, respectively, were used as molecular weight 
plasmid calculation.14
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Results

Multidrug resistance and genotyping 
of PMQR-producing isolates

The majority of tested isolates were MDR, with resistance 
to antimicrobial agents showed in Table 1. Additional resis-
tance was found to the following: amoxicillin and clavulanic 
acid (94%; R >8 mg/L), cefotaxime (72%; R >2 mg/L), ceftazi-
dime (72%; R >4 mg/L), gentamicin (67%; R >4 mg/L), cipro-
floxacin (100%; R >1 mg/L), trimethoprim/sulfamethoxazole 
(78%; R >4 mg/L), and chloramphenicol (72%; R >8 mg/L). 
All isolates were susceptible to carbapenems and colistin.

Sequencing analysis showed that qnrB1, qnrA1 and qnrS1 
were found in 13, 2 and 2 isolates, respectively. Ten of 13 
qnrB1-positive Enterobacteriaceae also carried genes en-
coding for aac(6’)-Ib-cr and at least 1 ESBL (Fig. 1). Among 
them, the most prevalent combination was qnrB1+aac(6’)-
Ib-cr+blaTEM-1+blaCTX-M-15, which was detected in 6 iso-
lates, and the blaCTX-M-15 gene was the most common in all 
the QnrB1-producing isolates (61%). Furthermore, 2 QnrB1- 
and CTX-M-15-producing isolates (No. 088 and No. 216) 
possessed additionally the armA gene coding for 16S rRNA 
methyltransferase ArmA. In contrast, pAmpC genes were 
not detected in any of isolates tested.

All the tested isolates were distinguished by the PFGE 
with similarity ranging from 50% to 92% (Fig. 1). Four clon-
al groups were distinguished, each encompassing strains 

with the PFGE profiles similarity ≥80%. Two clonal groups 
(A and B) were found in K. pneumoniae and single clonal 
groups (C and D) occurred in E. coli and E. cloacae, respec-
tively. By the multilocus sequence typing (MLST), 5 STs 
were identified for K. pneumoniae: ST15, ST323, ST336, 
ST147, and ST525, 2 for E. coli: ST131 and ST1431, and 4 
for E. cloacae: ST90, ST89, ST133, and the novel ST407. 
Isolates belonging to the same PFGE clonal group belonged 
also to the same ST. With the single exception (clonal 
group C), isolates belonging to  the  same clonal group 
shared the same resistance traits. In the clonal group C, 
2 E. coli isolates (No. 155 and No. 169) of ST131 with 83% 
of PFGE patterns similarity revealed different resistance 
traits (Fig. 1). These 2 isolates revealed multiple plasmids 
(5 and 6), including both large and small plasmids (Fig. 2). 

Discussion

A significant increase in MDR Enterobacteriaceae has 
been reported worldwide.1 The occurrence of MDR is usu-
ally concomitant with the acquisition of fluoroquinolone 
resistance.2 According to EARS-Net data, in Poland from 
2010 to 2013 fluoroquinolone resistance rates for E. coli re-
mained almost constant (>25%) but significantly increased 
from 33% to 70.1% for K. pneumoniae.1 What is notewor-
thy is that the horizontally transferable PMQRs, which are 
considered to support the development of the high-level 

Table 1. Antimicrobial minimum inhibitory concentrations for the 18 Qnr-producing Enterobacteriaceae

No. Species Specimen
Minimum inhibitory concentration [mg/L]

AMC CTX CAZ IPM MEM GEN CIP TGC CST SXT CML

088 Kpn blood 64 32 4 0.190 0.016 >1024 16 1 0.750 >32 12

036 Kpn urine 32 0.190 0.750 0.125 0.016 1 128 3 0.750 2 64

060 Kpn urine 64 32 12 0.125 0.023 64 1,024 1.500 0.500 >32 >256

158 Kpn urine 16 48 >256 0.125 0.047 256 128 2 0.380 >32 16

159 Kpn urine 24 >256 128 0.190 0.047 0.500 16 0.500 0.380 >32 6

215 Kpn urine 32 >32 256 0.032 0.125 64 128 0.500 0.500 >32 16

091 Kpn intubation tube swab 24 >256 64 0.250 0.064 32 64 1.500 0.380 >32 6

209 Kpn tracheotomy tube swab 16 0.500 12 0.032 0.003 0.750 64 0.750 0.380 0.250 12

003 Ecl urine >256 >256 64 0.190 0.016 128 2 1 0.190 >32 >256

092 Ecl urine 32 >256 16 0.250 0.047 32 16 1.500 0.380 >32 >256

110 Ecl urine >256 12 64 0.250 0.032 8 4 0.250 0.380 >32 >256

118 Ecl urine >256 >256 >256 0.250 0.032 48 64 3 0.380 >32 >256

214 Ecl urine 32 >256 24 0.190 0.023 32 1.500 1 0.380 >32 6

216 Ecl urine >256 >256 >256 0.500 0.380 256 64 2 0.500 >32 16

169 Ec blood 16 0.125 0.380 NT 0.016 12 64 0.250 0.500 0.064 16

014 Ec urine 16 0.047 0.125 0.190 0.012 0.750 64 0.190 0.380 >32 4

064 Ec urine 1.50 0.016 0.064 0.190 0.016 0.380 64 0.190 0.250 0.047 2

155 Ec urine 24 32 8 0.125 0.016 0.500 256 1 0.500 >32 >256

Kpn – Klebsiella pneumoniae; Ecl – Enterobacter cloacae; Ec – Escherichia coli; AMC – amoxicillin-clavulanic acid; CTX – cefotaxime; CAZ – ceftazidime;  
IPM – imipenem; MEM – meropenem; GEN – gentamicin; CIP – ciprofloxacin; TGC – tigecycline; CST – colistin; SXT – trimethoprim/sulphamethoxazole;  
CML – chloramphenicol; NT – not tested.
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fluoroquinolone resistance, are frequently reported to spread 
together with ESBLs on the same plasmid.4–6,15 In this study, 
we screened clinical Qnr-producing Enterobacteriaceae 
for the presence of multiple antimicrobial resistance genes. 
The majority of tested isolates possessed the PMQR deter-
minants – QnrB1 and AAC (6’)-Ib-cr – and were identified 
mainly in combination with CTX-M-15 as the most com-
mon ESBL. However, we found no co-existence of Qnr genes 
and plasmid-mediated AmpC ß-lactamases determinants.

It is well-known that CTX-M-15-producing isolates are 
commonly multiresistant to  various antibiotic agents, 
among them fluoroquinolones or aminoglycosides.4 Fur-
thermore, the coexistence of QnrB1 and CTX-M-15 was also 
frequently observed in other European countries.4,5 Notably, 
our data shows that in Poland, the aforementioned combi-
nation of resistance traits was extended by the 16S rRNA 
methyltransferase ArmA that confers the high-level re-
sistance to almost all clinically relevant aminoglycosides. 
Moreover, the herein reported resistance triangle (QnrB1, 
CTX-M-15 and ArmA) was found in 2 Enterobacteriaceae 
species. Notably, one of them contained an additional PMQR 
gene: aac(6’)-Ib-cr. Taking into account the relatively low 
number of isolates tested in this study, the incidence of 2 
isolates with the aforementioned resistance triangle may 
reveal only “the tip of iceberg”. Thus, our findings may argue 
for the need of further specific monitoring of resistance. In-
terestingly, the coexistence of QnrB, CTX-M-15 and ArmA 

in K. pneumoniae has been reported in China.7 In Europe, 
the coexistence of QnrA, CTX-M-15 and ArmA was re-
ported in K. pneumoniae in Switzerland, which also co-
produced CMY-16 together with carbapenemases OXA-48 
and NDM-1.16 In Poland, we have also reported K. pneu-
moniae co-producing Klebsiella pneumoniae carbapene-
mase (KPC) with ArmA and CTX-M-3 ESBL.14 To the best 
of our knowledge, the presented study is the first report 
on clinical Enterobacteriaceae isolates co-producing PMQR, 
CTX-M-15 and ArmA in Poland. 

In  this study, we  identified FQ-resistant isolates be-
longing to different STs possessing CTX-M-15. We found 
K. pneumoniae isolate (No. 088) and E. cloacae isolate 
(No. 216) to bear QnrB1, CTX-M-15 and ArmA, and belong 
to ST323 and ST89, respectively. Although there is not 
enough data to consider these 2 STs epidemic, in our study 
we  also found K. pneumoniae of  ST15, ST336, ST147, 
and E. coli of ST131. These STs have been reported in many 
countries and, therefore, are considered international 
clones.17,18 In addition, K. pneumoniae ST15 and ST336 
have not been reported in Poland yet. Interestingly, in this 
study we found K. pneumoniae ST15 and ST336 isolates 
with 2 PMQRs (QnrB1 and AAC (6’)-Ib-cr) and 2 ESBLs 
(CTX-M-15 and SHV-11 or SHV-28) accompanied with 
TEM-1 β-lactamase. We also observed E. coli ST131 isolate 
No. 155 co-producing PMQR (QnrB1 and AAC (6’)-Ib-cr), 
TEM-1 and CTX-M-15. Interestingly, this isolate revealed 

Fig. 1. Characterization of 18 Qnr-producing Enterobacteriaceae isolates. The dendrogram based on pulsed-field gel electrophoresis (PFGE) 

ST – sequence type; PMQR – plasmid-mediated quinolone resistance.

β-lactamases
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Fig. 2. Plasmids profiles

83% PFGE-profile similarity with other ST131 isolate 
No. 169 that shared only QnrS1 and TEM-1. Notably, both 
these isolates differed by plasmid content that may reflect 
the dynamics of plasmid-mediated resistance traits ex-
change in clinical settings. Moreover, we found the novel 
E. cloacae ST 407 co-producing QnrB1 and AAC (6’)-Ib-cr 
together with CTX-M-15. What is worthy of note is that all 
the aforementioned PMQR-producing isolates have been 
previously found to have mutations in quinolone resis-
tance-determining regions (QRDR) gyrA and parC.3 

In conclusion, the presented study provides baseline 
information on the “successful clones” possessing plas-
mid-mediated resistance genes providing resistance to 
most  of clinically relevant group of antimicrobial agents 
including ß-lactams, aminoglycosides and fluoroquino-
lones. It is also worth noting that fluoroquinolones (mainly 
ciprofloxacin) are able to induce bacterial SOS response 
to DNA damage and potentially enhance the transmission 
of resistance traits by promoting horizontal dissemina-
tion of various antibiotic resistance determinants, and in-
crease the frequency of mutants.19 The herein reported 
coincidence of PMQRs with other resistance traits, often 
multiple and broad-range plasmid-mediated mechanisms, 
may suggest a significant contribution of fluoroquinolone 
therapy in increasing the MDR phenotype in clinical En-
terobacteriaceae strains.
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Abstract
Background. Emerging evidence from pre-clinical and clinical studies has shown that vitamin D (VD) 
plays an important role in the pathogenesis of polycystic ovary syndrome (PCOS). Potentially functional ApaI 
polymorphism of vitamin D receptor (VDR) gene has been implicated in PCOS risk, but individually published 
studies have yielded inconclusive results.

Objectives. Studies on the associations of VDR gene polymorphisms with PCOS susceptibility reported 
conflicting results. The objective of this study was to perform a systematic meta-analysis to clarify this issue.

Material and methods. We searched for all publications regarding the associations mentioned above 
in PubMed, Web of Science, Embase, and China National Knowledge Infrastructure (CNKI) databases updated 
up to April 2017. A meta-analysis of the overall odds ratios (ORs) with 95% confidence interval (CI) was 
calculated with the fixed or random effect model.

Results. A total of 7 studies fulfilling the inclusion criteria were included in this meta-analysis (1,350 cases 
and 960 controls). Pooled ORs showed a significant association between ApaI polymorphism and PCOS risk 
in all 4 genetic models. Subgroup analysis by ethnicity showed that ApaI polymorphism was associated with 
the risk of PCOS in Asians (aa vs AA: OR = 1.54, 95% CI = 1.04–2.28, p = 0.03). However, ApaI polymorphism 
(a vs A: OR = 1.34, 95% CI = 1.00–1.79, p = 0.02; aa+Aa vs AA: OR = 1.36, 95% CI = 1.04–1.79, p = 0.03) 
was associated with the risk of PCOS in Caucasians.

Conclusions. Our meta-analysis demonstrated that PCOS risk was significantly associated with VDR gene 
ApaI polymorphism. However, due to the relatively small sample size in this meta-analysis, further studies 
with a larger sample size should be conducted to confirm the findings.

Key words: meta-analysis, polycystic ovary syndrome, vitamin D receptor, genetic polymorphisms, ApaI
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Introduction

Polycystic ovary syndrome (PCOS) is a common multi-
faceted metabolic disease with a strong genetic component 
in women of fertile age.1 The PCOS incidence increased 
and ranges from 5% to 10%, with the age of affected fe-
males ranging from 12 years to 45 years.2–4 Being a com-
plex multigenic and heteroplasmy disease, PCOS results 
in several disorders, such as infertility,5 myocardial infarc-
tion,6 dysfunctional uterine bleeding,7 cardiovascular risk,8 
endometrial carcinoma,9 insulin resistance (IR),10 diabetes 
mellitus,10 hyperandrogenism (hirsutism, acne, male pat-
tern hair loss),11 oligoanovulation and polycystic ovaries, 
dyslipidemia, amenorrhea, and hypertension, as well is as-
sociated with obesity and high levels of cholesterol.12

As a secosteroid hormone, vitamin D (VD) is acquired 
and  synthesized from the  diet and  ultraviolet radia-
tion.13 Besides its calciotropic function, VD has potent 
non-classical properties, including immunomodulatory, 
anti-inflammatory, antioxidant, antiangiogenic, and an-
tiproliferative properties.14 It is well-known that the in-
teraction of VD with target tissues is mediated by the VD 
receptor, a member of the steroid/thyroid hormone re-
ceptor family with the function of a transcriptional ac-
tivator of many genes. There is accumulating evidence 
suggesting that  the VD endocrine system is  involved 
in  a  wide variety of  biological processes, including 
IR and  type 2 diabetes mellitus.10 Insulin resistance, 
which is commonly present in women with PCOS, may 
play an important role in the long-term complications 
of PCOS.15 Accumulating evidence suggests that VD  de-
ficiency might be a causal factor in the pathogenesis of IR 
and the metabolic syndrome in PCOS.16 The VDR gene 
is located on chromosome 12q13.1, consists of 11 exons 
and has an extensive promoter region capable of generat-
ing multiple tissue-specific transcripts. There are 4 sin-
gle-nucleotide polymorphisms (SNPs) in the VDR gene, 
FokI (rs10735810), BsmI (rs1544410), ApaI (rs7975232), 
and TaqI (rs731236), which have been studied most fre-
quently.17 Moreover, previous studies have revealed sig-
nificant associations between VDR gene polymorphisms 
and PCOS.18–20

Considering the past establishment of the important 
functions of VDR gene ApaI polymorphism, many studies 
have explored the association between VDR gene ApaI 
polymorphism and PCOS risk.20–26 However, individual 
studies yielded inconsistent and even conflicting results. 
This may be attributed to limited sample sizes and in-
adequate statistical power, which might affect their reli-
ability. A meta-analysis is a statistical procedure of pool-
ing the data from individual studies, increasing effective 
sample size, enhancing statistical power of the analysis, 
and producing a single estimate of an effect. Therefore, 
we performed a comprehensive meta-analysis to further 
evaluate the association of VDR gene ApaI (rs7975232) 
polymorphism and PCOS.

Material and methods

Literature search

Eligible studies were systematically searched in PubMed, 
Web of Science, Embase, and China National Knowledge 
Infrastructure (CNKI) databases up to April 2017, with 
keywords including: [PCOS OR Polycystic Ovary Syn-
drome] and [VDR ApaI OR VD receptor ApaI] and [poly-
morphism OR mutation OR variation OR SNP]. All stud-
ies that showed potential relevance of genetic association 
were assessed by examining their titles and abstracts. All 
published studies matching the abovementioned eligibil-
ity criteria were obtained and tested for their eligibility 
for incorporation in the present meta-analysis (Fig. 1).

Inclusion and exclusion criteria

Studies were chosen if they met the following criteria: 
1) published studies; 2) evaluated association between 
VDR gene ApaI polymorphism and PCOS risk; 3) a case-
control or cohort study based on unrelated individuals; 
4) sufficient data for examining odds ratios (ORs) with 
95% confidence interval (CI); and 5) genotype distributions 
of polymorphism of the control population consistent with 
Hardy-Weinberg equilibrium (HWE). The most recent 
article was used to extract data if the authors published 
more than 1 article with the same study data. Case reports, 
editorials, reviews, abstracts from conferences, republished 
or duplicate studies, and studies with insufficient informa-
tion on data extraction were excluded.

Data extraction and quality assessment

The following information was extracted independently 
by 2 authors from each study: 1) name of the 1st author; 
2) year of publication; 3) country of origin; 4) ethnicity 
of the study population; 5) genotype distribution or al-
lele frequencies; and 6) sample sizes of cases and con-
trols, and  the  SNPs included (Table  1). The  2 authors 
independently assessed the articles for compliance with 
the inclusion/exclusion criteria, resolved disagreements 
and reached a consistent decision.

Statistical analysis

Review Manager v. 5.3 software (Cochrane Collaboration, 
Oxford, UK) was used for all statistical analyses. Geno-
type frequency was assessed by the χ2 test in the control 
group for HWE. The strength of the association between 
VDR gene ApaI polymorphism and PCOS susceptibility 
was assessed by calculating the pooled ORs and 95% CI 
of the Z-test. ApaI genetic models were used for analyses: 
allelic model, common model, risk model, and additive 
model; the  p-values were corrected for multiple testing us-
ing the false discovery rate. I2 statistic were used to test 
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the heterogeneity among studies, 
and studies with I2 < 50% were 
considered to be of low hetero-
geneity. Publication bias was as-
sessed by funnel plot. A p-value 
<0.05 was considered significant 
for all tests.

Results

Characteristics 
of the studies

A  comprehensive flowchart 
of  the selection process of  the 
studies is shown in Fig. 1. Our 
initial search of  the  literature 
yielded 161 publications. After 
reading the titles and abstracts, 
21 potential studies were in-
cluded for  full-text view. Af-
ter reading full texts, 4 studies 
were excluded for  not report-
ing usable data. Finally, a  to-
tal of 7 case-control studies in 7 articles were identified 
and met our inclusion criteria, encompassing 1,350 PCOS 
patients and 960 controls in total. The main characteris-
tics of these selected studies were summarized in Table 1, 
Table 2 and Table 3, including 1st author, publication year, 
country of origin, ethnicity of the study group, genotype dis-
tribution, and HWE. Generally, most of the studies (>80%) 
scored 5 stars or more in the Newcastle-Ottawa scale (NOS), 
and indicated modest to decent quality (Table 1).

Meta-analysis of VDR ApaI polymorphism 
and PCOS susceptibility

The heterogeneity of the 7 selected studies were employed 
to assess the overall association between the VDR gene ApaI 
polymorphism and the risk of PCOS. When I² > 50%, we se-
lected random-effects, and for I² < 50% we selected the fixed 

model. Variant allele genetic model (a compared with A: 
p = 0.01; OR = 1.2, 95% CI = 1.04–1.37), additive/homozy-
gous genetic model (aa compared with AA: p = 0.01; OR = 
1.41, 95% CI = 1.08–1.84) and risk genetic model (aa+Aa 
compared with AA: p = 0.01; OR = 1.29, 95% CI = 1.05–1.59) 
showed the risk of the occurrence of PCOS in response 
to the VDR gene ApaI polymorphism, whereas the com-
mon model (aa compared with AA+Aa: p = 0.29; OR = 1.11,  
95% CI = 0.91–1.36) did not show any risk of PCOS associat-
ed with VDR gene ApaI polymorphism (Fig. 2A–D, Table 4).

Subgroup analysis

Subgroup analysis based on the ethnicity of the study 
group was performed to detect any relationship between 
VDR gene ApaI polymorphism and  PCOS risk. Then, 
we conducted a subgroup analysis stratified by population 

Table 1. Characteristics of experimental methods in the 7 studies included in the meta-analysis

Author (publication year) Case selection Control selection Genotyping method NOS score

Mahmoudi et al. (2009)24 NIH criteria normal healthy women PCR-RFLP 6

El-Shal et al. (2013)23 Rotterdam criteria normal healthy women PCR-RFLP 7

Dasgupta et al. (2015)22 Rotterdam criteria normal healthy women PCR-RFLP 5

Wehr et al. (2011)19 Rotterdam criteria normal healthy women genotyping assay 8

Huabin et al. (2016)26 Rotterdam criteria
a contemporaneous hospitalized 

woman with benign ovarian tumors
PCR-RFLP 5

Mahmoudi et al. (2015)21 NIH criteria normal healthy women PCR-RFLP 5

Jędrzejuk et al. (2015)20 Rotterdam criteria normal healthy women PCR-RFLP 7

NIH – National Institutes of Health; NOS – Newcastle-Ottawa Scale; PCR-RFLP – polymerase chain reaction – restriction fragments length polymorphism. 

Table 2. Characteristics of experimental groups in the 7 studies included in the meta-analysis

Author (publication year) Region Latitude Ethnicity Age (case/control) 

Mahmoudi et al. (2009)24 Tehran, Iran 36°N Asian 19–42/18–54

El-Shal et al. (2013)23 Zagazig, Egypt 30°N Caucasian 29.8 ±5.6/29.3 ±6.2

Dasgupta et al. (2015)22 Hyderabad, India 18°N Asian no mention

Wehr et al. (2011)19 Graz, Austria 47°N Caucasian 23–31/26–36

Huabin et al. (2016)26 Jiangxi, China 28°N Asian 22.56 ±4.56/23.14 ±3.21

Mahmoudi et al. (2015)21 Tehran, Iran 36°N Asian 19–42/19–44

Jędrzejuk et al. (2015)20 Lower Silesia, Poland 50°N Caucasian 20–35

Table 3. Genotype frequencies of VDR ApaI polymorphisms in 7 studies included

Author  
(publication year)

Genotype frequency (AA/Aa/aa/total) Allele-wise frequency (A/a) HWE 
(p-value) case control case control

Mahmoudi et al. (2009)24 58/68/36/16 49/90/23/162 184/140 188/136 NS

El-Shal et al. (2013)23 63/65/22/150 68/64/18/150 191/109 200/100 0.800

Dasgupta et al. (2015)22 12/120/118/250 12/117/121/250 144/356 141/359 0.014

Wehr et al. (2011)19 142/274/127/543 48/60/37/145 558/528 156/134 0.155

Huabin et al. (2016)26 22/58/40/120 39/55/26/120 102/138 133/107 0.021

Mahmoudi et al. (2015)21 8/21/6/35 15/11/9/35 37/33 41/29 0.054

Jędrzejuk et al. (2015)20 19/52/19/90 32/49/17/98 90/90 113/83 0.204

NS – not significant; HWE – Hardy-Weinberg equilibrium.
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of the association of the VDR gene ApaI polymorphism 
and PCOS risk from 7 case-control studies,20–26 as pooling 
of the data from individual studies has the advantage of re-
ducing random errors. Also, most of the included studies 
scored 5 or more stars in NOS quality assessment score 
criteria and suggested good to moderate quality by clearly 
stating the sample size, genotype, inclusion criteria of pa-
tients, and characteristics of healthy controls.

Our novel findings concerning gene models analysis 
are the  following: the  frequency of haplotype ApaI “a” 
was significantly increased in PCOS women compared 
to that  in the controls, while the additive “aa” and risk 
“aa+Aa” genotype appeared to confer an increased risk 
for PCOS. The pathophysiological mechanism of these as-
sociations is still unclear. Previously, Mahmoudi et al. also 
reported a  relationship between ApaI polymorphisms 
and PCOS risk.21 A previous report by Dasgupta et al. re-
ported that VDR gene polymorphisms have not shown 

(Caucasian vs Asian). In  the  Asian population,21,22,24,26 
we found statistically significant increased risk of PCOS 
in additive or homozygous genetic model (aa compared with 
AA: p = 0.03; OR = 1.54, 95% CI = 1.04–2.28) (Fig. 2B). 
However, other genetic models, i.e., allele model (a com-
pared with A: p = 0.21; OR = 1.18, 95% CI = 0.91–1.54), com-
mon model (aa compared with AA+Aa: p = 0.24; OR = 1.17,  
95% CI = 0.90–1.50) and risk model (aa+Aa compared with 
AA: p = 0.33; OR = 1.35, 95% CI = 0.74–2.47) did not show 
any risk of PCOS associated with VDR gene ApaI polymor-
phism (Fig. 2A, 2C, 2D). In the Caucasian population,20,23,25 
we found statistically significant increased risk of PCOS 
in  allele genetic model (a  compared with A: p  =  0.02; 
OR = 1.34, 95% CI = 1.00–1.79) and risk genetic model (aa+Aa 
compared with AA: p = 0.03; OR = 1.36, 95% CI = 1.04–1.79) 
(Fig. 2A, 2D). However, in other genetic models, i.e., addi-
tive/homozygous model (aa compared with AA: p = 0.15;  
OR = 1.31, 95% CI = 0.91–1.89) and common model (aa com-
pared with AA+Aa: p = 0.83; OR = 1.04, 95% CI = 0.75–1.43) 
did not show any risk of PCOS associated with VDR gene 
ApaI polymorphism (Fig. 2B, 2C).

Publication bias

Funnel plot was carried out to estimate the publication bias 
among the studies included in this meta-analysis (Fig. 3–6). 
The emergence of the shape of the funnel plots has not re-
vealed any evidence of publication bias for all the comparison 
models (a compared with A, aa compared with AA, aa+Aa 
compared with AA, and aa compared with Aa+AA).

Discussion

Lately, genetic susceptibility to PCOS has led to increas-
ing interest in the study of polymorphisms of genes. This 
has resulted in the investigation of a number of candidate 
genes as  a  way to  analyze 
the possible connection be-
tween modulations of PCOS 
risk across various popula-
tions.20–27 To  date, various 
reports have been published 
that have evaluated the pos-
sible association of  VDR 
gene ApaI polymorphism 
and PCOS development, but 
the  findings from different 
studies were inconsistent 
and  contradictory. Hence, 
pooled analysis with sufficient 
power was needed to  sum-
marize individual studies. 
In the present meta-analysis, 
we aimed to obtain summa-
ry estimates for the strength 

Potential relevant articles identified 
with electronic database search 

(January 4, 2017) (n = 161)

Articles excluded after title 
and abstract review (n = 117)

Repeated report (n = 23)

Reports of studies retrieved for 
further full text screening (n = 21)

Without available data (n = 4)
Non-case control study (n = 9)

Full text unavailable (n = 1)

7 eligible articles included 
in the meta-analysis (n = 7)

Fig. 1. Results of the literature search strategy

Table 4. Meta-analysis of VDR gene ApaI polymorphism and polycystic ovary syndrome (PCOS) susceptibility

Genetic 
model Subgroups Number 

of studies
Heterogeneity Effect 

model
Meta-analysis

I² [%] p-value OR (95% CI) Z-test p-value

a/A 

total 7 14 0.24 fixed 1.20 (1.04~1.37) 2.57 0.01

Asians 4 51 0.08 random 1.18 (0.91~1.54) 1.23 0.21

Caucasians 3 0 0.74 fixed 1.25 (1.04~1.50) 2.36 0.02

aa/AA

total 7 0 0.53 fixed 1.41 (1.08~1.84) 2.51 0.01

Asians 4 23 0.28 fixed 1.54 (1.04~2.28) 2.13 0.03

Caucasians 3 0 0.64 fixed 1.31 (0.91~1.89) 1.44 0.15

aa/AA+Aa 

total 7 14 0.32 fixed 1.11 (0.91~1.36) 1.05 0.29

Asians 4 46 0.14 fixed 1.17 (0.90~1.50) 1.17 0.24

Caucasians 3 0 0.57 fixed 1.04 (0.75~1.43) 0.22 0.83

aa+Aa/AA

total 7 44 0.10 fixed 1.34 (1.00~1.79) 1.95 0.05

Asians 4 67 0.03 random 1.35 (0.74~2.47) 0.98 0.33

Caucasians 3 0 0.52 fixed 1.36 (1.04~1.79) 2.22 0.03
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a significant association with PCOS, which is inconsis-
tent with several previous independent studies.22 Also, 
they found some contradictory results of increased PCOS 
risk and suggested that this may have been a result of dif-
ferent experimental designs or methods, and that the is-
sue warranted further investigation. In comparison with 
previously published reports, the present study has major 

improvements, as  it  included only specific PCOS cases 
of relevant published studies. When we studied the Asian 
and Caucasian population separately, we  found strong 
evidence that variant additive “aa” confers susceptibil-
ity to PCOS in Asians, while haplotype ApaI “a” and risk 
“aa+Aa” genotype appeared to confer an increased risk 
for PCOS in Caucasians. This finding may help to explain 

Fig. 2. A – allelic model, B – additive model

A

B
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Fig. 2. A. Allelic model. B. Additive model (cont.)

C

D

the individual differences in the susceptibility to PCOS. 
A study by El-Shal et al. reported that ApaI was associ-
ated with a higher PCOS risk more than control genes 
in Egyptian women.23 However, more experimental studies 
with a larger sample size or alternative methods must be 
applied for further investigation to verify such findings, 
as only the mutant genes showed a significant outcome.

As  it  has been established that  PCOS is  a  complex, 
multifactorial disease influenced by both environmen-
tal and genetic factors,28 a single genetic variant is nor-
mally insufficient to prevent susceptibility toward this 
disease. The important feature of this gene polymorphism 
is that its occurrence can vary sufficiently among different 
races or ethnic populations.



Adv Clin Exp Med. 2019;28(2):255–262 261

Fig. 3. Publication bias of allelic model

Fig. 4. Publication bias of recessive model

Fig. 5. Publication bias of dominant model

Fig. 6. Publication bias of addictive model

Prior to reaching a final conclusion, limitations of this 
meta-analysis should also be acknowledged.29–31 Firstly, 
we found significant heterogeneity in the overall analysis. 
Many factors might have contributed to this heterogeneity, 
e.g., variation in patients’ characteristics might have been 
an important source of heterogeneity. Some studies used 
matched controls (e.g., age- and sex-matched), while other 
studies did not perform matching. Secondly, only reports 
published in English were considered in the present study. 
The 3rd and the most important limitation is that the stud-
ies searched for in this pooled data analysis were indexed 
by the selected electronic web-databases (i.e., PubMed, 
Web of Science, Embase). There is, therefore, a possibil-
ity there that some pertinent articles published in other 
languages and/or indexed in other databases (which are 
not known to us) may have been missed. The 4th limitation 
is that since the relevant complete data is not available 
for most of the time, we failed to adjust the confound-
ing factors, such as age, sex and PCOS severity in this 
meta-analysis. The 5th constraint was that we were un-
successful in  computing the  gene and  environmental 
interactions because of  lack of  sufficient information  
in the primary studies.

Despite the  abovementioned drawbacks, there are 
some strong points of  our meta-analysis that  support 
the reliability of the present results. Firstly, this meta-
analysis involved a  large set of harmonized individual 
level data from 7 independent studies, which provided 
enough statistical power to  confirm our results. Sec-
ondly, funnel plot indicated no publication bias. Also, all 
the included studies were of good to modest quality, ful-
filling the preset needful criteria as tested by NOS qual-
ity assessment scale. Thirdly, although plenty of meta-
analyses considering various case-control studies have 
been performed in the past, we further analyzed the re-
lationship from the  point of  ethnicity subgroup.32,33

In  summary, this data suggests that  the VDR gene 
ApaI polymorphism is associated with PCOS. Therefore, 
VDR gene ApaI polymorphism is considered to be one 
of the possible factors of PCOS predisposition. Further-
more, it  is possible that the VDR gene, at  least in part, 
through its effects on insulin resistance and serum levels 
of  insulin, is  involved in the pathology of PCOS. How-
ever, further studies are needed to confirm the findings 
and clarify the biological mechanisms by which the poly-
morphism influences the PCOS risk.

SE (RD)

− −

SE (log[OR])

SE (log[OR])SE (log[OR])
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Conclusions

Our meta-analysis demonstrated that PCOS was sig-
nificantly associated with VDR gene ApaI polymorphism. 
However, due to the relatively small sample size in this 
meta-analysis, further studies with a larger sample size 
should be conducted to confirm the findings.
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Abstract
The increasing number of implantation procedures of implantable cardiac electronic devices (ICEDs) leads 
to a substantial growth of a cohort of patients in whom complications of such a therapy occur. Infective com-
plications are among the most severe ones, as they are often associated with poor prognosis. Depending on the 
criteria applied, the incidence of cardiac device infection (CDI) is estimated at 0.5–2.2%. Many risk factors 
of CDIs have been identified, among which the most important are numerous previous cardiac electrotherapy 
procedures and their complexity, and the lack of perioperative antibiotic prophylaxis. Appropriate diagnosis 
of a suspected CDI is of utmost importance, as well as the correct classification of the infection, which leads 
to adequate treatment. Management of a CDI should include complete removal of the implanted device. 
Additionally, empirical and then targeted antibiotic therapy should be instituted. The prognosis of CDI may, 
nonetheless, be unfavorable. Despite appropriate treatment, the total mortality rate of such complication 
is estimated to be as high as 35%.

Key words: infective endocarditis, implantable cardioverter-defibrillator, implantable cardiac electronic 
device, cardiac pacemaker, infective complications
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Introduction

Cardiac device infections (CDIs) of cardiac pacemakers, 
implantable cardioverters-defibrillators (ICDs) or resyn-
chronization therapy devices (Cardiac Resynchronization 
Therapy Pacemaker or Cardiac Resynchronization Ther-
apy Defibrillator: CRT-P or CRT-D) belong to the most 
significant clinical problems of contemporary cardiol-
ogy. The increasing number of implantation procedures 
of implantable cardiac electronic devices (ICEDs) leads 
to a substantial growth of a cohort of patients in whom 
complications of such a therapy occur. Infective complica-
tions are among the most severe ones, as they are often as-
sociated with poor prognosis. CDIs create various clinical 
problems, including diagnosis, classification of infections 
and treatment.

Epidemiology

Depending on the criteria applied, the incidence of CDI 
is estimated at 0.5–2.2%.1 Available research data shows 
that the infection rate increases along with the increasing 
complexity of the implantable device system; infection 
is  least frequent in pacemaker patients, more frequent 
in patients with an ICD and most frequent in biventricular 
resynchronization therapy patients (with CRT-P or CRT-D 
devices). Most studies point to such a relationship, except 
one with contrary conclusions, which – according to the 
authors’ opinion – may be due to the limited number of pa-
tients in the cohort with CRT systems.2 Higher frequency 
of CDI in patients with more complex systems may be the 
consequence of longer procedural times in those patients, 
which was confirmed in some of the available studies.3,4

The incidence of CDIs is  from 2-fold to 5-fold lower 
in the case of first-time procedures, as compared to sub-
sequent revisions of the implanted system. It is estimated 
that infections complicate 0.5–0.8% of first-time implanta-
tions and 1–4% of system revisions.5–7

Risk factors

Cardiac device infections constitute a serious medical 
problem, but they also influence the economic balance 
of healthcare systems. Therefore, numerous studies have 
been undertaken to determine the risk factors of that com-
plication. Among the most important factors mentioned 
is the number of previous cardiac electrotherapy proce-
dures performed in a single patient,2,5,8,9 the complexity 
of those procedures3,6,10,11 and the lack of perioperative 
antibiotic prophylaxis.4,5,8,11 Other important risk factors 
of infective complications (confirmed in at least 2 stud-
ies) comprise the following: male sex,8,12 younger age,8,10 
anticoagulation,2,12 chronic obstructive pulmonary dis-
ease,9,13 chronic kidney disease,2,12 and reoperation during 

the same hospitalization.3,7 Additional CDI risk factors, 
though less documented, include: procedure performed 
before the year 1985,8 fever during 24 h preceding the pro-
cedure,5 temporary cardiac pacing before the procedure,5 
concomitant chronic heart failure,12 chronic systemic 
glucocorticosteroid therapy,11 hemodialysis,3 prolonged 
duration of the procedure,3 and pocket hematoma.4

Sohail et al. determined the risk factors of early infec-
tion after ICD implantation.13 They showed that the risk 
of early ICD system infection is substantially increased 
by the presence of epicardial leads and perioperative ICD 
pocket complications – pocket hematoma, wound dehis-
cence and delayed wound healing.

The total mortality in the case of CDIs is estimated at 
0–35%. Those numbers come from 19 studies, compris-
ing at least 1,000 patients, with the follow-up period of up 
to 5.5 years.11,14–26 The reported mortality in the course 
of  CDIs increased along with the prolongation of  the 
follow-up period. It was 2–15% during the first 30 days 
after implantation procedure,14,21,24,27,28  4–29% during 
6 months,14,19,21,26 9–35% during the first year after implan-
tation,16,22–24,28 and 6–35% if at least 2 years of follow-up 
were taken into account.15,17,20,22,29 It is of note that the data 
cited above included heterogeneous cohorts of patients 
with various manifestations of CDIs. Higher mortality was 
reported in studies where authors qualified only patients 
with a systemic form of CDI – 24.5–29% during 1-year 
follow-up,14,21,24 as compared to studies reporting mortality 
in patients with only a local manifestation of the infection 
– 6% during 2-year follow-up.17 Also, in studies of patient 
cohorts with any form of CDI, the reported mortality dur-
ing 1-year follow-up was higher in systemic forms of CDI 
– 15.5–26%, as compared to local manifestations of CDI 
– 1.5–12.5%.20,29

Because of such an unfavorable course of CDI, many 
research teams have investigated risk factors of poor prog-
nosis in patients with ICEDs. Among those, renal insuffi-
ciency has been most frequently reported.20,26,30 Other risk 
factors of poor prognosis include the diagnosis of infective 
endocarditis (as well as peripheral thromboembolism or 
moderate/severe tricuspid regurgitation, indicating infec-
tive endocarditis)26,30 and patients’ older age.20,30 Moreover, 
patients treated conservatively had a higher mortality rate 
than those in whom the complete removal of the previously 
implanted system was performed.22,24,30

Classification

In recent years, several classifications have been pro-
posed to describe patients with CDIs. At present, it seems 
that the classification given by Sandoe et al. may be very 
useful in everyday clinical practice, and its use is advised 
also in Poland.1 The authors propose to distinguish 4 basic 
clinical manifestations of CDIs, such as uncomplicated in-
fection of the pulse generator, complicated infection of the 
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pulse generator, lead infection, and infective endocarditis 
in a patient with an ICED (Fig. 1).

In uncomplicated pulse generator infection, no signs or 
symptoms of a systemic infection may be found, and blood 
cultures are negative. Uncomplicated generator pocket 
infection (PI) may be diagnosed in the case of (Fig. 2):

– spreading cellulitis of the pocket;
– purulent exudate from the incision site;
– wound dehiscence or erosion through skin with the 

exposure of the generator or leads;
– pocket fistula or abscess formation.
Complicated pulse generator infection is diagnosed if the 

abovementioned PI signs are met, but with evidence of lead 
or endocardial involvement, systemic signs or symptoms 
of infection, or positive blood cultures.

Definite lead-related infective endocarditis (LRIE) is di-
agnosed in the case of:

– symptoms or signs of systemic infection, presence 

of vegetations attached to leads, as determined by echo-
cardiography, and presence of major Duke microbiological 
criteria, with no signs of pulse generator PI; or

– symptoms or signs of  systemic infection, and mi-
crobiological culture, histological or molecular evidence 
of infection of explanted lead, with no signs of pulse gen-
erator PI.

Possible LRIE may be diagnosed in the case of:
– symptoms or signs of systemic infection, presence 

of vegetations attached to leads, as determined by echo-
cardiography, when major Duke microbiological criteria 
are not met; or

– symptoms or signs of systemic infection, presence 
of major Duke microbiological criteria, with no echocar-
diographic evidence of vegetations attached to leads.

Implantable cardiac electronic device-associated infec-
tive endocarditis (ICED-IE) may be diagnosed, if Duke 
criteria for infective endocarditis are met and infection 

Fig. 1. Classification of implantable cardiac 
electronic device infections

PI – pocket infection; CPI – complicated pocket 
infection; ICED – implantable cardiac electronic 
device; ICED-IE – implantable cardiac electronic 
device-associated infective endocarditis; 
ICED-LI – implantable cardiac electronic device 
isolated lead infection.
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Fig. 2. Examples of clinical manifestations 
of pocket infection (from Authors’ archive)
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of the valve apparatus is confirmed with echocardiography 
(Fig. 1).

Apart from the above definitions, it is proposed to in-
clude the following as the major diagnostic criteria of ICED 
isolated lead infection (ICED-LI) and ICED-IE:

– infection of the pulse generator pocket;
– vegetations revealed with fluorine-18-fluorodeox-

yglucose positron emission tomography/computed to-
mography (18F-FDG-PET/CT) or radio-labeled leukocyte 
single-photon emission computed tomography combined 
with computed tomography (SPECT/CT), or vegetations 
in the pulmonary circulation demonstrated with angio- 
-computed tomography (CT);

– recurrent pneumonia in a patient with an ICED (as 
a manifestation of septic pulmonary embolism).

Etiology

The main etiological factor of CDIs are Gram-positive 
bacteria, which are responsible for 67.2–92.5% of the total 
number of infections, while Gram-negative bacteria account 
for less than 18% of infections. Among Gram-positive bac-
teria, coagulase negative staphylococci (10–68% of infec-
tions) and Staphylococcus aureus (24–59%)14,19,20,23,24,31–34  
are most often involved in CDIs. Bacteria that are less fre-
quently involved in CDIs are Gram-negative rods (1–17% 
of infections), enterococci (5–6%), streptococci (4–6%), 
propionibacteria and fungi (0.5–2%). Moreover, it is esti-
mated that in 2–24.5% of cases, the CDI is caused by several 
species.15–19,31,33 What is of importance is that in 12–49% 
of patients with clinical manifestations of CDI, blood cul-
tures are negative.7,14,15,19–21,24,26,31,33–35

Clinical manifestation

Signs and symptoms of CDI depend on the clinical type 
of infection. In the case of isolated PI, they include red-
ness, regional edema and tenderness of the pocket region. 
In more advanced types of  infection, purulent exudate 
may appear, as well as wound dehiscence, fistula formation 
or erosion of the subcutaneous tissue over the pocket.36 
Spreading infection may affect the leads of the implanted 
system. Literature data shows that PI coexists with ICED-IE 
and ICED-LI in 6–58% of cases, depending on the method-
ology applied and the classification of infections.7,15,26,37,38

The diagnosis of ICED-LI or ICED-IE in patients in whom 
no signs of PI are present poses a great challenge. Patients 
with ICED-IE or ICED-LI often present non-specific signs 
and symptoms of systemic infection, such as fever, shiv-
ering, nocturnal sweat, and weakness. Laboratory tests 
show elevated C-reactive protein (CRP) levels, which are 
observed in up to 96% of patients, but it is not useful to dif-
ferentiate PI, ICED-LI and ICED-IE.24,36,39,40 In 9% of pa-
tients with ICED-LI and ICED-IE, signs of septic shock may 

occur, and 5% of patients present with symptoms of vascu-
lar involvement or pulmonary embolism.41 Patients with 
ICED-LI and ICED-IE quite often report dyspnea and chest 
pain of pleural characteristics, with radiological features 
of pulmonary tissue involvement. Secondary infective foci, 
manifesting as vertebral body infection or intervertebral 
disc infection,40 are additional signs of possible ICED-IE 
or ICED-LI.

Diagnostics

Patients with suspected CDI may require numerous 
imaging procedures before the final diagnosis is estab-
lished. According to current guidelines, in every patient 
with suspected CDI, a chest X-ray is required to determine 
the pulse generator location, the number of leads and their 
location, the possible presence of a pulmonary inflamma-
tory process, and pleural effusion.

Echocardiography should be performed as soon as pos-
sible in every patient with suspected CDI (the optimal time 
range is within the first 24 h of the diagnostic work-up). 
It has been shown that early system removal (within the 
first 3 days from the diagnosis) is associated with a signifi-
cantly better prognosis.42 Echocardiography is also essen-
tial in patients with PI due to the frequent coexistence with 
ICED-LI or ICED-IE. The purpose of echocardiographic 
examination is to search for possible endocardial or lead-
associated vegetations, new valvular insufficiency or ab-
scess formation. In the case of suspected ICED-LI or ICED-
IE, transesophageal echocardiography (TEE) is indicated, 
as its sensitivity to reveal the abovementioned abnormali-
ties is much higher, compared to transthoracic echocar-
diography (TTE). Observational studies have shown that 
TTE enables the detection of lead involvement in 22–43% 
of cases and TEE in 90–96% of cases.21,39–41 However, one 
must remember that both methods are complementary. 
Transthoracic echocardiography enables a more precise 
evaluation of  the left ventricle, the size of right heart 
chambers and right ventricular pressure, whereas TEE 
enables a more precise assessment of  the intracardiac 
and extracardiac segments of implanted leads, left heart 
valvular involvement, and the number, size and mobility 
of vegetations. It  is advised to repeat the echocardiog-
raphy once the ICED has been removed to exclude the 
presence of remaining vegetations within the valvular 
apparatus.

It has been shown that FDG PET/CT may be a valuable 
imaging modality that is helpful in the diagnostic process 
of CDIs.43 However, because of lacking evidence, it is not 
recommended as a clinical routine, but only as a comple-
mentary test in the case of infections of an atypical clinical 
course.

Diagnostics of suspected CDI comprises an appropriate 
number of blood cultures, sampled in proper time periods. 
It is vital to collect blood samples before antibiotic therapy 
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is instituted. According to the British recommendations, 
the number of  blood samples depends on  the clinical 
status of a patient with suspected CDI.1 In a patient that 
is clinically stable, in whom subacute or chronic infection 
is suspected, it is recommended to collect 3 blood culture 
samples separated by at least 6-hour intervals. In a patient 
with CDI and severe sepsis or septical shock, to avoid any 
delay in empirical antibiotic therapy, it is recommended 
to collect 2 blood culture samples separated by 1-hour time 
interval before antibiotic therapy is started. Following the 
above recommendations allows obtaining positive blood 
cultures in 20–67% of patients with CDIs.4,10,31,44

Apart from blood cultures, it is recommended to per-
form a microbiological investigation of the removed lead 
or its fragments (optimally, both proximal and distal seg-
ments), vegetations collected from leads and pocket tissues, 
or purulent exudate from the pocket, if present.

Available data shows low accordance of blood culture 
results and cultures of removed lead fragments (35%). This 
should not be surprising, as blood cultures are collected 
before antibiotic therapy is started, and leads are removed 
and referred for a microbiological investigation after some 
period of antibiotic pharmacotherapy.31

Management

Management of any diagnosed infection (PI, ICED-LI or 
ICED-IE) comprises several common points. In each of the 
infection types, it is advised to remove totally, if possible, 
the infected system (i.e., the pulse generator and leads). 
The procedure should be performed as soon as possible 
and not later than 2 weeks from the diagnosis. Patients 
should receive antibiotics according to antibiograms ob-
tained from blood cultures. Still, even if an appropriate man-
agement strategy is applied, CDI recurs in up to 7% of pa-
tients.11,14–19 What is of note, infection recurrence is more 
likely if an ICED system is left in place. It is estimated that 
over a half of patients that has not undergone ICED system 
removal will develop the next CDI episode.10,17,45

Also, in the cases of pocket decubitus or the exposi-
tion of  leads to extracorporeal environment, as bacte-
rial contamination is inevitable, complete removal of the 

implanted system is recommended. If local and systemic 
signs and symptoms of  infection are excluded, which 
means a diagnosis of  the so-called “sterile decubitus”, 
prolonged antibiotic treatment is not required, and only 
perioperative prophylaxis is applied.1

Transvenous lead extraction and pulse generator remov-
al (Fig. 3) may be successfully performed in 98% of pa-
tients.46 The risk of failure of such a procedure increases 
along with the prolongation of lead dwelling time in the 
venous system. In one of the studies, the authors found 
a  linear correlation between the system dwelling time 
(from the initial implantation to the removal procedure) 
and the risk of the removal failure. In the case of leads 
implanted up to 3 years before, the risk of failure was 5%, 
and for the leads implanted from 9 to 12 years before, it was 
as high as 20%.38 Cardiac surgical removal of an ICED 
is recommended in patients with large vegetations (>2 cm 
in diameter) and in those requiring valve replacement or 
repair because of infective endocarditis.

Complete removal of  the implanted system may not 
always be possible. It may happen in the case of proce-
dural failure, when some parts of leads remain in the pa-
tient’s circulation, but also if a patient refuses the ICED 
removal17 or if a patient is disqualified from the procedure 
because of poor prognosis due to severe concomitant dis-
eases.5,7 That may be the case in 3–15% of patients with 
CDI.4,5,7,10,37,47 Management of such cases includes typical 
antibiotic therapy with leads left in situ, or alternatively the 
removal of the pulse generator in the case of confirmed PI. 
It has been shown that partial removal of an ICED system 
leads to infection cure in 13–71% of patients.10,16,17,37,47

If ICED extraction is planned, it is obligatory to reassess 
current indications for cardiac electrotherapy. It is esti-
mated that up to 30% of patients do not require repeat 
implantation of the removed ICED.47 In other cases, the re-
peat implantation procedure should be delayed (if possible) 
until general (fever) and local symptoms of infection have 
passed. Some authors suggest to maintain an arbitrary 
delay of 7–10 days from the system extraction to reimplan-
tation.7,37 The use of ipsilateral vascular access is discour-
aged. No part of the previously removed system is allowed 
to be reimplanted.

Fig. 3. The left panel pictures a pacing lead that 
was removed transvenously because of infection 
(ICED-LI); the right panel pictures vegetations 
removed during cardiac surgery (from Authors’ 
archive)

ICED-LI – implantable cardiac electronic device 
isolated lead infection.
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In exceptional situations, in the case of infection limited 
to the superficial tissue or skin incision only, after detailed 
exclusion of the infective involvement of the pocket, im-
planted leads and bacterial contamination of the above-
mentioned structures, it is acceptable to apply conservative 
treatment, which means 7–10 days of oral antibiotic treat-
ment (with an antistaphylococcal agent) with possible local 
surgical debridement. Nevertheless, in those exceptionally 
rare cases, the region of inflammatory involvement should 
be thoroughly inspected and monitored, and in the case 
of progression of the infection into deeper tissue layers,  
a typical treatment as for CDI should be instituted imme-
diately, with complete removal of the implanted system.48

Antimicrobial therapy

Appropriate antimicrobial therapy is an indispensable 
part of the management strategy in patients with CDIs. 
The type of antibiotics used and the duration of treatment 
depend on the extent of infection and the clinical state 
of a patient. In the case of uncomplicated PI, empirical 
antibiotic therapy is necessary until the results of collected 
cultures may be obtained. Successful empirical antibiotic 
therapy usually includes vancomycin, daptomycin or tei-
coplanin. Local antibiotic treatment is not recommended. 
In the case of complicated PI, a typical treatment as for 
ICED-LI or ICED-IE should be implemented.

Obviously, the diagnosis of ICED-LI or ICED-IE also 
requires the initiation of appropriate empirical antibiotic 
therapy. Until blood culture results are available, and if the 
patient deteriorates (e.g., in severe sepsis), it  is advised 
to use vancomycin with meropenem or daptomycin with 
meropenem. In patients with ICED-IE or ICED-LI with 
negative blood cultures, it is recommended to use vanco-
mycin with gentamycin or daptomycin with gentamycin.

Empirical antibiotic therapy should include broad-spec-
trum agents; however, the efficacy of such a strategy was 
lower when compared to antibiogram-guided therapy. For 
example, flucloxacillin is far more effective as a therapy 
of Staphylococcus aureus infections than vancomycin. No 
randomized clinical trials have been conducted to assess the 
efficacy of each therapy regimen in the case of ICED-IE or 
ICED-LI. Moreover, many publications lack detailed infor-
mation about the course of antibiotic treatment, such as the 
dosage, route of administration, duration of treatment, or 
the species of the pathogen responsible for infection.5,7,8,37,44

For the antimicrobial treatment of CDI, peripheral ve-
nous access is recommended. It is characterized by a lower 
risk of secondary infection and it does not result in the 
loss of a potential site for future reimplantation. Periph-
eral venous access is thus the best solution in the case 
of prolonged antibiotic administration, but it should be 
changed on a regular basis every 72 h.25 Oral route of anti-
biotic administration is not recommended in CDIs. It was 
shown that oral antibiotics for PI not only did not cure 

the infection, but also increased the risk of infection dis-
semination and mortality.27 Oral antibiotic therapy is al-
lowed only in the case of persistent cellulitis after system 
extraction and in patients with no chance for ICED sys-
tem extraction (subjects in the terminal phase of a chronic 
disease).

The duration of antibiotic treatment depends on several 
factors: type of CDI, management of the infected system, 
involvement of other cardiac structures, and extracardiac 
signs of infection. In the case of PI, experts’ opinions are 
consistent and the recommended duration of antibiotic 
therapy is 10–14 days.4,20,44

In the case of ICED-LI or ICED-IE, antibiotic therapy 
is administered for 6 weeks15,20,21,45; however, an average 
of 5.4 weeks35 and 2–4 weeks were also reported.47 In pa-
tients with ICED-LI or ICED-IE with no ICED system ex-
traction, the British recommendation is 6 weeks of antibiot-
ic therapy.1 It is generally recommended to stop the therapy 
after 6 weeks, with the following careful reassessment of the 
patient’s clinical status, and to repeat blood cultures in the 
case of any suspicion of infection recurrence. There are no 
strict recommendations regarding the management of in-
fection recurrences. It is advised to start with intravenous 
antibiotic therapy and subsequent long-lasting oral therapy.7

The duration of antibiotic treatment after the extraction 
of an infected ICED system is determined by several fac-
tors, such as the presence of extracardiac infective foci and 
the initial clinical response to treatment; it also depends 
on whether the valvular apparatus is involved. With good 
clinical response and no extracardiac foci, it seems suf-
ficient to continue antibiotic therapy for 4 weeks after the 
extraction procedure. If CDI occurred in a patient with a 
mechanical valve prosthesis, a longer 6-week period is rec-
ommended. It should be underlined that every change 
of the treatment scheme (e.g., in case of inefficacy of the 
previous plan) should reset the time counter again for the 
complete period, as described above.

Prevention

Performing ICED system implantation or revision 
only by experienced electrophysiologists in appropriately 
equipped centers is very important in terms of CDIs pre-
vention. Temporary transvenous cardiac pacing before 
ICED implantation is a risk factor of CDI. It is associated 
with 2–18% risk of sepsis49 and a 2.5-fold increase of the 
risk of future CDI.5

Elective implantation procedures should be postponed 
until the complete regression of general symptoms (mainly 
fever) of any infection. It would be interesting to investi-
gate the prognostic value of CRP concentration and white 
blood cells count before the implantation procedure for 
the prediction of future CDI.

Based on a meta-analysis of results from randomized 
clinical trials, it has been established that prophylactic an-
tibiotic administration before the implantation procedure 
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is an effective method of prevention of CDI.50,51 Cefazolin 
has best evidence as an effective antibiotic, preventing 
CDI.4 Flucloxacillin compared to placebo did not show any 
clinical benefit.52 It is recommended to administer the an-
tibiotic before the implantation procedure, 1 h before skin 
incision.50 This antibiotic scheme allows one to achieve 
tissue and plasma antibiotic concentration above minimal 
inhibitory concentration (MIC) for potential pathogens. 
It is not recommended to repeat the antibiotic after the 
procedure.50,53

A crucial part of CDI prevention is appropriate skin prepa-
ration in the region of the planned skin incision. Hair should 
be regionally removed with the use of electric clippers with 
a single-use head, because the use of razors is associated 
with a higher risk for infection of the tissue operated on. 
Hair should be removed on the day of the planned proce-
dure. Recommended antiseptic agents include alcoholic 2% 
chlorhexidine solution or povidone iodine in alcohol, but 
notably the use of alcoholic 2% chlorhexidine is associated 
with higher antiseptic efficacy as compared to povidone 
iodine in alcohol.54,55 Therefore, British recommendations 
postulate the use of alcoholic 2% chlorhexidine solution as 
the agent of choice for antiseptic preoperative skin prepa-
ration, and obeying the crucial rule to leave it on the skin 
until it dries, which usually takes approx. 30 s.1

Summary

CDIs still constitute a  serious clinical problem. It  is 
of particular difficulty to establish the final diagnosis 
in patients with a deceitful and chronic course of the dis-
ease. New imaging techniques, such as 18F-FDG-PET/CT 
or radio-labeled leukocyte SPECT/CT, show high sensitiv-
ity for CDI detection. Future studies are needed to assess 
whether laboratory tests (CRP, procalcitonin, leukocy-
tosis) are useful in predicting CDI occurrence. With in-
creasing resistance of pathogens to antibiotics, further 
studies are required to compare the efficacy of various 
therapeutic algorithms, as well as the search for new an-
timicrobial drugs.

References
1. Sandoe JA, Barlow G, Chambers JB, et al. Guidelines for the diagno-

sis, prevention and management of implantable cardiac electronic 
device infection. Report of a joint Working Party project on behalf 
of the British Society for Antimicrobial Chemotherapy (BSAC, host 
organization), British Heart Rhythm Society (BHRS), British Cardio-
vascular Society (BCS), British Heart Valve Society (BHVS) and British 
Society for Echocardiography (BSE). J Antimicrob Chemother. 2015;70: 
325–359.

2. Lekkerkerker JC, van Nieuwkoop C, Trines SA, et al. Heart rhythm 
disorders and pacemakers: Risk factors and time delay associated 
with cardiac device infections: Leiden device registry. Heart. 2009;95: 
715–720.

3. Romeyer-Bouchard C, Da Costa A, Dauphinot V, et al. Prevalence and 
risk factors related to infections of cardiac resynchronization thera-
py devices. Eur Heart J. 2010;31:203–210.

4. de Oliveira JC, Martinelli M, Nishioka SA, et al. Efficacy of antibiotic 
prophylaxis before the implantation of pacemakers and cardiovert-
er-defibrillators: Results of a large, prospective, randomized, double-
blinded, placebo-controlled trial. Circ Arrhythm Electrophysiol. 2009; 
2:29–34.

5. Klug D, Balde M, Pavin D, et al. Risk factors related to  infections 
of  implanted pacemakers and cardioverter-defibrillators: Results 
of a large prospective study. Circulation. 2007;116:1349–1355.

6. Nery PB, Fernandes R, Nair GM, et al. Device-related infection among 
patients with pacemakers and implantable defibrillators: Incidence, risk 
factors, and consequences. J Cardiovasc Electrophysiol. 2010;21: 786–790.

7. Catanchin A, Murdock CJ, Athan E. Pacemaker infections: A 10-year 
experience. Heart Lung Circ. 2007;16:434–439.

8. Johansen JB, Jorgensen OD, Moller M, et al. Infection after pace-
maker implantation: Infection rates and risk factors associated with 
infection in a population-based cohort study of 46,299 consecutive 
patients. Eur Heart J. 2011;32:991–998.

9. Landolina M, Gasparini M, Lunati M, et al. Long-term complications 
related to biventricular defibrillator implantation: Rate of surgical 
revisions and impact on survival: Insights from the Italian Clinical 
Service Database. Circulation. 2011;123:2526–2535.

10. Margey R, McCann H, Blake G, et al. Contemporary management 
of and outcomes from cardiac device related infections. Europace. 
2010;12:64–70.

11. Sohail MR, Uslan DZ, Khan AH, et al. Risk factor analysis of perma-
nent pacemaker infection. Clin Infect Dis. 2007;45:166–173.

12. Bloom H, Heeke B, Leon A, et al. Renal insufficiency and the risk 
of infection from pacemaker or defibrillator surgery. Pacing Clin Elec-
trophysiol 2006;29:142–145.

13. Sohail MR, Hussain S, Le KY, et al. Risk factors associated with early- 
versus late-onset implantable cardioverter-defibrillator infections. 
J Interv Card Electrophysiol. 2011;31:171–183.

14. Grammes JA, Schulze CM, Al-Bataineh M, et al. Percutaneous pace-
maker and implantable cardioverter-defibrillator lead extraction 
in 100 patients with intracardiac vegetations defined by transesoph-
ageal echocardiogram. J Am Coll Cardiol. 2010;55:886–894.

15. Knigina L, Kühn C, Kutschka I, et al. Treatment of patients with recur-
rent or persistent infection of cardiac implantable electronic devic-
es. Europace. 2010;12:1275–1281.

16. Chua JD, Wilkoff BL, Lee I, et al. Diagnosis and management of infec-
tions involving implantable electrophysiologic cardiac devices. Ann 
Intern Med. 2000;133:604–608.

17. Klug D, Wallet F, Lacroix D, et al. Local symptoms at the site of pace-
maker implantation indicate latent systemic infection. Heart. 2004;90: 
882–886.

18. Tascini C, Bongiorni MG, Gemignani G, et al. Management of cardiac 
device infections: A retrospective survey of a non-surgical approach 
combining antibiotic therapy with transvenous removal. J Chemother.  
2006;18:157–163.

19. Viola GM, Awan LL, Darouiche RO. Nonstaphylococcal infections 
of cardiac implantable electronic devices. Circulation. 2010;121: 
2085–2091.

20. Deharo JC, Quatre A, Mancini J, et al. Long-term outcomes follow-
ing infection of cardiac implantable electronic devices: A prospec-
tive matched cohort study. Heart 2012;98:724–731.

21. Greenspon AJ, Prutkin JM, Sohail MR, et al. Timing of the most recent 
device procedure influences the clinical outcome of lead-associat-
ed endocarditis results of the MEDIC (Multicenter Electrophysiologic  
Device Infection Cohort). J Am Coll Cardiol. 2012;59:681–687.

22. Le KY, Sohail MR, Friedman PA, et al. Impact of timing of device 
removal on mortality in patients with cardiovascular implantable 
electronic device infections. Heart Rhythm. 2011;8:1678–1685.

23. Tarakji KG, Chan EJ, Cantillon DJ, et al. Cardiac implantable electronic 
device infections: Presentation, management, and patient outcomes. 
Heart Rhythm. 2010;7:1043–1047.

24. Athan E, Chu VH, Tattevin P, et al. Clinical characteristics and out-
come of infective endocarditis involving implantable cardiac devices.  
JAMA. 2012;307:1727–1735.

25. Voigt A, Shalaby A, Saba S. Continued rise in rates of cardiovascular 
implantable electronic device infections in the United States: Tem-
poral trends and causative insights. Pacing Clin Electrophysiol. 2010; 
33:414–419.



G. Sławiński, et al. Infections of cardiac implantable devices270

26. Baman TS, Gupta SK, Valle JA, et al. Risk factors for mortality in patients 
with cardiac device-related infection. Circ Arrhythm Electrophysiol. 
2009;2:129–134.

27. Corman LC, Levison ME. Sustained bacteremia and transvenous car-
diac pacemakers. JAMA. 1975;233:264–266.

28. Sohail MR, Henrikson CA, Braid-Forbes MJ, et al. Mortality and cost 
associated with cardiovascular implantable electronic device infec-
tions. Arch Intern Med. 2011;171:1821–1828.

29. Kempa M, Budrejko S, Piepiorka-Broniecka M, et al. One-year follow- 
-up of patients undergoing transvenous extraction of pacemaker 
and defibrillator leads. PLoS One. 2015;10(12):e0144915.

30. Habib A, Le KY, Baddour LM, et al. Predictors of mortality in patients 
with cardiovascular implantable electronic device infections. Am 
J Cardiol. 2013;111:874–879.

31. Bongiorni MG, Tascini C, Tagliaferri E, et al. Microbiology of cardiac 
implantable electronic device infections. Europace. 2012;14:1334–1339.

32. Kratz JM, Toole JM. Pacemaker and internal cardioverter defibrillator 
lead extraction: A safe and effective surgical approach. Ann Thorac 
Surg. 2010;90:1411–1417.

33. Jan E, Camou F, Texier-Maugein J, et al. Microbiologic characteris-
tics and in vitro susceptibility to antimicrobials in a large population 
of patients with cardiovascular implantable electronic device infec-
tion. J Cardiovasc Electrophysiol. 2012;23:375–381.

34. Rodriguez DJ, Afzal A, Evonich R, et al. The prevalence of methicil-
lin resistant organisms among pacemaker and defibrillator implant 
recipients. Am J Cardiovasc Dis. 2012;2:116–122.

35. Le Dolley Y, Thuny F, Mancini J, et al. Diagnosis of cardiac device- 
-related infective endocarditis after device removal. JACC Cardiovasc 
Imaging. 2010;3:673–681.

36. Sohail MR, Uslan DZ, Khan AH, et al. Infective endocarditis compli-
cating permanent pacemaker and implantable cardioverter-defibril-
lator infection. Mayo Clin Proc. 2008;83:46–53.

37. Ipek EG, Guray U, Demirkan B, et al. Infections of implantable cardi-
ac rhythm devices: Predisposing factors and outcome. Acta Cardiol. 
2012;67:303–310.

38. Rusanov A, Spotnitz HM. A 15-year experience with permanent pace-
maker and defibrillator lead and patch extractions. Ann Thorac Surg. 
2010;89:44–50.

39. Massoure PL, Reuter S, Lafitte S, et al. Pacemaker endocarditis: Clin-
ical features and management of 60 consecutive cases. Pacing Clin 
Electrophysiol. 2007;30:12–19.

40. Klug D, Lacroix D, Savoye C, et al. Systemic infection related to endo-
carditis on pacemaker leads: Clinical presentation and management. 
Circulation. 1997;95:2098–2107.

41. Cacoub P, Leprince P, Nataf P, et al. Pacemaker infective endocarditis.  
Am J Cardiol. 1998;82:480–484.

42. Viganego F, O’Donoghue S, Eldadah Z, et al. Effect of early diag-
nosis and treatment with percutaneous lead extraction on surviv-
al in patients with cardiac device infections. Am J Cardiol. 2012;109: 
1466–1471.

43. Bensimhon L, Lavergne T, Hugonnet F, et al. Whole body [(18)F]fluo-
rodeoxyglucose positron emission tomography imaging for the diag-
nosis of pacemaker or implantable cardioverter defibrillator infec-
tion: A preliminary prospective study. Clin Microbiol Infect. 2011;17: 
836–844.

44. Lakkireddy D, Valasareddi S, Ryschon K, et al. The impact of povi-
done-iodine pocket irrigation use on pacemaker and defibrillator 
infections. Pacing Clin Electrophysiol. 2005;28:789–794.

45. del Rio A, Anguera I, Miro JM, et al. Surgical treatment of pacemak-
er and defibrillator lead endocarditis: The impact of electrode lead 
extraction on outcome. Chest. 2003;124:1451–1459.

46. Seifert H, Wisplinghoff H, Schnabel P, et al. Small colony variants 
of Staphylococcus aureus and pacemaker-related infection. Emerg 
Infect Dis. 2003;9:1316–1318.

47. Sohail MR, Uslan DZ, Khan AH, et al. Management and outcome of 
permanent pacemaker and implantable cardioverter-defibrillator 
infections. J Am Coll Cardiol. 2007;49:1851–1859.

48. Baddour LM, Epstein AE, Erickson CC, et al. Update on cardiovascu-
lar implantable electronic device infections and their management: 
A scientific statement from the American Heart Association. Circula-
tion. 2010;121:458–477.

49. McCann P. A review of temporary cardiac pacing wires. Indian Pac-
ing Electrophysiol J. 2007;7:40–49.

50. Darouiche R, Mosier M, Voigt J. Antibiotics and antiseptics to pre-
vent infection in cardiac rhythm management device implantation 
surgery. Pacing Clin Electrophysiol. 2012;35:1348–1360.

51. Da Costa A, Kirkorian G, Cucherat M, et al. Antibiotic prophylaxis for 
permanent pacemaker implantation: A meta-analysis. Circulation. 
1998;97:1796–1801.

52. Bluhm G, Nordlander R, Ransjo U. Antibiotic prophylaxis in pacemak-
er surgery: A prospective double blind trial with systemic adminis-
tration of antibiotic versus placebo at implantation of cardiac pace-
makers. Pacing Clin Electrophysiol. 1986;9:720–726.

53. Bratzler DW, Dellinger EP, Olsen KM, et al. Clinical practice guidelines 
for antimicrobial prophylaxis in surgery. Am J Health Syst Pharm. 2013; 
70:195–283.

54. Lee I, Agarwal RK, Lee BY, et al. Systematic review and cost analysis 
comparing use of chlorhexidine with use of iodine for preoperative 
skin antisepsis to prevent surgical site infection. Infect Control Hosp 
Epidemiol. 2010;31:1219–1229.

55. Darouiche RO, Wall MJ, Itani KMF, et al. Chlorhexidine–alcohol versus 
povidone–iodine for surgical-site antisepsis. N Engl J Med. 2010;362: 
18–26.



Cite as
Walasek A. The new perspectives of targeted therapy in acute 
myeloid leukemia. Adv Clin Exp Med. 2019;28(2):271–276. 
doi:10.17219/acem/81610

DOI
10.17219/acem/81610

Copyright
© 2019 by Wroclaw Medical University 
This is an article distributed under the terms of the 
Creative Commons Attribution Non-Commercial License
(http://creativecommons.org/licenses/by-nc-nd/4.0/)

Address for correspondence
Angela Walasek
E-mail: angela.walasek@gmail.com

Funding sources
None declared

Conflict of interest
None declared

Received on November 27, 2017
Reviewed on December 12, 2017
Accepted on December 28, 2017

Published online on August 24, 2018

Abstract
Acute myeloid leukemia (AML) is a heterogeneous disease and the results of previous treatment with cy-
totoxic drugs have not been satisfactory. This situation has prompted investigations into novel approaches. 
The breakthrough in therapy brought by all-trans retinoic acid (ATRA) in acute promyelocytic leukemia 
(APL) and tyrosine kinase inhibitors in neoplasms with the Philadelphia chromosome has encouraged the 
search for other effective targeted therapies. Among the tested substances are higher molecular mass drugs 
such as antibodies and various small molecules: kinase inhibitors, cell pathway inhibitors and epigenetic 
modulators. So far, the U.S. Food and Drug Administration (FDA) has approved the antibody-drug conjugate 
gemtuzumab ozogamycin (GO), the tyrosine kinase inhibitor midostaurin and the IDH2 inhibitor enasidenib. 
These studies have led to a better understanding of the mechanisms of leukemogenesis and may soon al-
low for differentiating treatments depending on baseline mutational complements. Some innovative drugs 
described in this article have strong therapeutic potential, but there is still a long way to go before actual 
success in targeted treatment.
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Acute myeloid leukemia (AML) occurs in 3–4 people 
out of 100,000 with a median age of 67 years. The 5-year 
survival rate is 20%.1 The course of the disease depends 
on many factors, including cytogenetics, molecular genet-
ics, comorbidity score, and the patient’s age. Long-term 
survival rates for patients <65 years of age and >65 years 
of age are 40% and 5%, respectively.2 Complete remission 
(CR) is achieved in 66% of elderly patients; in this group, 
the disease reoccurs in 16% of cases.3 Allogenic stem cell 
transplantation provides a chance for recovery from AML 
and longer overall survival (OS). The unsatisfactory results 
of previous AML treatment have encouraged the study 
of  intracellular mechanisms that prolong the survival 
of leukemic cells and their resistance to apoptotic stimuli. 
These genetic changes have inspired the search for an ef-
fective targeted therapy. The first drug of this kind was 
all-trans retinoid acid (ATRA) in acute promyelocytic leu-
kemia (APL), directed against the fusion of the genes PML 
and RARA caused by t(15;17). The use of ATRA, especially 
with arsenic trioxide (ATO), has spectacularly improved 
OS and disease-free survival (DFS).4,5 Another turning 
point was the discovery of BCR-ABL kinase inhibitors. 
BCR-ABL kinase is formed by t(9;22), which is the most 
common mutation for chronic myeloid leukemia (CML), 
but which also occurs in acute myeloid leukemia (ALL) and 
in AML. Philadelphia chromosome-positive acute myeloid 
leukemia (AML Ph+) comprises 0.5–3% of AML cases.

The experiments conducted on leukemic cell lines, ani-
mal models and in clinical trials have led to the discov-
ery of substances that can be classified according to their 
structure as having high or low molecular mass.6 The data 
is presented in Table 1.

High molecular mass drugs

Gemtuzumab ozogamicin (GO, Mylotarg) is an immu-
noconjugate compound created by the CD33 antibody, 
which is present on the surface of the myeloblasts in over 
90% of AML cases and is toxic to DNA calicheamicin.7 
An epitope for GO, CD33 antigen, occurs in many ex-
pression and functional variants, and only some of these 
epitopes are sensitive to the cytotoxicity caused by GO.8 
Despite GO withdrawal caused by toxicity in early clinical 
trials, subsequent trials have renewed the interest in this 
drug. In a meta-analysis of prospective phase III trials, 
it was proven that the use of GO in  inductive therapy 
in variable age groups prolongs relapse-free survival (RFS) 
with tolerable adverse effects. Overall survival elongation 
thanks to GO was proven in most clinical trials in age-
differentiated groups, but the benefit for patients with ad-
verse cytogenetics is controversial. Promising effects were 
observed among fit patients >50 years old and >60 years 
old not qualified for allogenic stem cell transplantation 
(alloSCT). The results of these trials suggest the advantage 
of using GO in bridge therapy before alloSCT with other 

cytostatics.9,10 Promising results were achieved with GO 
applied in AML relapse after stem cell transplantation 
(SCT) therapy. On September 1, 2017, the U.S. Food and 
Drug Agency (FDA) approved GO for treatment in adults 
with newly diagnosed CD33+ AML.

BI 836858, lintuzumab (SGN-33; HuM195) and vadas-
tuximab talirine are new anti-CD33 antibodies. Lintuzum-
ab used with standard chemotherapy resulted in OS pro-
longation in a group of previously untreated patients who 
were unfit for intensive chemotherapy, aged 60–87 years, 
with an intermediate or adverse prognosis.11,12 The use 
of vadastuximab talirine is undergoing a phase III trial 
in a group of elderly patients.

AMG 330 (bispecific T-cell engager antibody [BiTE]) 
is a new antibody directed against both CD33 and CD3, 
which are present on the surface of T lymphocytes. Bi-
specific T-cell engager antibody was created to engage 
the cytotoxic response of T cells against leukemic cells 

Table 1. Targeted drugs in AML treatment

Target Drug Group

CD33

gemtuzumab 
ozogamycin, 
lintuzumab, 

vadastuximab talirine

high molecular mass 
drugs

CD33, CD3 AMG 330

FLT3

1st-generation: 
sorafenib, midostaurin, 
lestaurtinib, sunitinib, 
tandutinib, pacritinib; 

2nd-generation: 
quizartinib, 

crenolamid, ponatinib, 
PLX3397, gliteritinib, 

JH-IX-179

tyrosine 
kinase 

inhibitors

low 
molecular 

mass 
drugs

PLK1 volasertib

CDK flavopiridol

AURK alisertib, barasertib

PIM AZD1208, SGI-1776

IDH cenasidenib

cell pathway 
inhibitors

GLI GANT61

BCL-2 navitoclax, venetoclax

NAE pevonedistat

topoisomerase II vosaroxin

BET OTX015, ARV-825

LSD1 ORY-1001, GSK2879552

epigenetic 
modulators

HDAC pabinostat, vorinostat

DOTL1L pinometostat

PD1/PDL1 nivolumab

MDM2 RG7112, idasanutlin

FLT3 – FMS-like tyrosine kinase-3; PLK1 – polo-like kinase 1; CDK – cyclin-
dependent kinases; AURK – aurora kinase; PIM – proviral insertion 
in +murine; IDH – isocitrate dehydrogenase; GLI – glioma; BCL-2 – B-cell 
lymphoma 2; NAE – NEDD8 activating enzyme; BET – bromodomain 
and extraterminal; LSD1 – lysine-specific demethylase; HDAC – histone 
deacetylase; PD1/PDL1 – programmed death-1/programmed death-1 
ligand.
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in order to avert their immunological escape.13 It showed 
the best results among previously untreated AML patients 
with standard prognosis. In addition, tetravalent bispecific 
anti-CD33/CD3, bispecific anti-CD3 and C-type lectin-like 
molecule-1 (CCL-1), which can be found on most leukemic 
cells, are being investigated in animals.14

Ulocuplumab (BMS-936564/MDX-1338) is a monoclo-
nal antibody which inhibits the binding of the CXC che-
mokine receptor 4 (CXCR4) to stimulate migration from 
the bone marrow to peripheral blood stromal cell-derived 
chemokine CXC motif ligand 12 (CXCL12). CXCR4 is over-
expressed on AML blasts, among others. CXCR4 inhibition 
restricts AML cell growth and induces their apoptosis. 
In the first clinical trial on patients with relapsed/refrac-
tory AML, ulocuplumab in combination with mitoxan-
trone, etoposide and cytarabine led to CR with incomplete 
marrow recovery (CRi) in 51% of the group of 73 patients.15 
In December 2015, the FDA decided to use ulocuplumab 
as an orphan drug.

Low molecular mass drugs

The FMS-like tyrosine kinase-3 (FLT3) gene mutations 
FLT3-ITD and FLT3-TDK occur in 30% and 7% of AML 
cases, respectively. The FLT3 kinase inhibitors may be 
divided into 1st- and 2nd-generation drugs. The first group 
(1st-generation) are polykinase inhibitors, while the newer 
drugs are more selective molecules, which makes them 
safer and more effective.16 The mutated FLT3 gene has 
variable sensitivity to different drugs.17

Sorafenib is a multikinase inhibitor. It inhibits C-RAF, 
FLT3, VEGFR2, VEGFR3, and PDGFR family kinases. 
The action of sorafenib is amplified by the activation of  
p-AMPK by metformin, which potentiates the proapop-
totic and antiproliferative effect. Glycolysis inhibition also 
plays a synergistic role, which has been proven in an ani-
mal model.18 According to the National Comprehensive 
Cancer Network (NCCN) guidelines, sorafenib is used 
in the treatment of refractory/recurrent AML, in mono-
therapy or with other drugs. Despite a higher response 
rate in FLT3+ patients than in FLT3- patients, sorafenib 
does not influence OS. In addition, it is not effective in el-
derly patients. When added to standard chemotherapy 
in  patients younger than 60  years, sorafenib prolongs 
DFS.19 Moreover, sorafenib is effective before and after 
SCT it prolongs DFS and OS, maintains remission in sus-
tained therapy after SCT in 100% of patients, and has 
a hematological response >90% in AML recurrence af-
ter SCT.20–22 Promising effects have been reported from 
combining sorafenib with hypomethylating agents, ATRA 
or homoharringtonin, especially in refractory AML.23–25 
The greatest antiproliferative and proapoptotic accuracy 
in preclinical trials on human leukemic cell lines was dem-
onstrated with a composite of 3 kinase inhibitors: FLT3 
(sunitinib), PI3K (PF-04691502) and GLI1/2 (GANT61).26 

The use of sunitinib with standard inductive and life-sus-
taining therapy showed no benefits because of toxicity. 
The combination of FLT3 and AKT inhibitors is associated 
with the induction of resistance due to the protective effect 
of stroma on leukemia cells.

Lestaurtinib is a multikinase inhibitor whose targets 
include JAK-2. Added to a standard first-line FLT3+ AML 
therapy, it does not provide any benefits.27

Midostaurin used in monotherapy or in combination 
with different cytostatics in intensive chemotherapy has 
prolonged OS with tolerable toxicity in FLT3+ AML pa-
tients: studies include the addition of midostaurin in in-
ductive or consolidative therapy, in sustaining therapy, 
in AML relapse, and in bridge therapy before SCT.28–31 
The greatest benefits were observed in a group of patients 
who did not qualify for SCT previously untreated with 
FLT3 inhibitors. A promising effect was achieved in pre-
clinical trials by a combination of ATRA and midostaurin 
due to the synergic effect against leukemic cells. Midostau-
rin combined with other drugs was registered by the FDA 
in the treatment of refractory/relapsed AML with the FLT3 
mutation.32

Crenolamid represents a  new, selective FLT3 kinase 
inhibitor group. It  is currently in phase II trials. There 
is a possible synergy in using it with sorafenib against leu-
kemic cells.

Quizartinib (AC220) has a high affinity for wild-type 
and mutated FLT3 kinase and has successfully completed 
phase I trials on a pediatric FLT3+ AML population.33 
Its activity was demonstrated in refractory/relapse AML. 
AKN 028, a dose-dependent FLT3 kinase inhibitor that 
stops the cell cycle, is still being investigated. Gliteritinib 
is  a  selective FLT3/ASXL1 inhibitor. Used in  a  group 
of 80 patients with refractory/relapse FLT3+ AML, it re-
sulted in a 55% response rate and it doubled OS. Gliteritinib 
is currently under investigation in supportive care and 
rescue therapy. Kinase inhibitors may generate second-
ary mutations.34 In trials on human leukemic cells, FLT3 
mutations resistant to AC220 and sorafenib succumbed 
to a new kinase inhibitor, TT-3002. New molecules are 
being investigated, for example, AMG 925.

Volasertib (BI6727) is a polo-like kinase (PLK) inhibitor. 
Polo-like kinases play a key role in mitosis. There is higher 
PLK expression in AML, Hodgkin lymphoma (HL), non-
small-cell lung cancer (NSCLC), and breast cancer, and its 
concentration correlates with mortality.35 In preclinical 
trials on leukemic cells acquired from patients, volasertib 
proved effective in monotherapy and with antimetabo-
lites, hypomethylating agents and quizartinib. Associated 
with small doses of cytarabine, it increased CR and DFS 
in a previously untreated group of patients who, in the in-
vestigators’ opinion, were unfit for intensive chemotherapy. 
In 2016, volasertib was called a breakthrough drug in the 
treatment of AML by the FDA.36

Flavopiridol (alvocidib) is  a  cyclin-dependent kinase 
(CDK), which induces cell cycle arrest and apoptosis 
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in leukemic cells. The latest studies show no benefits over 
standard chemotherapy in previously untreated AML pa-
tients with an intermediate or adverse prognosis.

Alisertib (MLN8237) is an orally taken aurora kinase A 
(AurKA) inhibitor. Its synergy with cytarabine has been 
proven in preclinical tests. In phase II studies on a group 
of refractory/relapsed AML patients who did not qualify 
for standard chemotherapy, the disease was stabilized 
in nearly half of the patients.

Barasertib is  an  aurora kinase B  (AurKB) inhibitor. 
It is more effective in prolonging OS in patients >60 years 
of age, but is more toxic in comparison with cytarabine. 
AZD1208 is an inhibitor of all proviral insertion in +mu-
rine (PIM) kinases, which in correlation with PIM1 ex-
pression inhibits the growth of 5 of the 14 AML cell lines, 
including FLT3-ITD+. The PIM kinase inhibitors show 
synergy with mTOR and AKT inhibitors in suppressing 
leukemic cells and in sensitizing AML cells to topoisom-
erase II inhibitors.37 SGI-1776 acts similarly; it has also 
been tested in NCL2 inhibition.

Cell pathway inhibitors

Isocitrate dehydrogenase (IDH) takes part in lipid metabo-
lism and the Krebs cycle, and it catalyzes the transformation 
of isocitrate to α-ketoglutarate. The IDH1 and IDH2 gene 
mutations occur in 11% and 12% of AML cases, respectively. 
Enasidenib (AG-221/CC-90007) is the first selective IDH2 
inhibitor to induce the differentiation of leukemic cells.38–40 
Enasidenib is taken orally and is active in monotherapy. 
It has been well-tolerated in phase II studies on patients 
with refractory/relapsed AML and has achieved an overall 
response rate (ORR) of 40% with a median response dura-
tion of 6 months.41 On August 1, 2017, enasidenib was ap-
proved by the FDA for the treatment of adult patients with 
relapsed/refractory AML with the IDH2 mutation.

The expression of the glioma (GLI) family transcription 
factors, which are the last part of the Hedgehog prolifera-
tive signal pathway, is a negative prognostic factor in AML. 
This finding has inspired the search for GLI inhibitors.42 
The small-molecule inhibitor GANT61 is currently being 
studied.43

Navitoclax (ABT-263) is a BCL-2, BCL-XL and BCL-W 
protein family inhibitor. Its antitumor activity is restricted 
by adverse effects. Venetoclax (ABT-199) is a small-mole-
cule antiapoptotic BCL-2 protein inhibitor which is regis-
tered by the FDA for treating chronic lymphocytic leuke-
mia (CLL) and AML.44 In a high-risk recurrent/refractory 
AML patient group, a 38% response rate was achieved, 
half of these being complete responses according to the 
International Working Group (IWG) criteria.45

There have been studies on molecules influencing the 
suppressor protein p53 pathway, for instance, the HDM2 
inhibitor CGM097, which neutralizes the p53-inhibiting 
effect of HDM2 on AML cells.

Tosedostat is an aminopeptidase inhibitor that blocks 
the destruction and rebuilding of intercellular proteins. 
It  is  undergoing phase II trials. It  was demonstrated 
on a group of patients >60 years of age with relapsed/refrac-
tory AML that tosedostat is active in monotherapy, dose-
independently. In the same group with a negative progno-
sis, tosedostat combined with cytarabine and azacitidine 
achieved a 30% ORR. Used on elderly patients in inductive 
therapy with cytarabine or decitabine, it resulted in a CR 
or CRi of more than 50%.46

Pevonedistat (MLN4924) is  an  NEDD8-activating 
enzyme (NAE) inhibitor that controls the destruction 
of many proteins taking part in the cell cycle, signal trans-
duction, the destruction of DNA, or the stress response, for 
example, p53, p27, cyclin E, c-MYC, phospho-IκBα, CDT-1, 
NRF-2, and HIF-1α. In preclinical tests, pevonedistat was 
effective in monotherapy in amplifying cytarabine action, 
but there was only a 20% response rate.

Vosaroxin is a topoisomerase II inhibitor which is essen-
tial for cell survival. Vosaroxin induces DNA destruction 
and is most effective among elderly patients diagnosed 
with AML or myelodysplastic syndrome (MDS). Phase III 
trials showed that vosaroxin prolongs survival by about 
6 weeks.47

OTX015 is a BRD2/3/4 inhibitor indispensable for leuke-
mic clone survival of c-MYC. OTX015 used in conjunction 
with pabinostat and azacitidine showed synergic activity 
towards KASUMI AML cell lines. ARV-825 was more ef-
fective against AML post-myeloproliferative cell lines than 
OTX015. Both drugs are in phase I trials.48

Epigenetic modulators

Lysine-specific demethylase 1 (LSD1) is a histone de-
methylase.49 Its expression has been demonstrated in many 
neoplasms and it plays a role in the self-renewal of AML 
stem cells. LSD1 inhibition leads to the inhibition of tu-
mor growth and metastasis. ORY-1001 and GSK2879552 
are tranylcypromine-derivative LSD1 inhibitors, both 
in phase I trials.50,51

Panobinostat (LBH589) induces AML cell apoptosis 
in vitro by  inhibiting the expression of repair proteins 
(e.g., BRCA1, CHK1 and RAD51), increasing the efficien-
cy of cytarabine and daunorubicin, and it  is promising 
in t(8;21) AML due to the pathological AML1/ETO protein 
that recruits histone deacetylases.52

Vorinostat (suberoylanilidehydroxamic acid [SAHA])
promotes cell cycle inhibition and arrested growth, and 
induces differentiation and AML cell apoptosis. In phase 
II trials with cytarabine on AML/MDS patients with severe 
concomitant diseases, there was a median OS >7 months 
with acceptable toxicity.53

Histone deacetylase inhibitors, such as pracinostat and 
entinostat, are under investigation in AML patients.54,55

Rearranged mixed lineage leukemia (rMLL) is associated 
with an aggressive disease course and a poor response 
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to multidrug chemotherapy, which is caused by a higher 
expression of HOXA9 and MEIS1.56 Pinometostat (EPZ-
5676) is a histone methyltransferase DOT1L enzyme in-
hibitor. DOT1L is  the rMLL target gene. Pinometostat 
is undergoing phase I trials.57

The programmed death-1 (PD-1) receptor occurs on acti-
vated T cells and after binding with its programmed death 
1 or 2 ligand (PDL-1, PDL-2), it suppresses T cell cytotoxic 
activity. This immunological escape has been presented 
in many cell lines, including AML. High PDL-1 expression 
correlates with an unfavorable course. Nivolumab is a PDL-
1 inhibitor which has been approved by the FDA for treat-
ing non-small-cell lung cancer, melanoma and renal can-
cer. Nivolumab with azacitidine is now in phase II studies 
in relapsed AML patients. A remission rate of 18% was 
achieved in elderly patients with tolerable side effects.58

The suppressor gene p53 is called a genome warden due 
to its prevention of the replication of defective genome 
material and it leads to apoptosis. The destruction of the 
p53 protein is proceeded by ubiquitination after connect-
ing with the MDM2 protein. A high MDM2 concentration 
with wild-type p53 appears in about 90% of AML types. 
RG 7112 is a 1st-generation MDM2 inhibitor. In phase I 
clinical studies, RG 7112 was effective in refractory/re-
lapsed AML and in CLL.59

Idasanutlin (R7388) is  a  selective, next-generation 
MDM2 inhibitor. There were promising effects of phase I 
trials in refractory/relapsed AML: the higher the MDM2 
expression was, the better the response to the drug was.60 
Idasanutlin is better tolerated than RG 7112.

Despite the growing interest awakened by  targeted 
therapy in AML treatment, the current results are un-
satisfactory. Undoubtedly, this is due to the complexity 
of leukemogenic mechanisms. There is potential for fur-
ther investigations and clinical studies to improve AML 
therapy. All in all, each study brings us closer to achieving 
success in AML therapy.
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Abstract
Neurodegenerative diseases are an increasing problem in the modern world. Multiple sclerosis (MS) is a major 
human demyelinating and degenerative disease of the central nervous system (CNS). There are many reports 
that point to the significant role of platelet–leukocyte interaction in neurodegenerative diseases and cardio-
vascular disturbances. Epidemiological studies confirm the high risk of cardiovascular diseases in patients 
with MS. The pathophysiology mechanisms of this multi-component disease are very complex and involve 
various types of cells. There is increasing evidence that some co-stimulatory pathways affect the function 
of inflammatory cells, both in the periphery and in the CNS. Interactions of leukocytes and endothelial cells 
(ECs) could be significantly modulated in the presence of activated blood platelets. The supposed role 
of activated platelets in the development of vessel inflammatory response is due to their ability to adhere 
to inflamed ECs or proteins included in the subendothelial layer of the blood vessel wall, as well as to the ability 
of platelets to form aggregates with leukocytes. Blood platelets are able to directly activate leukocytes through 
a receptor-dependent mechanism or, indirectly, by biologically active compounds secreted from their granules. 
Cell–cell interactions provide critical mechanisms by which platelets link thrombosis, inflammation and related 
processes, such as diapedesis and leukocyte infiltration, to the affected vessel. Determining the relationship 
between platelet–leukocyte interactions and the development of neuroinflammation in the course of MS 
may provide new therapeutic targets in the future.
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Introduction

Neuroinflammation is an inflammation of the nervous 
tissue, whereas neurodegeneration is the progressive loss 
of structure and function of neurons in specific regions 
of the central nervous system (CNS), which is a significant 
microenvironment for the proper functioning of neurons.1,2 
The neurodegeneration is a term that embraces a broad range 
of clinical diseases with chronic inflammation, of which 
the most common are multiple sclerosis (MS), Alzheimer’s 
disease (AD) and Parkinson’s disease (PD). Multiple sclerosis 
is one of the most frequently occurring disorders of neuro-
logical disability among young adults, typically appearing 
between the age of 20 and 40. It affects around 2.3 million 
people worldwide, of whom roughly 600,000 live in Europe.3 
Multiple sclerosis is a chronic, demyelinating neurodegener-
ative disease of the CNS with a complex of different clinical 
courses and a number of pathophysiological mechanisms, 
such as axonal/neuronal damage, neuroinflammation, de-
myelination, gliosis, and remyelination. The pathomecha-
nism of MS is based on alterations of the immune system 
together with biochemical disturbances and a disruption 
of  blood–brain barrier (BBB). The  blood–brain barrier 
is a structural complex composed of matrix components 
and several cell types (e.g., endothelial cells (ECs), pericytes, 
perivascular microglia, and astrocytes). These barriers are 
responsible for supporting metabolic homeostasis and im-
mune regulation of CNS.4

Blood platelets are a key element in maintaining physi-
ological hemostasis. Hemostasis is a complex of physiologi-
cal processes that ensure vascular tightness and circulating 
blood flow, and inhibit bleeding after breaking the continu-
ity of a blood vessel. Numerous interacting elements are 
involved in the maintenance of normal hemostasis, includ-
ing blood vessel wall, blood platelets, coagulation cascade, 
fibrinolytic system, and phagocytic cells. Damage to ECs 
and exposure of the thrombogenic adhesion proteins lead 
to platelet activation and initiation of coagulation cascade. 
This is accomplished by forming a stable platelet plug via 
adhesion to the revealed subendothelial matrix proteins  
(e.g., von Willebrand factor (vWF) and collagen). The plate-
let membrane is rich in glycoproteins (GP Ia-IIa/α2β1, GP 
Ib-V-IX, GP Ic-IIa/α5β1, GP IIb-IIIa/αIIbβ3, and GP IV), which 
bind to activate platelets and serve a primarily adhesive 
function. Throughout the interaction with the ECs, platelets 
become partly active, accordingly changing their shape from 
a discoid to a pseudopodia state.5 Activation results in plate-
let aggregation by binding GP IIb-IIIa to fibrinogen, which 
ultimately results in the formation of a stable platelet plug.6

Interestingly, epidemiological studies confirm that there 
is an increased risk of cardiovascular disease in patients 
with MS, especially of prothrombotic events fairly associ-
ated with decreased hemostatic platelet activity. Platelets 
have been recognized as the smallest blood cells that fulfill 
a complex role in hemostasis/thrombosis and also in in-
flammation. Platelets possess a large variety of molecules 

stored in their granules, including numerous membrane 
receptors, immunomodulatory mediators and cell adhe-
sion molecules. There is a link between platelets and patho-
physiology of MS, and these small cells may be a key player 
in neuroinflammation. Activated platelets are responsible 
for the interaction with leukocytes and initiate increased 
infiltration of autoreactive T cells, which form new neu-
roinflammatory lesions in CNS.7

Biological active substances 
derived from blood platelets

Platelets are one of the most abundant cells in the circula-
tory system, which contain numerous biologically active 
compounds that are stored in their granules and release 
them during activation. Those signaling substances play 
a key role in the continuous communication of platelets 
with other platelets, immune cells and ECs. The capacity 
of blood platelets to secrete from their storage vast amounts 
of cytokines, chemokines and other related molecules ap-
pears closely related to their role in hemostasis and inflam-
mation. Circulating platelets are inactive until they adhere 
to exposed subendothelial matrix proteins or are stimu-
lated by soluble agonists. Each activating event is associated 
with a change in platelet shape, cytoskeletal reorganiza-
tion and the secretion of platelet granules.8 Proteins in-
volved in the behavior of physiological hemostasis include 
fibrinogen, vWF, vitronectin, fibronectin, thrombospondin, 
factor V, factor VIII, coagulation factors, fibrinolytic inhib-
itors, mitogens, adhesion molecules, and membrane glyco-
proteins (GP Ib, IIb and IIIa).9 During activation, the plate-
lets expose a vast number of  surface-bound molecules 
stored in their α-granules, such as inflammatory cytokines  
(e.g., CD40L or  interleukin (IL)–1β), resulting in endo-
thelial activation and the secretion of chemoattractants, 
such as platelet activation factor (PAF), chemokines plate-
let factor (PF4) and RANTES/CCL5 (regulated on activa-
tion normal T-cells expressed and secreted). Furthermore, 
dense granule constituents, such as serotonin, adenosine 
5’-triphosphate (ATP), adenosine 5’-diphosphate (ADP), 
polyphosphates, and glutamate, are known as modifiers 
of platelet activation and thrombus formation, but many 
have also immune cell-modifying effects.10 PF4/CXCL4 
is one of the most abundant proteins belonging to the CXC-
subfamily of chemokines, synthesized in megakaryocytes, 
enclosed in vesicles and transferred to the α-granules from 
which it is secreted during platelet activation (it represents 
25% of α-granule storage). Basal concentration of PF4 in hu-
man plasma is 2–20 ng/mL. The PF4 has many cell targets, 
such as neutrophils, monocytes/macrophages and T-cells. 
It has a wide scope of activities related to innate immunity, 
including effects on monocyte and neutrophil chemotaxis.11 
The PF4 initiates a signal transduction cascade in mono-
cytes, leading to the induction of a wide spectrum of func-
tions, including phagocytosis, respiratory burst, monocyte 
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survival, and the secretion of cytokines. It activates neu-
trophils by binding to the proteoglycan chondroitin sul-
fate on the surface of neutrophils. The PF4 can promote 
the release of neutrophil granules and enhanced adhesion 
neutrophils to ECs. It induces monocyte release of cyto-
kines, such as CXCL3, CXCL8, IL-1α, IL-1β, IL-6, IL-19, tu-
mor necrosis factor α (TNF-α), CCL2, CCL3, and CCL22.12 
Moreover, CXCL4 also expresses immunomodulatory ac-
tivities, such as downregulation of interferon production 
by type 1 T-helper (Th1) cells, up-regulation of IL-4, IL-5, 
and IL-13 in type 2 T-helper (Th2) cells. The PF4 inhibits 
the production of Th1 cytokines and promotes the pro-
duction of Th2 cytokines through the  interaction with 
CXCR3-B receptor.13 Chemokine (C-C motif) ligand 5 
(CCL5), also known as RANTES (regulated on activation, 
normal T cell expressed and secreted), is a CC-subfamily 
of chemokines produced by extravascular cells. Chemo-
taxis induced by RANTES is dependent on the activation 
of p38 mitogen-activated protein kinase (MAPK) pathway. 
The RANTES and monocyte chemoattractant protein-1 
(MCP-1/CCL2) induce tissue fibroblasts to produce IL-6 
and IL-8. The RANTES can also promote IL-2 and IL-5 ex-
pression in T cells. The synthesis of IL-1, TNF-α, and IL-6 
can be stimulated by  macrophages-derived inflamma-
tory protein-1 (MIP-1/CCL3).14 Schober et al. observed 
that the blockade of RANTES is a powerful tool to inhibit 
monocyte recruitment on different ECs types, which im-
pairs macrophage infiltration.15

Furthermore, platelet-derived IL-1α (but not IL-1β) stored 
in α-granules is capable of activating peripheral ECs, and me-
diates platelets-promoted leukocyte infiltration in periph-
eral tissues, which also enhances transendothelial migration 
of neutrophils (TEM). Measurements of platelet and leuko-
cyte IL-1α level indicate that the expression of platelet-derived 
IL-1α was 3.6-fold higher compared with the levels expressed 
by leukocyte populations, suggesting that blood platelets are 
the main source of IL-1α. The study conducted by Thornton 
et al. showed that platelet-secreted IL-1α drives endothelial 
activation in a mouse brain, which can lead to the release 
of endothelial intercellular adhesion molecule 1 (ICAM-1), 
vascular cell adhesion protein 1 (VCAM-1) and CXCL1 che-
mokine. Low concentrations of IL-1α released from platelets 
during activation induce significant brain endothelium acti-
vation. Mouse brain endothelium is very sensitive to IL-1α, 
with concentrations as low as 1.5 pM being able to induce 
CXCL1 secretion and enhance CAM expression, which sug-
gests that local release of platelet IL-1α could mediate cere-
brovascular inflammation in vivo.16

Interactions between platelets 
and leukocytes in inflammation

The proinflammatory activity of blood platelets occurs 
through a variety of mechanisms, including receptor-li-
gand connection and activation of different cells, as well 

as through the release of severe biologically active molecules 
stored in their granules. This bidirectional process is called 
cellular cross-talk.17 Platelets possess a wide array of glyco-
protein membrane receptors that are crucial for their inter-
actions with other platelets, leukocytes and ECs. Platelets are 
expressed by a few members of the β1-subfamily integrins 
(αIIβ1 and αvβ1), and β3-subfamily integrins (αvβ3 and αIIbβ3), 
that support platelet adhesion to the endothelial cell-matrix 
proteins, such as collagen, fibronectin and laminin.18 GP 
IIb-IIIa (also known as αIIbβ3) is a receptor for fibrinogen, 
vWF, fibronectin, and vitronectin, which is definitely a ma-
jor initiator of platelet aggregation. The formation of hemo-
static plug is determined, to a large extent, by the integrin 
GP IIb-IIIa-mediated interactions of platelets with their 
receptors.19 There are several possible connections between 
platelets and leukocytes. The main interaction between 
platelets and leukocytes, which is responsible for the for-
mation of platelet-leukocyte aggregates (PLAs), is the con-
nection between platelet P-selectin (CD62P) and leuko-
cyte P-selectin glycoprotein ligand-1 (PSGL-1). Platelets 
are a major source of CD62P in the circulatory system.20 
CD62P is a membrane glycoprotein heavily present in plate-
let α-granules and Weibel-Palade bodies in ECs that is ex-
posed on the platelet surface during activation. CD62P/
PSGL-1 interaction has a functionally key role in leukocyte 
rolling and adhesion to platelets and endothelium, which 
are the main step in the process of leukocyte recruitment 
and extravasation.21 PSGL-1 protein is also expressed on all 
T-cells types. In murine models, CD62P-positive platelets 
mediate adhesion of leukocytes into endothelium leading 
to the recruitment of T-cells to the place of inflammation/
injury.22 Individual leukocyte subpopulation demonstrates 
different affinity for CD62P present on platelets surface. 
From all leukocytes, monocytes show the greatest affinity 
for platelet CD62P, and thus to the formation of platelet-
leukocyte aggregates.23 It is known that PSGL-1 is likely 
to be a prevailing ligand for CD62P. Interestingly, Hirata 
et al. have confirmed that PSGL-1 on Th1 cells functions 
is  the  only ligand for  CD62P and  E-selectin in  vivo.24 
It is worth noticing that most lymphocytes express PSGL-1 
on their surface, but only 10–20% of them are actually 
able to bind platelet CD62P. To make a connection with 
P-selectin, PSGL-1 ligand needs to be post-translationally 
modified by protein glycosylation and tyrosine sulfation.25 
Abundant adhesion connections have been identified 
and implicated in the leukocyte transmigration process. 
Leukocyte recruitment occurs at the sites of vascular injury, 
where the subendothelial proteins have been externalized 
and activated platelets have been deposited. The initial teth-
ering and rolling of leukocytes are followed by their strong 
adhesion and platelet migration, which depends on macro-
phage antigen 1 (Mac-1,αMβ2, CD11b/CD18). The initial link 
between platelets and leukocytes (CD62P/PSGL-1) leads 
to increased expression of Mac-1 on leukocytes, which itself 
supports interactions with platelets. Mac-1 can also interact 
with GP IbA present on platelets, which mediate adhesive 
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interactions between leukocytes and platelets. Wang et al. 
had observed that leukocyte recruitment markedly had 
been decreased by 73% in the case of CD62P deficiency 
on the platelet surface and 67% in the lack of Mac-1, sug-
gesting that leukocyte recruitment is  largely dependent 
on the aforementioned interactions.26 Simon et al. observed 
that the binding of neutrophils from wild-type (Mac-1+/+) 
and Mac-1-deficient (Mac-1−/−) mice to GP IbA. Mac-1+/+ 
neutrophils bound to adherent platelet; however, Mac-1−/− 
neutrophils demonstrated markedly reduced adhesion 
to platelets, which implies that the predominant interaction 
between neutrophils and platelets occurs between Mac-1 
and GP IbA. The specificity of the interaction was that neu-
trophils from wild-type mice (but not from Mac-1−/− mice) 
bound to adherent platelet GP IbA. These studies dem-
onstrate that GPIbA is a physiologically relevant ligand 
for Mac-1 and is critical to leukocyte function in vivo.27 
Binding of platelet endothelial cell adhesion molecule-1 
(PECAM-1/CD31), ICAM-2/CD102, CD99, and  mem-
bers of  the  junctional adhesion molecule (JAM) family 
(e.g., JAM-A and JAM-C) with leukocyte ligands may assist 
in leukocyte transendothelial migration. ICAM-2, JAM-A 
and PECAM-1 are all members of the immunoglobulin 
superfamily of adhesion molecules. Woodfin et al. have 
observed that the lack of ICAM-2 in a murine asthma model 
has delayed the increase in eosinophil infiltration. Those 
findings indicate that the adhesion molecules ICAM-2, 
JAM-A and PECAM-1 can support neutrophil emigration 
through venular walls in a highly organized and regulat-
ed manner after local ECs activation. These studies may 
suggest that adhesion molecules may play a crucial role 
in  mediating physiologic leukocyte infiltration as  part 
of the immune response. There is a vast number of evidence 
demonstrating that the EC molecules support neutrophil 
transmigration in vivo in a stimulus-dependent way.28

Despite the lack of cell nucleus, the platelets contain 
stable mRNA transcripts that  can synthesize de novo 
the proteins involved in maintaining physiological he-
mostasis and  inflammatory process. For  hemostasis, 
platelets synthesized proteins, including coagulation fac-
tor XI, tissue factor (TF), GP Iib-IIIa,29 and cyclooxygen-
ase (COX).29,30 Proteins involved in inflammation, synthe-
sized by platelets, are IL-1β and chemokine RANTES.31 

The mRNA transcript for IL-1β are constitutively present 
in platelet polysomes. Platelet activation induces a rap-
id and sustained synthesis of pro-IL-1β protein. A por-
tion of the IL-1β is shed in its mature form in membrane 
microvesicles and  induces adhesiveness of human ECs 
for neutrophils. Lindeman et al. recently found that IL-1β 
acts in concert with CD62P to induce expression of COX-2, 
when human monocytes interact with activated platelets.32 
Interleukin 1-β and IL1R1 are associated with the innate 
immune system and can regulate both megakaryocyte 
and platelet functions in human models. Platelet IL-1β 
through IL1R1 can stimulate megakaryocyte maturation 
and modify the RNA profiles in  the evolving platelets 

to  be prothrombotic and  proinflammatory. The  pres-
ence of IL-1β stimulates ECs to secrete their chemotac-
tic proteins. Interleukin 1β affects the endothelium layer 
and smooth muscle cells by stimulating inflammation, 
and initiates platelet adhesion to ECs. NFκB pathway can 
be activated by myeloid differentiation primary response 
gene 88 (MYD88), which stimulates it  through IL1R1 
and its ligand IL-1β. This process also enhances the expres-
sion of other immune-related cytokines, growth factors 
and adhesion molecules.33 Studies conducted by Dixon 
et al. show that activated platelet interactions with PSGL-1 
on the monocytes enhance COX-2 expression and increase 
synthesis of prostaglandin E2 by monocytes via molecu-
lar mechanisms involving cellular adhesion and cytokine 
signaling.30

Role of blood platelets 
in neuro-inflammation 
and neurodegenerative diseases

One of the major hallmarks of MS is chronic inflam-
mation. There are a vast number of different inflamma-
tory effectors, which can be responsible for the neuronal/
axonal pathology in MS.34 Multiple sclerosis is a chronic 
inflammatory disease of the CNS. The association between 
chronic inflammation and subsequent cancer is well-es-
tablished, and chronic inflammation is thought to have 
a role in both the initiation and promotion of neoplasms. 
Chronic inflammation has been hypothesized to  play 
a role in triggering clonal evolution in myeloproliferative 
neoplasms (MPNs) which are stem-cell-derived disorders 
causing overproduction of 1 or more of blood elements, 
including essential thrombocythemia. In  this context, 
it  is  important to note the unusual concurrence of MS 
and MPNs in 5 patients from a localized geographic area 
in Denmark. It is highly interesting to recognize the po-
tentially common factors predisposing patients to both 
MS and MPNs.35 Further studies are needed to clarify 
if any association between MS and MPNs indeed exists, 
especially that essential thrombocythemia may contribute 
to the increased risk of cardiovascular disease, especially 
ischemic stroke, myocardial infarction and thrombosis 
observed in MS.36–38 Symptoms of MPNs associated with 
essential thrombocythemia may be underdiagnosed in MS 
patients, since many different possible reasons of high 
risk of tromboembolism events have inclinations in MS. 
Multiple sclerosis patients lead a more sedentary lifestyle, 
which promotes the occurrence of stroke,39 and, above 
all, is associated with the risk of venous thrombosis.40,41 
Treatments for MS may also increase the risk for cardio-
vascular diseases.42

There are a number of studies which indicate that plate-
lets, apart from their major role in cellular hemostasis, 
also participate in  the  development of  autoimmune 
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mechanisms, neurodegeneration and  neuroinflamma-
tion.43,44 There are many reports suggesting that platelets 
are chronically activated in neurodegenerative diseases. 
Platelet activation, degranulation and platelet-leukocyte 
interactions may affect the pathophysiology of neurode-
generative diseases, including MS.

There is  quite a  long history of  studies conducted 
on  the pathogenesis of MS, dating back to  the middle 
of  the previous century. Nathanson and Savitsky were 
the first to indicate increased platelet adhesiveness in pa-
tients suffering from MS.45 In the following years, platelet 
overactivation in MS was confirmed. Sheremata et al., us-
ing a flow cytometer, showed increased platelet activation 
in MS, expressed in a high percentage of microparticles 
and platelet aggregates, and increased surface exposure 
of P-selectin, a platelet activation marker that plays an im-
portant role in their interaction with ECs and leukocytes.46 
The latest research also confirms that MS patients dis-
played higher levels of  platelet activation parameters 
in the circulation.47,48 Moreover, cyclooxygenase-depen-
dent arachidonic acid metabolism (a key pathway of plate-
let activation) is significantly increased in blood platelets 
of patients with MS.49

The chronic activation of platelets in MS has been prov-
en, although their role in this pathology still needs to be 
clarified. Patients with MS experience various general-
ized disruptions, depending on the number and placement 
of active lesions in the CNS. In physiological conditions, 
there is an extremely low level of immune cells, such as neu-
trophils and lymphocytes, in CNS. Platelets may contribute 
to inflammation by enhancing leukocytes adhesion to ECs 
and promote CNS inflammation. Moreover, Langer et al. 
proved that platelets are trapped in chronic active demy-
elinating MS lesion. They also observed that after inhibit-
ing the main platelets receptors – GP IIb/IIIa (responsible 
for binding of Fg and aggregation), the paralysis and ex-
perimental autoimmune encephalomyelitis (EAE) were 
respectively ameliorated and reduced. Similarly, reduction 
of platelet count markedly alleviated the symptoms and in-
hibited the inflammation process.50,51 The hematological 
profile of patients with MS indicates an increased number 
of platelets in the circulation of patients, which may sug-
gest their immunological involvement.52 Therefore, the de-
crease in platelet count in MS patients may be a positive 
force for protecting against the development of the disease. 
Farrokhi et al. showed a statistically significant decrease 
in platelet level for patients taking fingolimod oral medi-
cation (reducing classic autoimmune cells). Platelet count 
was decreased in the entire cohort taking fingolimod for 1 
month.53 Probably, a similar thrombocytopenia effect may 
be demonstrated by the treatment with alemtuzumab.54

The direct interaction of platelets with ECs and inflam-
matory cells promotes leukocyte recruitment to the in-
flamed tissue through platelet receptors. The pathomech-
anism of MS involved alterations of  the  immune cells 
together with biochemical disturbances and a disruption 

of the BBB.1 Enormous influx of inflammatory cells (lym-
phocytes, neutrophils, monocytes, and macrophages) re-
cruitment, along with the proinflammatory stimulation 
of microglia cells, altogether result in  the destruction 
of  the myelin sheath, which accelerates demyelinating 
lesions.50

CD40 ligand (CD40L; CD154) and its receptor CD40, 
co-stimulatory molecules of the TNF-family receptor, have 
an important role in inflammation. CD40L is expressed 
in many cell types, such as platelets, T-cells, macrophages, 
neutrophils, smooth muscle cells, and ECs. CD40L affect 
platelet–platelet, platelet–leukocyte and leukocyte–en-
dothelium interactions. CD40L is responsible for trans-
ferring adhesion signals into the cell “outside-in” signal-
ing by reaction within ECs, and integrins that mediate 
platelet-endothelium adhesion. Platelet CD40L enhances 
the expression of endothelial adhesion receptors, including 
E-selectin, VCAM-1, ICAM-1, as well as chemokines (e.g. 
CCL2, CXCL4 and CCL5) and MMPs (MMP-1, MMP-2, 
MMP-9, and MMP-14).55 All these molecules can mediate 
the attachment of neutrophils, monocytes and lympho-
cytes to the inflamed vessel wall. Ligation of CD40 on ECs 
by CD40L, expressed on the surface of activated platelets, 
increases the release of IL-8 and MCP-1, which is the prin-
cipal chemo-attractants for neutrophils and monocytes 
recruitment.56 The CD40/CD40L pathway at sites of im-
mune reactivity in chronic inflammatory and autoimmune 
disorders is constantly activated, as shown by the presence 
of abundant CD40-positive and CD40L-positive cells. This 
pathway is designed to generate signals for the recruit-
ment of  leukocytes at the site of inflammation. CD40L 
molecules are highly expressed in activated T-cells and ac-
tive platelets, and they induce ECs to secrete chemokines 
and to express adhesion molecules. CD40 is present in B 
cells, monocytes, macrophages and ECs. Firstly, platelets 
are activated through binding with CD40L-positive T-cells. 
Secondly, through the release of RANTES, platelets can re-
cruit more T-cells to create an amplification loop promot-
ing leukocytes’ recruitment to the site of inflammation. 
CD40L-positive T-cells induced platelet activation result-
ing in RANTES release, which binds to ECs and mediates 
T-cell recruitment. Furthermore, CD62P/PSGL-1 connec-
tion could increase the intensification and maintenance 
of immune and inflammatory responses.17 Lievens et al. 
have demonstrated that platelet CD40L promotes platelet 
and leukocyte adhesion to the endothelium and stimulates 
the formation of PLAs. Activated platelets can indirectly 
support leukocyte recruitment via formation of PLAs. 
The  lowest numbers of PLAs were detected with both 
platelets and leukocytes lacking CD40L, which indicates 
that the interaction between platelet CD40L and leukocyte 
CD40 facilitates PLAs formation. Repeated intravenous 
injection of activated CD40L-negative platelets into ApoE-
negative mice prevented the increase of atherosclerosis 
and the disruption of T-cell homeostasis that was observed 
after injection of  activated CD40L-positive platelets. 
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This study suggests that CD40L plays an important role 
in hemostasis/thrombosis and  in modulating immune 
responses.57

Active tissue injury in MS lesions is associated with 
activated microglia and massive infiltration of macro-
phages. Th cells are a type of T-cell that plays a major 
role in the immune system, especially in the adaptive im-
mune system. These cells secrete a number cytokines, 
such as  interferon  γ (IFN-γ) and  IL-2, which activate 
other immune cells and enhance vascular inflammation.  
Th cells are well-known to potentiate atherogenesis, while 
regulatory T-cells (Tregs) display atheroprotective effects. 
Platelets can form PLAs, which may facilitate lymphocyte 
into arterial thrombi, and gatheringon ECs. Platelets en-
hance Thcell cytokine production through CD40–CD40L 
binding. Platelets may promote CD4-positive T-cell dif-
ferentiation by  inhibiting their proliferation. Platelets 
enhance the production of Th1 and promote both Tregs 
and Th17 differentiation, as evidenced by elevated level 
of IL-10 and IL-17 production. Th1 and Th17 are 2 basi-
cally counteracting pathways of CD4-positive T-cell dif-
ferentiation.58,59 In most EAE models, which are driven 
by Th1 or Th17 cells, inflammation starts with profound 
infiltration of the tissue by the major histocompatibility 
complex (MHC) Class II restricted CD4-positive T-cells, 
which is  followed by  microglia activation and  macro-
phage recruitment into the lesions.43 In EAE and MS, Th1 
and Th17 cells infiltrate into the CNS through the BBB, 
where they become reactivated and initiate the destruc-
tion of myelin sheath (demyelination) and axonal/neuro-
nal degeneration in MS.2,60 It has also been demonstrated 
that IL-1β, IL-6, IL-23, and the transforming growth fac-
tor (TGF-β) are crucial for human Th17 differentiation 
from naive CD4-positive and CD45-positive peripheral 
blood lymphocytes. The TGF-β and IL-21 promote the po-
larization of Th17 cells from human naive CD4-positive 
T-cells.61 Th1 cells also secrete proinflammatory cyto-
kines, such as IL-2 and TNF-α, which can activate other 
lesional cells. Th17 cell secrets cytokine, including IL-17, 
TNF-α and IL-6, which have both overlapping and distinct 
roles in neuroinflammation.62 Interleukin 17 enhances 
the production of proinflammatory cytokines and chemo-
kines by other cells via activating the nuclear factor kap-
pa B (NFkB) pathway. Interleukin 17 appears to play an es-
sential role in the pathogenesis of chronic inflammatory 
disorders and in many autoimmune diseases, including 
MS.63 T-effector-cell responses and cytokine production 
is modulated by platelet-derived soluble mediators, such 
as IL-1β, PAF and PF4, which can stimulate the differen-
tiation of T-cells into pathogenic Th1, Th17 and IFN-γ/
IL-17-producing CD4-positive T cells. At the later stages 
of  these  neurodegenerative diseases, platelets became 
exhausted in their capacity to produce proinflammatory 
factors and to stimulate CD4-positive T-cells, but strongly 
increase their ability to form complexes with CD4-pos-
itive T-cells. Formation of platelet-CD4-positive T-cell 

complexes involve the interaction of CD62P in activated 
platelets with the adhesion molecule CD166 in activated 
CD4-positive T-cells, contributing to the downmodula-
tion of CD4-positive T-cell activation, the proliferation 
and production of IFN-γ.47

Patients with MS displayed increased numbers of pro-
inflammatory cytokine producing Tregs. Furthermore, 
Forkhead box P3 (FOXP3) Tregs are fundamental for im-
munity and homeostasis. FOXP3 expression is essential 
for Treg suppressor function and Treg stability. The hu-
man peripheral blood CD4-positive T-cells comprise 5% 
of expression of naturally occurring FOXP3 in Tregs.64

Activated platelets release plasma membrane platelet-
derived microparticles (PMPs) into the circulatory sys-
tem. Platelet-derived microparticles play an  important 
role in the regulation of immunity by transferring mem-
brane receptors and microRNA to other circulatory cells. 
These platelets and megakaryocyte-derived microparticles 
are identified by the expression of platelet activation mark-
ers, such as CD62P and/or CD63. Thus, cell proliferation 
may be one of the mechanisms, whereby PMPs prevent 
IL-17 production by Tregs.64

During circulation, platelets become reactive and re-
lease different types of constituents stored in their gran-
ules. An increased level of platelet-derived active com-
pounds (PF4, CD40L, PAF, MMPs, serotonin, RANTES, 
and 5HT) has been taken as a marker of platelet activation 
in MS.56,65 Duerschmied et al. hypothesized that peripheral 
serotonin/5-hydroxytryptamine (5HT) may be involved 
in the migration of  leukocytes during acute inflamma-
tory processes. They report that the targeted recruitment 
of neutrophils into inflammation site is promoted probably 
by platelet-derived 5HT. Thus, they play an important role 
in neutrophil homeostasis that is reminiscent of the phe-
notype of  CD62P-deficient mice.66 Blood platelets are 
the exclusive source of 5HT, which is a main neurotrans-
mitter that can directly affect the functions of neurons 
in the CNS and can modulate the functions of the im-
mune cells. It has an important role in neutrophil rolling 
and adhesion to the endothelium; therefore, it can recruit 
neutrophils at the site of inflammation. It can enhance 
the stimulation of CD4-positive T-cells by a monocyte.21 
Adenosine 5’-triphosphate can modulate inflammatory 
pathways by activating dendritic cells. The ATP signaling 
through T cell P2X7 receptor can increase the differentia-
tion of CD4-positive Th cells toward a proinflammatory 
Th17 cell type. Polyphosphates may induce NFκB path-
way activation and the expression of endothelial adhesion 
molecules.67 The glutamate transmission in the striatum 
and dendritic spine loss lead to the chronic inflammation 
in experimental autoimmune encephalomyelitis (EAE) 
and murine model of MS. It is strongly independent of de-
myelination and associated with a huge release of TNF-α 
from activated microglia cells. Excitotoxicity mediated 
from glutamate is emerging as a critical determinant of ax-
onal/neuronal injury in MS, and T-cell migration. The level 
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of glutamate have been found to be meaningfully higher 
in the brains of MS patients.68

Matrix metalloproteinases (MMPs) are enzymes that play 
a major role in basic cell behaviors, such as cell prolif-
eration, migration, differentiation, angiogenesis, apopto-
sis, and host defense. There are 3 different mechanisms 
of directing MMPs activity to specific target sites. Firstly, 
platelets can concentrate the proteolytic activity of  in-
flammatory cells at the site of a vascular injury. Secondly, 
by forming cellular aggregates with leukocytes, platelets 
may stimulate the production of MMPs in  these cells. 
Lastly, a great deal of evidence indicates direct platelet 
expression of couple MMPs, including MMP-1, MMP-2, 
MMP-3, and MMP-14.69 All protein components of extra-
cellular matrix (ECM) can be degraded by MMPs. Another 
negative function of MMPs in MS is thought to include 
the disruption of the BBB. In vitro, inhibitors of MMPs 
block the  transmigration of  T-cells across basement 
membrane matrices. The abundance of MMPs expres-
sion occurs in monocytes, which emphasizes the key role 
of monocytes, crucial for evolving the neuroinflammatory 
process in MS. Bar-Or et al. have reported an increased lev-
el of MMP-2, MMP-7, MMP-9, and MMP-12 in MS brain 
tissue. Young mice that are genetically deficient in MMP-9 
are relatively resistant to EAE induction compared with 
wild-type mice.70

Experimental studies conducted by Saluk-Juszczak et al. 
showed that platelets are a source of reactive oxygen spe-
cies (ROS). Platelet activation by the typical agonists leads 
to the production and/or release of TXA2, ADP and ROS, 
which activates unstimulated platelets. For  example, 
the burst of H2O2 enhances the formation of platelet ag-
gregates by phospholipid-derived arachidonate pathway.71 
Reactive oxygen species are natural products of oxidative 
phosphorylation, but can also be generated by activated 
inflammatory cells, including macrophages and microglia. 
Markers of oxidative stress may be different across MS 
lesions. Many studies suggest that antioxidant enzymes 
activity is correlated with the presence of oxidative damage 
and neuroinflammation.72

Conclusions

Chronic neurodegeneration diseases are a serious prob-
lem, despite the advanced development of medicine. Mul-
tiple sclerosis is one of the most common causes of neuro-
logical disability among young adults. Knowledge about 
the pathophysiology of this disease is insufficient and 
still needs to be clarified. There is a great deal of evidence 
to support the significant interaction between platelets 
and leukocytes in neurodegenerative diseases, including 
MS. There are many studies which indicate that platelets 
are highly activated in some patients with MS. Platelets are 
a rich source of proinflammatory agents and are capable 
of interacting with leukocytes. The interaction between 

platelets and leukocytes is based on increased leukocyte 
recruitment through BBB, and enhanced release of proin-
flammatory molecules from leukocyte and platelet gran-
ules. On the MS example, the major migration of leuko-
cytes to the CNS can cause a temporary loss of integrity 
by BBB, which contributes to damage and neuronal death. 
Accurate knowledge and determination of the relationship 
between platelet interaction in immune cells and the me-
diators of  inflammation in neurodegenerative diseases 
is a challenge for modern research, which may provide new 
therapeutic targets in the future. Understanding platelet 
physiology in the pathobiological processes associated with 
venules in the inflamed brain will provide new targets 
for therapy in MS.
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