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INTRODUCTION 

Systems approach to the computer aided design, control and decision requires 
model of the investigated process. All decisions and project are are based on the 
knowledge about the object under investigation. That’s why models are so important 
in systems research. Investigation of plants of deferent nature (technical, economi-
cal, biomedical or computational) gives us many notifications about observed 
processes. Collected knowledge, about investigated process gives us the model of 
observed reality. The mathematical model gives us more precise description. Usually 
the relation between values characterizing process is given. The static properties are 
given by functional relations, equations and inequalities. The dynamics of investi-
gated plants are given by differential equations and inequalities – for continuous or 
difference one for – discrete processes. The set of true sentences gives also mathe-
matical description of the investigated process.  

System analysis gives us the proper tools to create further decision about investi-
gated plant based on the collected knowledge, and consequently based on the elabo-
rated model. Base on the model the optimization, control and management task may 
be formulated. Base on the knowledge about the process the diagnosis may be pro-
posed.  

The above mentioned applications of different type tasks we can recognize in se-
lected and revived chapters which have been divided into the following groups: 

 
PART 1. DATAN MINING SUPPORT AND EKSPERT SYSTEMS 
PART 2. MATHEMATICAL MODEL AND ITS APPLICATIONS IN  

DECISION SUPPORT IN TECHNICAL AND NON–TECHNICAL 
PLANTS 

PART 3. IMAGE PROCESSING AND PATTERN RECOGNITION  
PART 4. SOFT COMPUTING AND ITS APPLICATONS  
PART 5. COMPLEX OF OPERATION SYSTEMS CONTROL 
 

The book provides an interesting representation of research in the area of system 
analysis in decision aided problems in proposed groups. 
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PART 1. DATA MINING SUPPORT AND EXPERT SYSTEMS 
 

In the Chapter 1 one of the methods derived from graph theory, which is named Mi-
nimal Spanning Tree (MST) is presented. This method is using correlations to calculate 
distance between pairs of values to show there connection. To present MST effectiveness 
currencies of several countries were investigates This approach allows to see not only 
simple currency dependencies, but can also show economic and political connections. 

The Chapter 2 presents an application of expert system techniques to the develop-
ment of a system that can assist advertisers of consumer products in the process of 
advertising design. The main goal was to create a complete system which produces 
newspaper advertisement, with fully customized elements such as texts and pictures. 
An expert system is employed at the stage of designing the layout, selecting colors, 
images and other graphical forms by analyzing the advertising category, target con-
sumers, advertised product or service. Its knowledge base is established on the analy-
sis of current advertising campaigns observed in the newspapers. 

The Chapter 3 describes certain concept of expert system, called STALCOM, 
which supports management process in the commercial firm. STALCOM system has 
been designed to support choosing the right grade of steel according to the possibility 
of using this grade of steel in further processing. Fundamental establishments of sys-
tems construction, structure and functional description are presented. Particular atten-
tion was paid to knowledge base record taking into account many decisive ways for 
solving the problem introduced to the system.  

The Chapter 4 presents the current state of the on-going project aimed at devel-
opment of the modular integrated environment MMSD for Managing and Mining 
Structured Data. The unified modeling scheme for a range of structures extracted 
from original resources and developed modules for their transformation into pre-
scribed graph types (directed/undirected, labeled/unlabeled) is proposed. For prac-
tical reasons, the modules accomplishing visualization and edition of graph models 
are also provided. The open architecture enables an easy enhancement of system 
functionalities as well as its potential to cooperate with number of existing struc-
tured data repositories. 

The Chapter 5 proposes an architecture of the experimental computer program that 
is adaptable and well suited to keep up with the foreseeable pace of any research work 
and that makes it possible to maintain the sustainability of the development of the 
program and to minimize the amount of work that is needed for the program to adjust 
to subsequent new research projects.  

A new strategy for streamlining the process of clustering data with regard to the ef-
fect of similarity between the clustered objects in the process of creating groups is 
presented in the Chapter 6. It provides for the use of local fine-tuning of the parame-
tric error functions, but taking into account the actual degree of order of objects on the 
grid. Obtained by the author results show an improvement in the quality of clustering 
obtained for the original, which is an algorithm ATTA. 
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PART 2. MATHEMATICAL MODEL AND ITS APPLICATIONS IN  
DECISION SUPPORT IN TECHNICAL AND NON-TECHNICAL PLANTS 

 
The Chapter 7 presents a new approach to the quantifying changes in large social 

network illustrated by the data from an organizational social network of the Wroclaw 
University of Technology. We analyse The process of emerging and disappearing of 
the links for different periods and time windows was analysed. It allows to discover 
new dynamic patterns and carrying on their structural analysis. The observations are 
used to propose a novel link prediction algorithm, which shows good performance, 
especially for sparse networks analysed in short time-scales 

A conceptual platform based on microscopic, multiagent approach, dedicated for 
crowd behavior modeling in different situations is presented in the Chapter 8. Each 
agent possesses a set of individual properties. An agent can communicate with each 
other’s. Agents in the model are assigned to different groups: the agents who are in the 
same group cooperate together, while different groups of agents can compete with 
another groups. If set of simple or more complicated rules of behavior of individual 
entities are used, a very interesting view on crowd motion can be observed.  

In the Chapter 9 the approach based on neutral martingale method and Monte Carlo 
simulations in order to analyse some model of catastrophe bond is discussed. The  
example of such bond applying stochastic model of risk-free spot interest rate under 
assumption of independence between catastrophe occurrence and behaviour of finan-
cial market was analysed. Then the numerical simulations to analyse the behaviour of 
the obtained pricing formula are used. 

The aim of Chapter 10 is to provide an overview of an intelligent information sys-
tem dealing with simulation of tornado damages inflicted in forests. The system is 
potentially useful for forests managers in delivering information about optimization of 
newly grown tree stands against tornado damages in regions endangered with severe 
wind gusts. The system consists of a combined Rankine vortex used for tornado simu-
lation and of HWIND tree damage model used for assessing tornado impact on forests. 
The HWIND model has been modified to be used for sudden wind blows conflicted by 
tornadoes in contrast to constant wind speeds for which it was designed  

A higher number of new sources of electric energy, in particular wind farms, 
causes new problems related to forecasting the energy production level. Wind power 
stations are units, which do not provide a stable level of energy supply. Therefore 
there exists a need to develop forecasting models, which make it possible to forecast 
the work of such units in a reliable way. In the Chapter 11 the theory of fractal analy-
sis application to the processes related to the operation of wind power stations is pro-
posed. Research results and suggestions concerning their further possible applications 
have been given. 

In the Chapter 12 the basic problem connected with modeling of waste network are 
presented. Methods of modeling of basic sewage variables and calculation algorithms 
are described .The problems concern the gravitation branched off network divided by 
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nodes into sectors. The nodes are the points of connection of several network seg-
ments or branches or the points of changing of network parameters as well as the loca-
tion of sewage inflow to the network. The presented algorithm for hydraulic calcula-
tions concerns the housekeeping or combined sewage net.  
 

PART 3. IMAGE PROCESSING AND PATTERN RECOGNITION  
 

In the chapter 13 on of the oldest and most widely used algorithms for contour 
shape representation – Fourier Descriptors (FD) – is applied to the problem of General 
Shape Analysis (in short, GSA) and experimentally evaluated. This problem is similar 
to both the recognition and retrieval of shapes. From the first of those two tasks the 
searching for similar objects is taken. From the second one – the presentation of more 
than one resultant object to the user. Moreover, the analysed shape can be similar to 
one of the template classes and does not have to belong to any of them. It means that 
the most general information about a shape is concluded by means of the GSA. 

Fluency and safety of traffic flow is one of the most important contemporary prob-
lems as the number of cars is constantly increasing. In the Chapter 14 two main issues 
are considered: accelerating immediately after the previous car moved on when the 
traffic lights change and keeping a safe distance from the previous car in regular traf-
fic e.g. on the motorway. The Driver’s Assistance System was proposed to support 
drivers by displaying messages about braking and accelerating. The system was based 
on the video image from a camera attached to a car and the License Plate localization 
algorithm, also introduced in this chapter. 

The Chapter 15 describes the developed dynamic recognition algorithm and pro-
posed original method of feature extraction in the pedestrian detection task. The main 
idea is to follow the observation, that vertical position of people’s head oscillates dur-
ing gait. Distinctive rhythm of human gait is the feature extracted from video sequence 
and used to distinguish between pedestrians and other objects. Algorithm and imple-
mentation details are given. Analysis of incorrect classifications is provided. It is sug-
gested to apply the system to measure traffic at road junctions with traffic lights. 

In the Chapter 16 the results in analysing performance of classifiers for missing 
data in thoracic surgery (TS) risk modelling are reported for experiments made in Sta-
tistical Data Miner environment. Brief comments on current results in applications of 
quantitative modelling for TS data are presented, as well as a comprehensive descrip-
tion of updated and extended TS data bases from Wroclaw TS Centre. Application of 
Statistical Data Miner Recipes (DMR) is presented with special attention paid to initial 
data analysis, cleansing, feature reduction and missing values problems. 

The Chapter 17 presents the idea of a biometric security system based on the way 
of using a mouse. The mouse actions parameters are examples of behavioral features, 
which are not stable at time in contrast to physiological characteristics. Though their 
advantage is the possibility of applying without using any special hardware and with-
out interrupting users. A set of features, which may be extracted from data coming 
from a mouse, has been described. Training data from thirteen users has been collected 
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and classifiers have been trained and tested using two machine learning methodolo-
gies: support vector machines and decision trees.  

In the Chapter 18 system for support athletes training is considered. Architecture of 
proposed system and suitable application is presented in details. Comprehensive anal-
ysis of functional and non-functional properties of system is given. Implementation 
details and results of experimentation are discussed as well. 
 

PART 4. SOFT COMPUTING AND ITS APPLICATONS  
 

In the Chapter 19 some basic discrete optimization problems such as the shortest 
path, minimum spanning tree and minimum assignment are discussed. The uncertainty 
is modeled by specifying a finite scenario set and the min-max criterion is adopted to 
choose a solution. All the considered problems are known to be NP-hard. Particularly 
in this chapter the efficiency of the mixed integer programming formulation for these 
problems is tested. Two popular solvers, namely glpsol and cplex are used for the 
tests. 

A very important issue in various fields of engineering problem is recognition the 
actual state of the test object and the related dynamic processes. Recognition of this 
condition is based on information collected and additional information. However, the 
accumulated information is burdened with some errors. Therefore, the Chapter 20 
presents an attempt to build the neural filter, allowing the identification of a discrete 
signal, so that it can be assigned by the neural network to a class of signals. The prob-
lem of filtering of such signals is not new, but the methods that were used for this 
purpose so far are mainly based on a simplified and thus quite distant from the reality 
of the mathematical theory of signals, while the proposed approach involves the use of 
neural networks, which have the ability to adapt and self-organization during the wor-
kout.  

The Chapter 21 is a proposal related to partial parallel realization of retrieving 
phase of Multilayer Perceptron algorithm. The method is based on pipelined systolic 
arrays – SIMD architecture. The discussion is realized based on operations which 
create the following steps of the algorithm. The efficiency of proposed approach is 
discussed based on implementation quality criteria for systolic arrays. The results of 
discussion show that it is possible to create the architecture which provides massive 
parallelism and reprogram ability. 

In the Chapter 22 a simulated annealing (SA) based solution to the block packing 
into rectilinear outline problem is considered. The goal is to place a set of blocks into  
a given rectilinear outline such that no two blocks overlap and a given cost function is 
minimized. Contrary to the previous approaches, primarily  the set of random moves 
performed by basic SA algorithm is limited to those, which lead to feasible solutions. 
In each iteration of proposed SA algorithm an incremental SP neighborhood 
evaluation algorithm is applied, to create the set of all feasible solutions, letting SA to 
perform a random selection from this set.  
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The Traveling Salesmen Problem (TSP) is one of the most successful application 
areas of the Ant Colony Optimization techniques (ACO). The ACO algorithm is con-
trolled by a number of parameters. The selection of proper value parameters for the 
ACO is done mainly in an experimental manner. In the Chapter 23 the attempts to 
automate the process parameter optimization using an algorithm which is inspired by  
a combination if Evolutionally Programming (EP) and Simulated Annealing (SA) is 
presented. The chapter presents the original versions of the basic algorithms and their 
proposed modifications. 

In the Chapter 24 the school bus route optimization problem is analysed. It is a cru-
cial social issue that concerns faster and more comfortable transport of students to 
their schools. Moreover, the route optimization allows to decrease the ticket price, i.e., 
to maximize the profit of the provider. Since the problem belongs to hard optimization 
problems, thus, four meta-heuristic algorithms are adapted: Tabu Search, Simulated 
Annealing, Genetic Algorithm, Complete Overview, and invented by the authors algo-
rithm called Constructor, and additionally Bellman-Ford algorithm used as a helper. 
 

PART 5. COMPLEX OF OPERATION SYSTEMS CONTROL 
 

The Chapter 25 deal with the cyclic scheduling problem usually observed in the 
FMS producing multi-type parts where the AGVS plays a role of a material handling 
system. Finding the conditions guaranteeing the AGVs deadlock-free and collision-
free movement policy is the aim of this work. The AGVs co-sharing the common parts 
of the transportation route while executing repetitive processes, i.e. being assigned to 
AGVs passing along machines in a cyclic way, can be modelled in terms of Cyclic 
Concurrent Process Systems (CCPS). In this chapter a novel approach for schedulabil-
ity analysis employing the declarative modelling is proposed.  

The Chapter 26 presents the results of research on the problem of time-optimal 
programs scheduling and primary memory pages allocation in computer system con-
sisting of a group of parallel processors for special type of programs processing time 
function. A multiprocessing computer system consisting of m parallel processors, 
common primary memory and external memory is considered. The primary memory 
contains N pages of identical capacity. This system can execute n independent pro-
grams. The problem belongs to the class of NP-complete problems then an heuristic 
algorithm to minimize schedule length criterion, which employs some problem prop-
erties is proposed 

In the Chapter 27 it is shown that the makespan minimization problem in the two-
processor flow shop environment becomes strongly NP-hard if the processing time of 
a job is described by an arbitrary function dependent on its position in a sequence 
(models learning or aging). Moreover, the fast NEH algorithm with complexity lower 
than its standard version is proposed. Efficiency of the proposed method was numeri-
cally analyzed for the problems with the aging effect. 
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In many real-life cases the efficiency of a processor can change due to its learning. 
Therefore, new and more precise models have been proposed that take into considera-
tion the varying nature of processors. On the other hand, the existing solution algo-
rithms are inefficient for these new models. It implies that new methods have to be 
proposed to manage the real-life problems. Since the scheduling problems with learn-
ing are new in the scheduling theory, thus, the significant number of these problems 
have no efficient solution algorithms. Therefore, in the Chapter 28 an exact methods 
such as dynamic programming is provided. Furthermore, the fast approximation algo-
rithm NEH that have lower complexity than its standard version, is  proposed.  

Improvement or a degradation of a system can be modeled by job processing times 
that are described by non-increasing (improvement) or non-decreasing (degradation) 
functions dependent on the number of previously processed jobs. The Chapter 29 fo-
cus on scheduling problems with such varying processing times and the following 
minimization objectives: the maximum completion time and the maximum lateness. 
Although the scheduling problems with varying processing times have attracted par-
ticular attention of a research society, the computational complexity of some problems 
has not been determined. 

The significance and hardness of the floorplanning in the VLSI physical design 
caused that much effort have been taken to address this bottleneck. The floorplanning 
problem can be expressed as a classic rectangle packing problem: given a set of 
rectangular modules of arbitrary size the goal is to place them on a two-dimensional 
space without overlapping, subject to minimize the area of a minimum bounding 
rectangle. In the Chapter 30, a novel approach based on neural network is proposed. 
A basis the GIT algorithm that iteratively inserts blocks into initially empty solution is 
used.  

An algorithmic attempt to perform a frame sp-dissection in complex-outline 
floorplanning problem: given a rectilinear packing outline, enclose it with minimum 
bounding rectangle and cut the resulting figure into rectangles such that there exists 
 a sequence-pair which codes such obtained placement. Known algorithm starts with 
an optimal solution of the classical dissection problem, which, however, often cannot 
be represented with sequence-pair representation. Therefore, in the second stage, an 
iterative algorithm that, by performing additional cuts of some rectangles, produces 
a sp-dissection is applied. In the Chapter 31 a counter example is given, showing that 
known two-phase approach cannot lead to an optimal sp-dissection – a single-phase 
sp-dissection algorithm is needed. The several properties of optimal sp-dissection 
problem solution are presented which can lead to an efficient algorithm solving the 
SP-dissection problem in single-phase. 
 

 
Wrocław, September 2011 

Jerzy Świątek 
 





PART 1

DATA MINING SUPPORT  
AND EXPERT SYSTEMS 

 





MST, currencies,  
correlation coefficient 

Anna KIŁYK*, Zofia WILIMOWSKA * 

MINIMAL SPANNING TREE OF THE FOREIGN 
EXCHANGE MARKET (FOREX) 

This work presents one of the methods derived from graph theory, which is named Minimal 
Spanning Tree (MST). This method is using correlations to calculate distance between pairs of values 
to show there connection. To present MST effectiveness currencies of several countries were investi-
gates. Data used in this work can be divided into two groups: expressed by PLN or expressed 
by EUR. This approach allows to see not only simple currency dependencies, but can also show eco-
nomic and political connections. 

In addition, quoted method can be also very helpful for the companies operating on the global 
markets. The information, which one can obtain from analysis of those method, can help with impor-
tant decision-making processes [5]. One should remember that MST method doesn’t give a definite 
answer, but merely “indicates” possible solutions by describing dependencies between markets. 

1. INTRODUCTION 

Normal operation of the company is often associated with making financial deci-
sion burdened by high risk (import/export of goods and services where there are for-
eign currency account, tangible investments, equity investment, etc.). In order to over-
come those problems they are looking into a variety of methods that might minimize 
the actual risk by any means available.  

The basis of a “good” investment is analyzing the financial market. This analysis of 
the relationships between pair of shares, currency or other values can help investors 
with making investment decisions. Literature studies on this subject clearly show how 
important and difficult is the presented problem, and how many different  methods can 
be created [ 2, 3, 5, 7, 8, 9, 10, 12]. One of them, which is using the relationships be-
 __________  

* Wrocław University of Technology, Institute of Industrial Engineering and Management, Smolu-
chowskiego 25, 50-372 Wrocław. 
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tween analyzed values (time series) as its most important variable, is the Minimal 
Spanning Tree (MST) graphs – one of the network programming methods. This me-
thod is simple but sometimes results obtained from it, can show an invisible depen-
dency between analyzed values.  

The main problem, which has been described in this work, is to identify an easy 
method that can be very helpful with making financial decisions. This problem is very 
widespread and affects all companies operating on the basis of barter (one currency 
exchanged to a different currency of another country to buy/sell a product, etc.). 
The questions which are raised when tackling these problems (when, which and how 
much foreign currency to buy) can make the decision more difficult. That's why in-
formation from MST analysis, which shows the correlations between currencies 
can make decision easier (as knowledge about the correlation will provide additional 
information about possible behavior of the analyzed object).   

2. HOW TO BUILD GRAPH 

To use MST one should create a time series of a financial value like currency price, 
their returns or exchange ratios expressed in terms of the base currency. It should be 
noted that the final graph is dependent on the base currency – thus a different base 
currency may yield a different tree (showing the problem from a different perspec-
tive). This time series is represented by a set of data points t=i 1,2,..., , where t  is the 
time span of the analysis (this also represents the number of data points). Since it is 
ordered series, one can interpret is as a “currency vector” ( )iRα  for value α . Analyz-
ing the foreign exchange market one has N  time series representing the quoted values 
(for example: in Poland one has 36=N ). When the data is ready, the next step is to 
calculate the distance between two currency vectors. To do this one uses equation 
(eq.1):  

 ( ) ( ) ( )( ) ( ) ( )iRiR=iR,iRdid βαβααβ −≡  (1) 

where: 
i  – time steps  ( )t=i 1,2,...,  

( )idαβ  – distance between currency α  and currency β  at time i , 

( )iRα  – currency vector of α  at time i . 
And to show distance between two currencies one can calculate the sum of all time 

series distance (eq. 2): 
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 ( ) ( )∑ −
t

=i
βααβ iRiR=d

1

 (2) 

This equation (eq. 2) requires some simplification to calculate it in a straight- 
forward way. To do that one should explicitly write the vector's norm in Euclidean 
space i.e.: raise the elements to the second power, and take its square root and thus 
calculate the squared difference of the vectors (eq. 3). 

 ( ) ( )( ) 2
1

2
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−∑

i
βααβ iRiR=d  (3) 

 ( ) ( ) ( ) ( ) 2
1

2R
22

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎥⎦
⎤

⎢⎣
⎡ −∑

i
βαβααβ iRiiR+iR=d  (4) 

Because vectors R  are normalized (eq. 5) (the two first elements of the sum yield a 
1) formula for the correlation coefficient of two values αβC  is given by (eq. 6): 

 12 =R
i
∑  (5) 

 αβ
i

βα C=RR∑  (6) 

Now, one can obtain the final formula for the distance between vectors (eq. 7), 
which is also the “distance” between analysis currencies. As it can be seen the distance 
between items is dependent only on the correlation coefficient which means it can be 
calculated in an easily and quickly. 

 ( )αβαβ C=d −12  (7) 

When talking about distance vectors, one should mention three of their properties. 
Firstly, the distance between a vector and itself is equal zero (eq. 8): 
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 0=dαα  (8) 

The next property states that order in which the vectors are taken doesn’t affect 
their distance (eq. 9). This fact was visible in (eq. 1), where the distance was defined 
in terms of a modulus: 

 βααβ d=d  (9) 

The last property, which is shown in the next equation (eq. 10), describes relations 
between three different vectors. This is a representation of a very general property 
of all metrics - subadditivity. In simple 2D space (which is the case here) this the 
well known triangle inequality: 

 γβαγαβ d+dd ≤  (10) 

Now, with all the needed information, one can create a MST graph for all investi-
gated currencies. First, one should create a distance matrix for all currencies. This 
matrix is composed of distances between every pair of currencies. Next one should 
look for a pair of vectors which have the smallest distance between them. This effec-
tively means looking for the smallest value of αβd . Moreover it should be noted that 
the smallest value of distance means that correlation coefficient is the biggest 
of all pairs. This in turn, means that the elements that are closest to each other 
are more strongly interconnected (highly correlated). With an ordered list of them, one 
connects consecutive values to create a graph. 

3. DESCRIPTION OF THE PROPOSED APPROACH 

Using this method one can investigate the foreign currency exchange market 
(FOREX) which is the biggest financial market associating currencies from all over 
the word. Because of the world time difference FOREX is operating from 11 p.m. 
(Sunday) to 10 p.m. (Friday) – Central European Time. The quoted currencies 
are presented in relation to base currency: currency of the country in which they 
are noted [14]. 
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The main goal of this research is to present the usefulness of the MST method. 
To achieve this, two sets of calculations were performed: one with selection of PLN 
(Polski Zloty) as the base currency and the second with EUR (Euro) as the base. 
The first group of Polish based currencies was composed of 34 items i.e.: ADU, EUR, 
HUF, CZK, ZAR, RUB, LTL, LVL, HKD, XDR, USD, SEK, NOK, JYP, GBP, DKK, 
EKK, CHF, CAD, RON, BGN, TRY, THB, SGD, PHP, MZD, CNY, IDR, HRK, ISK, 
KRW, MYR, MXN, BRL. 

The second group of Euro base currency consisted of 29 items: ADU, PLN, HUF, 
CZK, ZAR, RUB, HKD, XDR, USD, SEK, NOK, JYP, GBP, DKK, CAD, RON, 
BGN, TRY, SGD, PHP, NZD, CNY, IDR, ISK, KRW, MYR, MXN, BRL, HRK 
(the time span of the analysis of both sets is the same: from 05.01.1999 
to 03.12.2010). Thanks to having more than one graph one can look for relations 
which are constant for both base currencies and thus represent a strong and lasting 
bond. 

4. ANALYSIS OF RESULTS 

Before graphs of the trees will be shown, one should present the basic rules of how 
to create a graph. At first, one should declare a variable – in this work we select this 
variable in the form of currency returns. Next, one should know that introducing links 
between already connected nodes of the Minimal Spanning Tree is forbidden – loops 
cannot exist. That’s why the last rule states that the number of currency ( N ) must 
be larger than the number of links ( A ) in the graph (eq. 11): 

 N<A  (11) 

Now when all rules presented, using equation 7, one can calculate the distances be-
tween all currencies. Furthermore one can be see that the highest correlations are pro-
ducing the smallest distances. 

Figure 1 show the MST for a group of currencies, with the base set in PLN. There 
are two currencies, which are often combined with other items (they create a cluster). 
The most connected currency is the SGD (Singapore dollar), which has 7 currencies 
joined to it. It’s also worth noting that the main currencies of Asia are grouped togeth-
er (China – CNY, Singapore – SGD, Thailand – THB, Japan – JYP, Hong Kong – 
HKD, Korea S. – KRW, Philippines – PHP, Indonesia – IDR, and Malaysia – MYR). 
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Fig. 1. MST for Polish based currencies 

It also should be emphasized that the relatively small distances between Asian cur-
rency vectors (which indicates high rates of correlation for individual prices). This 
is shown more accurately in Table 1.  

Table 1. The distance between pair of Asian currencies 

Pair of currencies Distance between 
CNY – HKD  0,08 
THB – CNY 0,11 
SGD – MYR  0,13 
JYP – CNY 0,19 
HDK – PHP  0,25 
CNY – SGD 0,26 
IDR – SGD   0,38 
PHP – KRW  0,54 
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Thanks to the Table 1 one can easily notice that there are only two Asian curren-
cies that have a fairly large distance (Indonesia (IDR), Korea S. (KRW)) to other 
Asian markets, however these distances are still much smaller then the distances be-
tween those two and the other world currencies.  

It's also na interesting fact, that the shortest distance vectors have the European cur-
rencies linked to the EURO (Bulgarian Lev (BGN), Lithuanian Litas (LTL), Danish 
Krone (DKK), Estonian Kroon (EEK), Croatian Kuns (HRK)) – Table 2.  

Table 2. The distance between pair of currencies with EURO 

Pair of currencies Distance between them 
EUR – BGN 0,0002 
EUR – LTL 0,0003 
EUR – EEK 0,0017 
EUR – DKK 0,0071 
EUR – HRK 0,0137 

 
With such small distances between those currencies, the correlation coefficient will 

be assumed to be close to value of 1. It's mean that those five currencies 
will be behave like the Euro trading.  

 Similar situation one can be observed in case of European markets. Most 
of the currencies are holding with Euro or with currencies which are related to it. But 
there are also four exceptions from this “rules” in form: GBP (United Kingdom), RUB 
(Russia), NZD (New Zealand) and TRY (Turkey). The first three currencies 
are grouped with SGD (Singapore), with is the one of the most developed country in 
the region. Turkey on the other hand is strongly related to neither SGD (Singapore) 
nor EUR. 

Looking at American currencies, one can see a quite different situation. The cur-
rencies of the United States of America (USA) and Canada (CAD) are “attached” to 
the one of the biggest Asia currencies like HKD (Croatia) and SGD (Singapore). The 
position of USA is interesting because previous research show that this currency 
should be in a central node of the graph [4]. This situation can be caused by the con-
tinuing instability of the world market.  

The second graph is presenting Euro based currencies and it’s more scattered then 
the first MST. On this figure one can see four major currencies: XDR (Special Draw-
ing Rights1), PHP (Philippines), MXN (Mexico), and RON (Romania). 

As previously, Asian currencies are keeping together. The components of the other 
markets are scattered, but one can see some links important between them. It is more 

 __________  
1  XDR is the international unit of account, existing only in the form of journal entries, which is the 

currency basket (XDR = 44% USD + 34% EUR + 11% JYP + 11% GBP). 
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visible in the European currencies, for example: Norway (NOK), Sweden (SEK), 
Denmark (DKK) and: Turkey (TRY), Romania (ROM), Bulgaria (BGN), Russian 
Federation (RUB) and Island (ISK). 

 

 
Fig. 2. MST for Euro based currencies 

Looking at this graph (Graph 2) one can see that the currency of USA (USD), 
as in a graph 1, is associated with a group of Asian markets by a link with XDR (Spe-
cial Drawing Rights). The same situation can be observed for Canada (CAD) and 
Mexico (MXN). It is also interesting that Polish currency (PLN) is connected with 
South Africa (ZAR) – through Hungary (HUF).  

As in the previous case (graph 1), the distances between Asian currencies are small 
and therefore highly correlated. But in this case (graph 2) one can not distinguish 
a single currency closely connected with others (like in the case of graph 1 – Euro), 
only several different currencies pair which are close to each other. 

 



Minimal Spanning Tree of the Foreign Exchange Market (FOREX) 25

5. CONCLUSIONS 

This method clearly show that the Asian market is strongly interconnected. This 
situation can be a result of good economic policy and growing demands of emerging 
economies. 

Also, in both cases, currency of the USA (USD) is a marginal element, which may 
be caused by the financial crash. In addition, most European currencies are trying 
to keep in a group, which may be seen as a mutual dependence in the spheres of eco-
nomics, politics, etc. 

Graph theory (from which MST is derived) has been used in studies of economic 
phenomena for several years. The MST is a model, which can be use in all fields 
of economics: currencies, shares [1, 6, 13], gemstones prices. It can be used for analy-
sis and prediction of asset behavior.  
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EXPERT SYSTEM 
FOR VISUAL ADVERTISING DESIGN  

In recent decades, artificial intelligence research has provided new tools and techniques for mar-
keting specialists. These tools, when combined with problem-solving knowledge from a specific do-
main, can be used to create expert systems. This methodology is most applicable in semi-structured 
problem domains where the key relationships are logical rather than numerical and problem-solving 
knowledge is incomplete. Such typical problem in marketing is an advertising design, mostly in area 
of its visual concept and form. In this chapter, we describe an application of expert system techniques 
to the development of a system that can assist advertisers of consumer products in the process of ad-
vertising design. The main goal was to create a complete system which produces newspaper adver-
tisement, with fully customized elements such as texts and pictures. An expert system is employed at 
the stage of designing the layout, selecting colors, images and other graphical forms by analyzing the 
advertising category, target consumers, advertized product or service. Its knowledge base is estab-
lished on the analysis of current advertising campaigns observed in the newspapers. The system's 
rules were created using the RETE algorithm, while the implementation was done using Drools en-
gine. Presented application, developed using Java, can be used by advertizing professionals as well as 
clients of the advertising agencies. 

1. INTRODUCTION 

1.1. ADVERTISING AS A  DOMAIN OF RESEARCH 

In general, an expert system is a computer program used to solve problems which re-
quire knowledge of an expert in a specific field [7]. It has a specialized knowledge of a 
specific area arranged in such way that it is possible to perform an interactive dialogue 
with a user. In other words, an expert system is an adviser to the user, which helps in 
 __________  

* West Pomeranian University of Technology, Szczecin, Faculty of Computer Science and Informa-
tion Technology, 71-210 Szczecin, ul. Żołnierska 49, e-mail: pforczmanski@wi.zut.edu.pl 
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making specific decisions and explaining the reasoning [8]. By introducing an  expert 
system we can positively affect the credibility and quality of services offered by the 
company. This is of great importance, taking into account the rapidly expanding enter-
prises and increasing competitiveness in the market. Expert systems allow for quick de-
livery of personalized information, thus they are highly appreciated by many customers 
[6]. For this reason, there can be seen growing application of expert systems in different 
areas of life, for example, in medicine, administration and financial sector. 

In this chapter we would like to answer the question – is it possible to create an expert 
system for such an unpredictable field like advertising? Can this type of computer sys-
tem be adapted for commercial use? 

Advertising is an important part of modern free market economy. It is a tool for 
communication between companies and consumers. The opinion that the first impression 
is the most important is crucial also the case for advertising. Hence it is worth to invest 
more in the visually appealing, full of juicy color and energy, professionally done adver-
tising materials. It is very important to send a clear message, but the most important is to 
accurately hit the tastes of consumers in the sense of visual representation of emotions. 
Advertising has its own rules and it is not easy to create campaigns that will not only 
attract attention of potential customers, but also trigger a desire to purchase goods. Often, 
it is difficult to achieve a compromise between the idea of advertising agency and the 
agency's customer. In such situations it may be helpful to introduce a tool which will 
guide the creative team thorough the whole process of advertising design, and explain to 
the customer why a particular element, like font family or color was used, based on 
knowledge of the experts. 

The chapter is organized as follows. First, we focus on a method for creating a know-
ledge base and knowledge representation, as well as methods of reasoning and search 
strategy in the aspect of creating visual advertising. Then we present the initial assump-
tions and implementation of the expert system, which relies on the analysis of advertis-
ing materials taken from various newspapers. Finally we present a description of the 
program, including user interface and functional characteristics, as well as several tests 
that were carried out in the environment of specialists in advertising. 

1.2. CHARACTERISTICS OF EXPERT SYSTEMS 

An expert system (rule-based program) belongs to one of the areas of artificial intelli-
gence described by Feigenbaum as "applied artificial intelligence". Such systems are 
employed mainly to solve problems, in which it is necessary to have an expert knowl-
edge in the very narrow domain. Their very distinguishable feature is the separation of 
knowledge from the rest of the application. Expert systems are closely linked with 
knowledge engineering [4] (i.e. knowledge acquisition and processing), which is consid-
ered one of the most promising areas of science [7]. Expert System is defined in many 
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ways, among others as a computer program applied to solve the problem like specialist, 
consisting of a base of knowledge and system of reasoning [8] or a program used to 
process knowledge, not data [6] or a program created to perform complex tasks as good 
as an expert in the same field [7]. 

Most of the definitions emphasize the role of an expert and the separation of knowl-
edge from other parts of the system [1],[8]. Basic expert system consists of three compo-
nents [1],[5],[6],[8]: 

• Knowledge Base which is a collection of facts and rules containing knowledge 
needed to answer questions passed by the user. Knowledge can be stored in a de-
clarative (Rules and facts) or procedural (procedures and functions) form. 

• Inference module (controller argument) that contains information about how to 
solve the problem on the basis of the knowledge base and data from the user. It is 
responsible for finding relevant data in the knowledge database and making a de-
cision on their basis. 

• Interface for communication with the user. It provides a user with an input and 
output of data. 

In the developed application we employed Drools engine [2] for the implementation 
of rule-based expert system, since it allows declarative programming and is very flexible. 
It is a business rule management system (BRMS) with a forward chaining inference 
based rules engine, using an enhanced implementation of the RETE algorithm [3]. Sam-
ple rule declared using Drools is presented below: 

 
rule "Motoryzacja" \\ rule's name 
agenda-group "init" \\ group definition 
dialect "java" 
when 
 \\condition 
 c : Company( domain == "Motoryzacja" ) 
then 
 \\action 
 jTextPane1.setText(tipsTexts.getMotoryzacja()); 
\\which group of rules should be checked 
drools.setFocus( "klient" ); 
end 

2. SUPPORTING EXPERT SYSTEM  

2.1. DEFINITION OF A PROBLEM 

Creating an advertisement is a complex process which requires an adequate knowl-
edge. It is also largely dependent on the decisions of people, who sometimes can not en-
ter into the role of agency’s clients, but also do not have a primary knowledge needed to 
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create visual advertisements. The agency is often trying to reconcile the requirements of 
the market and customer requirements. Creating an advertisement that not only is ac-
cepted by the customer, but also increases the sale of the product is a challenging task. If 
one of above conditions is not realized, the advertisement will not be published and the 
whole campaign will fail. Both situations are unfavourable, especially for an advertising 
agency, because dissatisfied customer can not only apply for reimbursement, but also 
effectively spoil the opinion of the agency and discourage new customers. Hence the 
idea to create a tool for an advertising agency that should support a customer during the 
process of creating advertisement, selecting the most optimal solutions related to visual 
details and consumer preferences. 

Of course, the use of such a system, for the purposes of advertising involves some 
risk – in the opinion of most of the experts, the advertisement should be something 
unique, while every system designed by a human, even if has a bit of artificial intelli-
gence, is not able to implement a human creativity in advertising. 

Having in mind above restrictions, a concept of expert system serving as a support for 
both customer and the agency was proposed. Its main features are analysing customer 
needs and requirements in the field of advertisement type, advertised product or service 
and target group, generating visual advertising prototype with adequate explanation of 
elements used and possibility of manual modification of each element. 

Proposed system consists of knowledge base created on a basis of real advertisements 
collected from various newspapers, a collection of sample graphical elements and a user-
friendly interface. 

2.2. VISUAL ADVERTISING ANALYSIS 

In the previous section we defined the problem and concept of a system, which relies 
on the analysis of existing advertisements. In the first stage of creating a knowledge base 
we should decide what information is needed in the process of visual advertisement de-
sign. First of all it is necessary to define the domain of product or service we want to 
advertise. It is a key issue because different products (services) employ different adver-
tising strategies and means. Then it is very important to confine the advertising media in 
order to chose an optimal form. For the purpose of this work we decided to divide the 
analysis into three stages: 

1. Select the media type, restricted to the visual form only: television commercial, 
press advertising, leaflet, poster and billboard; 

2. Identify areas such as automotive or cosmetics, allowing to find relationships be-
tween various advertising schemes and expected results;  

3. In-depth analysis of selected area and medium type. 
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Due to the large amounts of advertising material of many categories, it was possible 
to chose only one type of media and only one area. Because radio and television spots 
are volatile, we decided to focus on physical type such as newspaper advertise-
ments. This type of advertising media occurred to be ideal, since the press is col-
lected by many libraries and is easy to access. Similar advertising media, such as 
leaflets or billboards are also acceptable, however the amount of materials for 
analysis is not so easy to gather.  

Not all categories of products or services are represented in the equal quantity, 
hence a next key problem was selecting the areas, which allowed to find common 
features of advertisements. This phase of research consisted of an analysis of several 
popular Polish magazines (published in 2009), such as Newsweek, Polityka, Wprost 
and Forbes, with dominant advertising coming from the automotive industry (in the 
third issue of Newsweek from 2009, nearly fifty percent of advertisements came 
from this area). 

The analysis made it possible to find analogies between individual advertise-
ments, among others: 

• the main object is the advertised product – a car, 
• the advertisement shows at least four models, clearly signed, 
• an information on the current price or discount which can be obtained is shown, 
• a headline highlights what is unique about the offer, 
• the advertisement encourages to check further information on the web site and/or 

in the exhibition room, 
• a logo is shown and it is located in the lower right corner, 
In other areas of advertised products it is relatively hard to find such common fea-

tures, however it is not impossible to make similar synthetic description. 
The further analysis shown that almost all advertisements could be divided into five 

categories: new financial offer, new models, stock sale of the previous models, boost 
brand awareness, and tax deduction. 

Each category has its own similar features, which is suitable to make a set of 
rules used further by the expert system. Hence, advert of the first category shows 
the car, rarely more than one model. Already in the header it presents financial 
benefits and reveals the price or discount percentage, together with words “price”, 
“savings” and the phrase “longer than” and “credit 0%”. The layouts of such adver-
tisements in most cases look similar. In the category of “new model” it presents a 
picture that illustrates the benefits associated with a new car. What is emphasized is 
the advanced technology, or novelty, e.g. by using sentences like "fuel consumption 
4.5 l/100 km”, “Feel the power” and presents results of various kinds of tests (top-
valued and therefore most often used is a crash test Euro NCAP, especially if the car 
has reached the maximum score of 5 stars). 
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Advertisements assigned to the category of raising awareness of the brand do not 
carry any specific information on prices or features of the car. They remind of the 
existence of the corporation and usually consist of the image of the car, a header and  
a big logo. If the text appears, it is short and compact. Such advertisements use the 
most representative model of car that best captures the spirit of the entire brand. 

The last category is aimed at business customers, namely people who can deduct  
VAT from the price of the car. According to the law, this offer may be related only 
to those models that have truck certification. Such cars come mainly from the higher 
price category, large in size, allowing the transport of various kinds of materials. 
The header contains words “Tax Deduction”. The text includes car prices, before 
and after tax or specific information about its amount. It intentionally shows a few 
models, so the customer has a feeling that he has many possibilities. The more ex-
pensive the car, the greater the amount of the deduction, and thus a more tempting 
offer he gets. 

As it was shown, every advertisement category has its own specific features, not 
only in the field of visual form, but also in the aspect of typical statements and emo-
tional load. All those elements can be grouped and used in the semi-automatic de-
sign of advertisement provide we know its category, the product itself and the target 
group. 

2.3. SYSTEM STRUCTURE 

An application based on a concept presented in the previous sections consists of two 
independent modules: the first one, an expert system, which interviews the user in order 
to propose a general form of advertisement, and the second one is a interactive visual 
editor, which allows users to alter all the elements of proposed advertisement, i.e. modify 
colours, graphical elements, fonts, and edit all texts. In Fig. 1 and Fig. 2 one can observe 
general diagrams for both modules, presenting most important classes. A class Expert-
SystemInit invokes graphical user interface (ExpertSystemGUI) and calls Drools engine 
(RulesParameters) responsible for passing respective objects to the rules engine. We 
employ Drools [2] as it is tailored for Java and allows to match the semantics of the 
problem domain with domain specific languages (DSL) via XML using a schema de-
fined for the problem domain. Since DSLs consist of XML elements and attributes that 
represent the problem domain, the rules for different categories of advertisements are 
passed using adequate descriptions stored in XML files. 

The class Company gathers all the answers given by the user and passes them to the 
initRulesParamteres, responsible for invoking the rules. Another important class is Pos-
terParameters containing all the characteristics of resulting advertisement, i.e. 
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localization of pictures and content of texts, names and folders of the pictures, visibility 
attributes, font family, type and colors as well as page orientation. 

The second module responsible for visual modifications of resulting advertisement 
involves class PosterdDesign. It consists of a control panel and a canvas presenting pre-
view of the advertisement. 

 
 

 

Fig. 1. Classes associated with expert system 
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Fig. 2. Classes associated with visual editor 

At this stage we assume that each advertisement consists of 8 elements: 4 pictures 
and 4 text-fields. Each element has its own panel being a composition of ImagePanel 
and TextPanel. After any modification of any element associated function repaint 
(MainPainting) is invoked, which guarantees high interactivity of the system. Class 
MainPainting allows also to save or print the advertisement. 
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3. IMPLEMENTATION 

The system was implemented using Java and Drools package. It was motivated by the 
need of cross-platform compatibility and free nature of the final product. For the purpose 
of research we created a database containing over 400 objects: backgrounds (30), logo-
types (8), images of cars (322 with and 102 without background) of 8 car brands, used to 
produce a final advertisement. 

The system is initialized with a dialog presenting five questions from the expert sys-
tem. They are related to the area of advertised product,  type of client, type of commer-
cial, car brand, and car model. After filling the form, the system presents a textual de-
scription of proposed advertisement, and goes to the resulting visual form. 

The visual editor presents a preview of the advertisement created using rules from the 
expert system. As it can be seen in Fig. 3, thanks to the standardized form, the system is 
very easy to operate even by the non-specialists. 

 

 

Fig. 3. Visual editor with resulting advertisement generated on a basis of user's answers 
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4. SUMAMRY 

In this chapter we presented a concept of an expert system supporting advertising 
professionals and clients of the advertising agencies in the process of creating visual ad-
vertising materials. It supports rules created on a basis of investigations involving several 
Polish newspapers and several areas of products and services. In the practical part we 
focused on the automotive industry and advertisements of cars. During experiments the 
developed system was used to create different advertisement for different target groups 
of customers and was tested by five professionals from the advertising agencies. It was 
rated very good, as a tool that can dramatically reduce the time and cost of preparing the 
visual advertising campaign. 

The future research will be focused on the implementation of such system for  
a different types of commercials, i.e. radio spots and internet banners, as well as different 
areas of advertising. 
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DECISION PROCESSES MODELING  
IN THE COMMERCIAL FIRM DEVELOPMENT 

STRATEGY FORMATION   

This work presents certain concept of expert system, called STALCOM, which supports man-
agement process in the commercial firm. STALCOM system has been designed to support choosing 
the right grade of steel according to the possibility of using this grade of steel in further processing. 
Fundamental establishments of systems construction, structure and functional description are pre-
sented. Particular attention was paid to knowledge base record taking into account many decisive 
ways for solving the problem introduced to the system. It was tried that the knowledge contained in 
the basis was detailed and confirmed by the knowledge of many experts. This work describe also 
computer implementation and testing of STALCOM system..  

1.  INTRODUCTION  

In the era of information and knowledge, when there is an unlimited access to elec-
tronic information, contrary to common belief the process of making decisions has be-
come more complex. The use of cheap and easily accessible computer techniques to 
solve complex decision problems has turned out to be extremely important. 

Making decisions is an act of choosing one option (direction) of action out of a given 
set. This choice can be made based on a specific course of action which leads to finding 
the most advantageous (optimal) alternative. Intelligent informatics systems, such as 
expert systems play an important role in the process of supporting the decision-making 
process [2, 3, 5, 6, 7, 9, 10]. 

 __________  
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Expert systems play a big role in informatics and they are used widely in many fields. 
They are successfully used as diagnostic, consulting, forecasting, classification and mon-
itoring systems [1, 4, 11, 12]. 

The advantages of expert systems became an inspiration to design and implement the 
expert system called STALCOM as a response to needs of companies which produce 
industrial equipment and investment goods using steel. STALCOM system has been 
designed to support choosing the right grade of steel according to the possibility of using 
this grade of steel in further processing. The expertise will be based on the percent chem-
ical composition of steel and the amount of contamination in it. After completing the 
expertise, STALCOM system explains the reason for the decision and the way of han-
dling the steel as well as indicates the possible options of using the investigated grade of 
steel in further processing. 

2.  ASSUMPTIONS AND OBJECTIVES OF BUILDING STALCOM SYSTEM 

The objective of building STALCOM system is to support the process of choosing  
a grade of steel and the estimation of possible ways of processing (welding, rolling, ni-
triding) in accordance to the percent composition of the given grade of steel. The percent 
composition of elements in the given grade of steel influences the plastic characteristics, 
hardness and fineness of the steel structure. STALCOM system is to determine the poss-
ible ways of processing the grade of steel and putting this system into practice may be of 
great help to welders. 

STALCOM system has been designed to support the production process in services 
& trade companies which utilize steel, specifically detailed planning of steel processing. 
A welder who is a user of the system, at first determines the grade of steel that will be 
processed and when obtaining the STALCOM system expertise can take action without 
damaging the internal steel structure. 

It has been assumed that STALCOM expertise system must meet the following re-
quirements: 

• be a tool which makes the process of designing and choosing the right grade of 
steel for technicians in a company easier which would allow to make the time 
needed to produce the ready-made goods shorter, 

• the use of a language specific for experts of materials science. With regard to the 
working environment, the system must use the same language as the one used in 
technical descriptions and specifications, 

• provide the possibility of adding new grades of steel along with substitutes to da-
tabase, which as a result may make finding the right materials for production of 
ready-made goods easier, 



Decision Processes Modeling In The Commercial Firm Development Strategy Formation 39

• have a user-friendly interface with an attractive layout which is to interest users, 
but not to tire and make the work harder, 

• be easy to use even for people who do not use computers nor the Internet on a dai-
ly basis, 

• be ready to explain the decisions, 
• be easily extendable and  have the possibility of updating  rules and facts included 

in the database. 

3.  CONSTRUCTION OF THE STALCOM SYSTEM 

In this point, there will be a description of the IT environment use to implement 
STALCOM system and as well as the basic modules that make up this system. 

 
3.1.  PROGRAMMING ENVIRONMENT 

The .NET platform and WPF (Windows Presentation Foundation) have been used 
to implement the STALCOM system, which allows the programmer to control in an 
unprecedented way the look and content of the dialogue boxes. Microsoft Visual Stu-
dio 2008 [8] editor and the SQL database have been used, there the information about 
grades of  steel, their percent composition and available substitutes are stored. The 
system was designed and implemented using the C # programming language in ver-
sion 3.0 and its distinctive new features such as LINQ to SQL, which make it possible 
to import the SQL database, all queries, views, stored procedures, etc. and use them as 
objects and methods. 

 
3.2.  GATHERING KNOWLEDGE AND FORMALIZATION OF DATA 

After analyzing the issues and identifying the assumptions, the process of gathering 
knowledge in the field of materials science began. After collecting up-to-date offers of 
the largest suppliers of steel in Poland, the analysis was carried out. The rules used to 
classify and estimate properties of the grade of steel were designed. 

After gathering all the information the base of rules that steel must meet in order to 
be admitted to the process of production of individual products was designed. The 
listing of steel according to these standards is a table stal_gatunek of dbstal1 database. 
The following data has been entered in the successive fields: 

• stalID, which is the identifier of steel, introduced for the implementation, 
• listing of steel designations by Polish and international standards, which can be 

considered as substitutes on the Polish market, 
• skladID,  which is the identifier associated with the chemical composition table.  
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Each of the presented designation of steel has its own unique chemical composition, 
which is presented in a skladchem table in a dbstal1 database, which is related with 
stal_gatunek, where the following data was entered in the successive fields: 

• skladID, which is the identifier of the percent composition of the various elements 
introduced for the purpose of implementation, 

• listing of the percent composition of  various elements in a given grade of steel. 
 

3.3.  USER 

User expectations of STALCOM system are as follows: 
• a large number of grades of steel must be accessible, from which a proper grade of 

steel will be chosen and the expertise will be conducted. Listing of grades of steel 
must also take into consideration the designation of steel used by their suppliers, 

• expertise should be conducted in accordance with the existing standards in Pol-
and, 

• user can enter new grades of steel into a database, 
• the result of expertise should be provided quickly in an appropriate window. 
 

3.4.  USER INTERFACE 

The user interface has been designed in a transparent manner and XAML language 
has been used for implementation, and more specifically speaking, a WPF application 
window. SQL database has been used as the knowledge base. In connection with the 
platform.NET and C #programming language, it provides easy access to the know-
ledge contained therein. 

Deployment of options in the user interface has been designed in a logical way and 
graphical interface is very intuitive. Actions, such as adding grades of steel to the 
knowledge base, editing and deleting them follow the schemes which work successful-
ly in many well-known applications. The process of designing this type of application, 
i.e. intended for companies supporting the production process should be guided by the 
principle of avoiding bright colors and ensuring a clean and simple look. 

Inference is based on the contents of the knowledge base, thanks to which the con-
tact of the system with the user is limited to the minimum, which is designed to ensure 
that working with the system does not become inconvenient. At any time an employee 
can check the possibility of welding, hardening or nitriding any given grade of steel, 
which significantly facilitates the work in the company. The system, instead of ques-
tioning, asks the user to select the grade of steel that he is interested in to carry out the 
expertise. After its completion the results are displayed in the dialogue box. 

 
The support in choosing the grade of steel used in further processing was carried 

out based on the characteristics of the specific grade of steel (e.g. structural steel). 
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A part of this activity might only be a set of options (options of the user to select cer-
tain criteria) according to set requirements. The employee may specify what opera-
tions he will want to perform, the environmental conditions to which the steel will be 
exposed and a final destination of the steel product. Multiple choices are possible in 
this regard. After pressing the button a specific grade of steel which meets the selected 
criteria will be displayed. 

 
3.5.  DATABASE 

SQL Server database of the program is a place from where a set of rules needed for 
expertise is taken. The database is divided into two parts: a table of grades of steel and 
a table of their percent composition. To maintain the relation between the grade and 
the chemical composition of the steel, the relation between the two tables in the form 
of the relation FK (foreign key) has been introduced. Since LINQ to SQL allows you 
to use not only the SQL language, but also the views stored in the database. One of 
these views is applied in this case. Two tables: stal_gatunek and skladchem create 
MateriałyAll table, introduced for the implementation purposes for viewing or down-
loading the chemical composition of grade of steel. 

It is possible for a user to add, delete and edit records that are used as the fact base, 
using the appropriate options in the user interface. In the form, after adding the content 
of the records, firstly the content from the skladchem table is added and then from the 
stal_gatunek. This allows to obtain SkladID, which is generated automatically when 
content is added. Then the same, previously generated SkladID is downloaded and it is 
entered in the record of the same name in the table sklad_gatunek.. This preserves the 
relation between the composition and the grade of steel. The price of the grade of steel 
has been skipped intentionally because it is a matter of individual suppliers of steel 
and is negotiated depending on the customer and the quantity of steel that is ordered. 

 
3.6.  KNOWLEDGE BASE 

The knowledge base expert system STALCOM contains information about the so-
called acquired knowledge. This is the kind of knowledge which is gained over time 
by learning and reasoning. As mentioned earlier, the inference only skladchem tables 
used, containing information about the percent composition of elements in a given grade 
of steel. Stal_gatunek  table serves only to identify which grade of steel meets the se-
lected criteria. This is the most important part of the knowledge base, without which 
reaching the appropriate conclusions would not be possible. These are the information 
based on which the system will be able to choose the appropriate grade of steel. 

The way of writing down the rules in the knowledge base STALCOM system va-
ries depending on the choice of inference. The user has a choice of two options: 

• Expertise – the user selecting this option the STALCOM system will be asked to 
select one grade of steel, upon which the expertise will be carried out. In this op-
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tion more rules for inference will be used and the expertise will be more accurate 
because there is no need to isolate individual characteristics, operation and use of 
steel. An employee in this option will only check whether the selected grade of 
steel is suitable for further processing. 

• Selection – after selecting this option, the user will be moved to the dialogue box 
and will be asked to select the operations that will be performed on the selected 
grade of steel (welding, rolling, nitriding). The user will also need to determine 
atmospheric conditions under which the steel will be used (seasonal conditions, 
high temperature, low temperature, high pressure, moisture). Eventually the user 
will be able to choose the purpose of the steel with options such as tools, pipes, 
kettles, structures, casings, drills, bearings. Isolating individual properties is re-
quired(e.g. acid resistance is characterized by high levels of chromium in the 
chemical composition), but inference is not so obvious for all the properties. In the 
chemical composition fields it is required to enter floating point values specific for 
grade of steel markings on all descriptions provided by suppliers of steel in Pol-
and. 

 
3.7.  INFERENCE PROCEDURES 

During conducting the exercise, STALCOM system asks us to choose the grade of 
steel we are interested in at the beginning and after pressing a button the expertise will 
be conducted based on the chemical composition of the selected grade of steel. This 
will be an immediate process(without asking specific questions). We learn at first, 
whether the selected grade of steel is alloyed or unalloyed. It is an essential categoriza-
tion, because all further conclusions are made based on this information. 

The next step is to calculate the factor, which allows determining the weldability of 
the grade of steel. Weldability is calculated immediately after pressing a button in 
Expertise and Choice type of reasoning. If the option to find the appropriate grade of 
steel is chosen, only selecting the fields of interest to us is needed (operations per-
formed, the conditions of use, destination), then the grades of steel meeting the se-
lected criteria will be displayed in the table. 

 
 

3.8.  STRUCTURE OF STALCOM PROGRAM 

STALCOM expert system serves as a support in choosing the accurate grade of 
steel and in obtaining then expertise based on the chemical composition stored in  
a knowledge base. The overall goal is to choose the grade of steel, according to the 
criteria selected by the user. The system examines specific grades of steel which meet 
the European Union standards, gives a detailed list of uses for a specified grade of 
steel and the ways to manipulate the selected grade of steel, without affecting its prop-
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erties. The system is designed for heavy industry workers, namely welding techni-
cians, who use a professional language specific for materials science. 

STALCOM system consists of two components: SystemEkspertowy and System-
Materialy, which inherit objects from each other. The tasks of these components are as 
follows: 

• SystemMaterialy – provides support for database, that is dbstal1.mdf file and 
Microsoft SQL Server provides a connection to the database Component Sys-
temMaterialy also includes an  Admin.cs class, where the procedures for adding, 
editing and deleting items to the database are described. Da-neMateriały.dbml 
procedure is another important component, which is generated by LINQ to SQL. 
It is here where the databases are really declared. 

• SystemEkspertowy – this is the main part of the program, which inherits from 
SystemMaterialy. It runs STALCOM program. There is a main menu and the 
declarations of all dialogue boxes. The dialogue boxes view is implemented us-
ing XAML. 

4.  COMPUTER IMPLEMENTATION OF STALCOM SYSTEM 

STALCOM expert system has been implemented as a program of the same name in C 
# using Visual Studio 2008 of Microsoft, MSDNAA license. STALCOM system as a 
tool to carry out the expertise consists of two parts: the application and the SQL data-
base, which task is to collect data in the knowledge base. The application process is de-
pendent on the knowledge base, where there is a set of facts and rules necessary to carry 
out the expertise. The function of database server is carried out by Microsoft SQL Server 
2005. 

For proper functioning of the application, installing the following tools is required: 
• .NET Framework version 3.5 or later (for PCs equipped with Windows XP SP2 or 

later), 
•  .NET Compact Framework version 3.5 or later SP2 (for mobile phones, PDAs 

equipped with Windows Mobile operating system), 
• Microsoft SQL Server version 2005 or later. 
Main Menu of STALCOM system, using which the user will use all application func-

tions (such as adding new facts to the database, displaying database content, editing and 
deleting content), is declared in STALCOM.xaml. Immediately after running the Syste-
mEkspertowy.exe file a dialog box launches. 

In the beginning, our attention is drawn to simple and transparent window content. In 
the centre of the screen we will find a button titled “Start Expertise”. This button invokes 
the occurrence declared in “btnEkspertyza_Click”. However, before the main function of 
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the program is described, let's look at other options of StlXpert system. These options 
can be found in the menu bar. 

When you move the mouse cursor on the menu bar “View”, a tab with available op-
tions displaying the content of the database is shown (a grades of steel, and chemical 
composition table). After pressing the first option, that is, “View Resources” you will be 
transferred to the WPF dialogue box, which is called “PokazMaterialy”. Here you can 
see the headers and a list of all records in the table. The “Show Chemical Composition” 
button shows the contents of the skladchem table, which for being similar to this option 
is skipped in this part of description. 

After selecting the second option in the menu bar “View”, entitled “Show Materials 
and Chemical Composition”, the user sees the result of a SQL query, which, thanks to 
LINQ to SQL is used as an object of MaterialyAll during compilation, as well as tables 
in the database. 

An output of this query is creating a view in SQL language, wherein the records of 
each grade of steel are assigned to each other. Thanks to this, in the inference part, only 
the grades of steels with IDs assigned to each composition SkladID are taken into ac-
count. This allows avoiding a situation in which during inference a grade of steel with no 
assigned composition is taken into account. 

The Expertise using the STALCOM program can be launched by pressing the “Start 
Expertise button. In the dialog box our attention is drawn to two buttons: “Choose from 
Materials” and “Adjust Steel”. 

The “Select Content” button  means an inference based on selecting one item from a 
list of grades of steel and pressing a button. The Expertise will be carried out on the basis 
of chemical composition selected of the grade of steel selected by the user. On the basis 
of a set of rules a steel categorization will be made. The system gives a general descrip-
tion of the selected type of steel, its destination and possible operations which can be 
performed on this grade of steel. Almost immediately a window with the final expertise 
opens. The window shows the text box type RichTextField from which you can freely 
copy the highlighted section of text by pressing Ctrl + C. The STALCOM Expertise 
appears precisely in this field. 

When invoking the “Choose from Materials” it is necessary to pre-select the grade of 
steel of interest, which is to be investigated. And when you do not make the choice be-
fore pressing the button, you will be informed about this in the dialogue box. After fi-
nishing working with the program a STALCOM system expertise is displayed in  
a transparent way. 

The “Adjust Steel” button means the inference based on all the elements in the know-
ledge base, with assigned chemical compositions. In reality this means reasoning back-
wards, resulting in searching the fact base for selected properties of the steel. By pressing 
the “Adjust Steel”, the user will be asked to enter the properties of steel of interest. It is 
possible to make a multiple choice, thus there is a big number of choices. However, it is 
recommended to add the maximum number of grades of steel to the knowledge base, 
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since the set of proper chemical composition can become really small. After unchecking 
the properties of steel press “Adjust” so that the grades of steel which meet the require-
ments indicated in the form appear at the bottom of the screen. 

5.  TESTING THE STALCOM SYSTEM 

STALCOM expert system has been run on two operational systems: Windows XP 
Service Pack 2 32bit and  Windows 7 64bit, so you can check whether the system will 
work properly on the operating system with 64-bit architecture. It turned out to be neces-
sary to install .NET Framework version 3.5 (on Windows XP), Windows 7 has .NET 
Framework installed by default. 

The purpose of testing the system was to detect and correct errors in the program and 
get rid of needless lines of code. Most of the testing took place already during the pre-
compile when designing in Visual Studio 2008. It was also necessary to make sure that 
one part of the program was not dependent on another, and more specifically speaking, 
the so-called “dependent variables”. In order to ensure a correct display of information it 
was ensured that all modifications in the database (such as adding, editing and deleting 
records / facts) are actually changed in the database. 

The correctness of inference has also been tested, on the basis of 10 grades of steel 
downloaded from the manufacturer website, they were put into a database and the exper-
tise was carried out. After analyzing the data from the manufacturer description and from 
the process of inference conducted by STALCOM no significant differences have been 
noticed. The program launches after running the SystemEkspertowy.exe file. It is worth 
mentioning that it is not necessary to first run a client-server application for the SQL data-
base, because it is launched automatically when starting the STALCOM expert system. 

6.  SUMMARY 

The STALCOM expert system presented in this chapter is a confirmation of the pos-
sibility of using artificial intelligence methods for practical applications. This system in a 
satisfactory way fulfills the tasks put before him. 

In order to build the system new solutions were used, which will allow to further de-
velop the application in the future. The software used to design an application executed 
on the platform. NET-Visual Studio 2008, building a knowledge base based on the SQL 
Server database and the fact that pre-running the SQL Server application to be able to 
connect to the database is not required are undoubted advantages of the STALCOM 
system. 
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Due to the destination of the application, a simple look was used and the program-
mers were guided by the highest possible functionality. Communication with the data-
base allows for updating the knowledge base of the STALCOM system, and more spe-
cifically a set of facts that are entered by the user when adding a new grade of steel. This 
allows maintaining a fast response time of the expert system. 
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AN INTEGRATED ENVIRONMENT FOR MANAGING 
AND MINING STRUCTURED DATA 

The work presents the current state of the on-going project aimed at development of the modular 
integrated environment MMSD for Managing and Mining Structured Data. The authors proposed a 
unified modeling scheme for a range of structures extracted from original resources and developed 
modules for their transformation into prescribed graph types (directed/undirected, labeled/unlabeled). 
The cohesive representation enables further processing of the structures including the application and 
development of graph mining algorithms. For practical reasons, the modules accomplishing visualiza-
tion and edition of graph models are also provided. This allows, in particular, to draw example graphs 
from scratch and edit them for experimental and research purposes. Other worthy features are: the au-
tomatic coding of graphs in several formats and the ability to generate graphic files for presentation. 
Due to the application of publicly available program components we achieved the relatively high de-
gree of reusability while implementing MMSD. The open architecture enables an easy enhancement 
of system functionalities as well as its potential to cooperate with number of existing structured data 
repositories.  

1. INTRODUCTION 

An important quality of modern information systems is the continuously increasing 
rate of data overcoming the commonly used attribute-value or transaction representa-
tions. Such data is commonly referred to as (semi-)structured because of the highly 
complex and irregular structure, which, in fact, contains a considerable part of its se-
mantics (Fig. 1). The structured data are usually modeled as trees and graphs, and 
commonly used in chemistry, bioinformatics, pattern recognition, Web usage, XML 
documents analysis, software engineering and social processes. 

 __________  
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Fig. 1. The conventional (schema-based) vs. structured data representations; a) a relational attribute 
value table; b) a set of transactions containing items; c) structured data represented by  

XML code and a graph 

The simple set of interrelated nodes, represented in Fig.1c in parallel as XML code 
and as an undirected connected graph, intuitively illustrates the nature of structured 
data and its distinctiveness when compared with schema-based representations. Since 
most of the real-life structured data usually form a complex and expressive data types, 
we need methods for representing such data in databases, as well as techniques and 
tools for manipulating and querying them. Another important issue is the development 
of effective algorithms for mining graphs and trees typically used to model structured 
data.  

The subject of managing and mining graph data was widely studied and outlined in 
[1, 2]. In this work we address the problem of effective preprocessing and modeling 
the structured data stored in existing (e.g. biological) databases and presumed for 
analysis by graph mining algorithms. In general the term of ‘data preprocessing’ refers 
to any operation on „raw” data, performed with the aim of setting up the data for fur-
ther processing (analysis). As applied to conventional data it is a set of operations 
carried out in the early stage of knowledge discovery process typically connected with 
the construction of data warehouse and including: cleaning, integration, transforma-
tion and reduction. Considering only the ‘analytical’ part of the knowledge discovery 
process the time rate spent for data preprocessing is estimated to be about 75%. On the 
other hand the impact of data preprocessing stage on the successful completion of the 
project is approximately the same. Data preprocessing is an issue often ignored in data 
mining community, however, without adequate preparation of data, the return on the 
resources invested in mining is certain to be disappointing. 

The effective preprocessing stage becomes even more important for structured data 
due to the extended abilities to represent semantics (along with attribute values also 
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existing associations and relations may be reflected). Further structured data usually 
forms huge collections often publicly available as global, typically Web accessed, 
databases. Since by its definition the structured data has irregular and complex struc-
ture, some traditional methods of data cleaning, e.g. the operation of reconstruction of 
missing values, are no more valid. In addition there is usually a high probability of 
noise (in many cases data comes from experiments and different sources). In compari-
son to conventional data, the structured data typically has to be modeled by graphs and 
the analytical tasks performing on such data are usually more complex (Fig. 2). 

 

 

Fig. 2. The global knowledge discovery process for conventional and structured data 

As in the case of conventional data types there exists a number of problems in min-
ing structured data. One of the most challenging issues and a focused theme in data 
mining research is frequent pattern mining. One way of formulating the problem for 
graph datasets is that of discovering subgraphs occurring frequently in a given input 
graph dataset. More formally, given a set of graphs D, each of which is an undirected 
labeled graph and a parameter s, such that 0 < s ≤ 1, find all connected, undirected 
graphs, that are subgraphs in at least s|D| of the input graphs. 

 

Fig. 3. Mining frequent subgraphs; a) a graph set; b) the discovered frequent subgraphs  
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The parameter s is usually referred to as minimum support threshold. For the sim-
ple graph database in Fig. 3a and the minimum support threshold set to 0.5 the mining 
procedure resulted with the set of frequent subgraphs shown in Fig. 3b. 

2. SYSTEM CONTEXT AND FUNCTIONALITIES 

The context and overall structure of our integrated environment for managing and 
mining structured data (MMSD) is depicted in Fig. 4. 

 

 

Fig. 4. The context of MMSD 

The MMSD application consists of the metadata describing the structure and or-
ganisation of graph repositories and the number of modules performing the manage-
ment and mining operations on structured data. The metadata reflects the structure of 
the graphs used for modelling as well as the global organisation of the uniquely named 
graph databases and database groups managed by the system. The unified graph struc-
ture provides a flexible way to define and operate with a wide range of graphs. It con-
sists of the three main parts: parameters (graph name, date of creation, graph type, 
colour palette, etc.), vertices (vertex identifier, position, colour, shape etc.) and edges 
(edge identifier, a source and destination vertices, etc.). Each graph is coded as an 
XML document and for efficiency reasons stored in a separate file. 

The graph database is a set of homogeneous graphs. Using the graph databases is 
an effective way to manage a number of graph sets used for analysis. Each graph data-
base is characterized by parameters which prescribe the type of stored graphs (di-
rected/undirected, connected/unconnected, labelled/unlabelled etc.). Another option is 
to arrange the graph databases into database groups. The metadata is stored in the 
separate file which contains the parameters of databases and database groups as well 
as the paths to files describing individual graphs.  

For a range of structures extracted from original data resources we proposed a uni-
fied modeling scheme and developed modules for their transformation into prescribed 
graph types. The cohesive representation enables further processing of the structures 
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including the application and development of graph mining algorithms. For practical 
reasons, the modules accomplishing visualization and edition of graph models are also 
provided. This allows, in particular, to draw example graphs from scratch and edit 
them for experimental and research purposes. Other worthy features are: the automatic 
coding of graphs in several formats and the ability to generate graphic files for presen-
tation. The open architecture enables an easy enhancement of system functionalities as 
well as its potential to cooperate with number of existing structured data repositories. 

3. DESIGN AND IMPLEMENTATION OF MMSD 

The global package diagram in Fig. 5 provides some information concerning the 
MMSD architecture.  

 

 

Fig. 5. The packages containing essential MMSD classes  

The representation package is responsible for an inner graph representation with 
vertexes and edges. The Graph class is connected with the ModelParametersClass, 
which is a part of the parameters package and describes the graph type and its parame-
ters. The database package is related to graph storing and includes classes which con-
trol the particular parts of this process. The key job of the top level class named 
GraphDatabasesClass is to read and write the structure of metadata from/to configura-
tion files. The following class GraphDatabasesGroups is responsible for the groups of 
graph databases and allows to add, remove or modify them. Similar functionalities are 
provided for graph databases by GraphDatabasesGroup class. The functions of 
GraphDatabase class involve: reading, writing and managing information about indi-
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vidual graph files localization. The last class GraphDatabasesFrame in the package 
defines a user interface for metadata structure administration. The next package named 
importgraph allows user to import graphs from external sources, transform into inter-
nal form as well as write into specified database. In order to enable communication 
with external applications the exportgraph package was developed. It allows in par-
ticular to export graphs into popular representations such as: incidence and adjacency 
matrices, edge lists, etc.  

Due to the application of publicly available program components we achieved the 
relatively high degree of reusability while implementing MMSD. The system was 
written in Java language with the application of various libraries including: Xerces, 
JUNG2, FreeHEP VectorGraphics and others. The application of the reusable compo-
nents while constructing MMSD considerably reduced the time spent on software 
development, especially for implementing typical functionalities such as: the access to 
external repositories via XML files, the calculation of graph layout for visualisation, 
an export of graph into image files etc. Besides of the reusable components some new 
libraries were needed to accomplish the novel and uncommon tasks but the overall 
process of testing proceeded faster, as the existing components were previously veri-
fied by their authors and other developers. 

4. BIOLOGICAL DATA PREPROCESSING AND MODELING 

The investigation of biological networks for their better understanding and making 
available for practical use is currently the important task in systems biology. Graph 
models for biological networks may be straightforward as in case of protein-protein 
interactions [8], but sometimes modeling may require more sophisticated operations 
[9]. 

 

Fig. 6. Managing and mining biological data 

The general schema of preprocessing structured data representing biological net-
works is depicted in Fig.6. The authors equipped MMSD with a number of functional-
ities aimed to perform data extraction and modeling operations as well as visualization 
of resulting graphs. In order to present how the system performs with real data, we 
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used the biological structures representing metabolic networks. A metabolic network 
may be defined as a collection of objects and relations among them [6]. The objects 
stand for chemical compounds, biochemical reactions, enzymes and genes.  

An example of metabolic pathway network taken out from KEGG (Kyoto Encyclo-
pedia of Genes and Genomes) [5] has the form depicted in Fig.7.  

 

 

Fig. 7. The pathway map and symbolic representations of a metabolic network 

The network is provided in parallel as the pathway image file and in the text docu-
ment written in KGML (KEGG Markup Language) – an exchange format for KEGG 
pathways based on XML. The graph models of metabolic networks are obtained by 
MMSD using the KGML files as input.  

There are three major entities in KGML: entry, relation, and reaction. The entry 
element represents various biomolecules in the metabolic pathway, such as en-
zyme, gene, compound etc. The relation denotes a relationships between two or 
more enzymes, genes and maps (the map entry denotes the nodes linked to other 
pathways). The reaction is a biochemical reaction between two or more compounds 



K. Świder, B. Jędrzejec 54

catalyzed by one or more enzymes. In biochemical semantics entries are nodes of 
metabolic pathways and relations and reactions are relationships between two or 
more entries. 

In the graph representation used in several studies (e.g. [7,9]) relations and reactions 
are also representing as vertices in order to better describe the properties of the net-
work. In this case it is necessary to transform the structures coded in KGML document 
into ‘extended’ graph representation.  

 

 

Fig. 8. The graph model of a metabolic pathway network produced and drawn by MMSD 

The Figure 8 shows the graph representing the model of the input biological struc-
ture produced and visualized by MMSD . The vertices standing for major entities (en-
tries) have two satellite vertices connected by edges labeled as name and type. The type 
edge connects an entity with a vertex describing its type (eg. compound) while the 
name edge connects an entity with a vertex containing its KEGG ID (eg. cpd:C00332). 

A relation node represents the association between two or more entries (genes or 
enzymes) and is connected with these entities with edges whose labels describe the 
direction from one entry to another. The reaction node is also connected with two com-
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pounds (substrat and product) and an enzyme as a catalyst. As these entities are 
represented by entry nodes, the further information is given by labels of the connect-
ing edges. 

5. MINING FREQUENT SUBGRAPHS 

The essential feature of the MMSD integrated environment is its ability to perform 
various analytical operations on single graphs or on graph sets representing structured 
data. In particular the system is ready to be extended by implementing a range of ex-
isting graph mining algorithms. In order to demonstrate these analytical potential we 
use an Apriori-based connected Graph Mining (AcGM) algorithm, intended to dis-
cover frequent subgraphs from the set of graphs [4]. A MMSD screen for managing  
graph repositories is depicted in Fig. 9. For simplicity reasons the set consisting of the 
three elementary connected graphs shown in the main window will be considered. The 
graphs were prepared by graph editor using four types of vertices (A, B, C and D) and 
two numbers (1 and 2) as edge labels. 

 

 

Fig. 9. A MMSD screen for user interaction 
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The next steps are: to set a minimum support threshold and to press the Process 
button which starts the mining process. The resulting set of graphs is stored in the 
destination database and is ready to further processing, visualisation, edition, etc.  

6. CONCLUSIONS 

The structured data are usually modeled as trees and graphs, and commonly used in 
chemistry, bioinformatics, pattern recognition, Web usage, XML documents analysis, 
software engineering and social processes. The current work was focused on the effec-
tive extraction, integration and modeling of structured data coming from various real-
life repositories. The authors proposed the unified graph representation for the struc-
tures extracted from original resources and developed the software for their transfor-
mation, visualization and edition. This resulted in a prototype version of an open envi-
ronment for managing and mining structured data with special emphasize on 
preprocessing and modeling operations.The representative system capabilities were 
demonstrated on modelling biological data describing metabolic pathway networks 
and mining frequent pattern in a graph database.  

The project was supported by the grant N516 016 32/1938 of Polish Ministry of 
Science and Higher Education and the RUT young scientists support funds 
U-8276/DS/M.  
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THE ARCHITECTURE OF A SIMULATION  
SOFTWARE THAT ENABLES A COMPARISON OF 

ROUTING ALGORITHMS  

In research studies it is often possible to take advantage of a ready-made computer program that 
is dedicated to a given type of calculations. In certain cases, however, a necessity to proceed with a 
self-tailored experimental software may be unavoidable. Writing a reliable program is a challenge in 
itself. This, however, may lead to a situation where the quality of a program can interfere with the 
quality of research. Research aspects are obviously of primary importance, but, if as a result of a 
given decision made by the researcher such a software starts to slow down the research process, the 
program eventually will not meet the requirements of a very dynamic context that characterizes all 
innovative experiments. The present work proposes an architecture of the experimental computer 
program that is adaptable and well suited to keep up with the foreseeable pace of any research work 
and that makes it possible to maintain the sustainablity of the development of the program and to 
minimize the amout of work that is needed for the program to adjust to subsequent new research pro-
jects.  

1. INTRODUCTION  

The goal of the works carried out within the framework of the project “Future 
Internet Engineering” (FIE, Polish: IIP) [1] is to construct a prototype of a modern 
network that would address and eliminate all the shortcomings and flaws of the Inter-
net network that is currently used. The concept of the network in construction is based 
on a multi-level virtualization [2]. This network architecture is presented in detail in 
[1]. The IIP project envisages construction of as many as three Parallel Internets (Pol-
ish: Równoległe Internety (RI)), within the framework of which virtual networks (i.e. 
 __________  
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those characterized by appropriate properties in relation to services offered) are to be 
created. In the project, the present authors have been assigned to a group responsible 
for routing in IPv6 QoS Parallel Internet and in virtual networks created within the RI. 
It has been adopted in the project that in the process of securing routing protocols in 
packet-switched networks and in the network environment created within different 
technologies (EZChip, XEN, NetFPGA) route (path) determination will be carried out 
by Quagga software routing suite [3] and the OSPFv3 protocol [4]. Works on the 
specification and the implementation of routing for RI IPv6 QoS will be concurrently 
accompanied by research investigations on new multicast routing algorithms. These 
algorithms could form a base for new routing protocols that would be used in future 
networks. A search for effective routing algorithms, however, is not possible without 
appropriate platform that would enable to compare different algorithms in identical 
network conditions. This, in turn, will make it possible to reliably and objectively 
evaluate the practicality and usefulness of algorithms. Currently, a possibility of an 
introduction of a protocol that would ensure multicast routing is being considered in 
the project. Within the design phase works it has been adopted that the OSPFv3 proto-
col implemented in the programmable QUAGGA router will be responsible for a de-
termination of routes for packets, both within RI and between RI. There is currently a 
discussion going on  this issue aimed at working out an appropriate implementation of 
the foreseen multicast routing protocol. Works on the specification and the implemen-
tation of protocols and the routing mechanisms for RI IPv6 QoS are concurrently ac-
companied with studies on new multicast routing algorithms that could be used in 
IPv6 QoS networks [5]. Multicast routing algorithms can be treated as a graph algo-
rithms because they frequently used graph representation of the network topology. 

Any study of graph algorithms must be accompanied with a requirement to provide 
a platform for performing simulation experiments. Beside an analytical description of 
algorithms to be made, an appropriate computer program that makes experiments 
automatic, and makes obtaining of statistically attractive battery of results possible, is 
necessary to be implemented. In the case of certain types of research studies it is pos-
sible to implement a ready-made software available off the shelf that, after an accurate 
manual configuration, may bring desired results without the necessity of one’s own 
implementation of the algorithms under scrutiny [13]. If, however, the number of algo-
rithms to be investigated, as well as their diversity, is very high, some tailoring in im-
plementation of a ready-made computational system may prove to be required [6]. 
This is evidently so with the case of any study on diversified graph algorithms and, in 
particular, in the case of multi-criteria algorithms, which is necessitated by the need to 
apply innovative and not easily available solutions. In addition, the software to be 
used has to provide an option for an immediate adaptation to new working conditions 
because any researcher is running a risk of a necessity to abandon a given experimen-
tal path and to adopt a new one. Within the research studies on multicast routing, a 
platform for the study of graph algorithms has been created and has been then dy-
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namically developed. The main task of the platform is to handle the aforementioned 
difficulties, while its main features include operability within different and varied 
topologies, mechanisms that enable quick exchange of algorithms that are being used 
in a given experimental context, and an flexible module for a presentation of obtained 
results. What distinguishes our platform from other “business” technology solutions is 
that it does not need to maintain constant and reliable access to a service (installing the 
program onto specialized servers is not a requirement). In addition, it is possible to 
adopt a pragmatic assumption that the prospective user has the required knowledge 
and technical abilities to prepare, or modify, input data on his own, or to manually 
process or evaluate the results generated by the platform. This being given, it is possi-
ble to concentrate primarily on the quality and versatility of computational modules 
which are critical for a dynamic development of a research project. The process of 
generating a network topology is usually combined with the use of a topology genera-
tor, i.e. BRITE [7], or the generator developed by Ellen Zegura’s team [8]. An external 
computer program, such as for example Gnuplot, is also responsible for the presenta-
tion of results [11]. 

The work is divided into 4 chapters. Chapter 2 presents the architecture of the plat-
form. Chapter 3 discusses the method for conducting a simulation experiment with the 
application of the platform. Chapter 4 sums up the considerations presented in the 
work.  

2. DESCRIPTION OF THE PLATFORM 

All functions and objects of the platform are divided into categories (further on 
called layers). As this is a classical division for such a computer program, individual 
layers are described only briefly here, while particular attention is given to their us-
ability relevant to the research studies in question.  

• Data access layer: The layer gives access to different data sources that include 
primarily graphs and archived research results. Its main purpose it to enable 
reading the topologies stored in the data base, or to retrieve output files of gen-
erators, i.e. BRITE [7]. This layer provides a simplified description of objects to 
be processed by algorithms, i.e. graphs, nodes and edges. It describes object in 
the form in which they are stored in files or in the data base, i.e. paying special 
attention to avoid redundancy. The reason for taking into consideration the re-
trieval of data from different sources is both the specificity of network topology 
generators and the elasticity of a research study to be performed. Network to-
pology generators record generated topologies usually in text files, whereas in 
the case of research studies repeated in a large group of networks (graphs),  
a convenient solution to do that is to store network topologies in a data base.  
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• Model: the model involves a complex description of objects processed by algo-
rithms. It is with objects of his layer (and not with objects from the data access 
layer) that algorithms work with. The model layer also includes additional in-
formation on objects, i.e. redundant information on the neighbourhood of nodes 
that improve efficiency of the algorithms, as well as the transparency (hence, 
the quality and reliability) of the computational code. It may be so that in some 
particular instances (e.g. operations with very large graphs), a particular imple-
mentation will be required that can be less appropriate with the case of work 
with typical topologies. Therefore, the model has been enhanced with an ab-
stract layer that makes it possible to use different implementations and represen-
tations of a graph depending on needs and circumstances.  

• Algorithms: Algorithms are the main computational part that includes graph al-
gorithms. The basic categories of the algorithms under investigation by our al-
gorithm team include: path finding algorithms and multicast tree finding algo-
rithms. Individual algorithms can be dependent on one another because some of 
them are related to and embedded in a multiple run of other algorithms with si-
multaneous calibration of input parameters, e.g. [12] 

• Other tools: This part includes minor objects and functions, i.e. pseudo-random 
numbers generator, simple statistical functions, etc.  

• Remaining modules: The remaining modules of the platform include elements 
of the functionality of the platform that are less significant from the functional 
perspective such as, for example, classes for the exceptions management sys-
tem. 

 
There are general realizations for each layer, e.g. those that concern the core of re-

search investigations, i.e. graphs and graph algorithms. However, for each of subse-
quent research projects, a set of particular realizations (further on called applications) 
that are applicable and useful only, or mainly, within the context of a given experi-
ment, is also created. Most frequently these include models for intermediate and ulti-
mate results, as well as operations of their storage in data sources and for statistical 
analysis. With the addition of a new successive application it may become apparent 
that part of their particular realizations can be applicable for a repeat use procedure 
and a generalization can be introduced to the system. A generalization is based on a 
removal of the dependence between the program fragment under scrutiny and the ap-
plication in which it has been originated so that it is possible to transfer it to the gen-
eral realization and reuse it with other applications. Hence, the pool of commonly-
applicable realizations of individual functions and objects is enlarged gradually and, 
consequently, the whole of the platform develops. This is a particularly essential prop-
erty of the platform because it makes it adequate and appropriate for any research and 
any academic environment and for carrying out different internal projects in particular. 
This modularity makes it possible for researchers to reuse once created modules many 
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times. On the other hand, the separation of the general realization from particular re-
alizations of individual projects enables the researcher to maintain a distinct delimita-
tion between proven and reliable modules and particular modules of individual realiza-
tions that are not intended for reuse. An important advantage that stems from the 
adopted approach is the fact that the applications involved do not depend on one an-
other. If, however, any element of the realization of a given application proves to be of 
advantage for another application, it is transferred to the general realization thus secur-
ing mutual independence of applications. This operation is very useful, for example, in 
a situation where, after termination of a research project, we want some of the applica-
tions to be removed. If they were embedded in other applications, their removal would 
be much hampered by their mutual interrelationship.  
Moreover, any modification in general realizations that may ensue (though one of the 
designed assumptions is to minimize the risk of the occurrence of such changes) po-
tentially influences all applications. Consequently, such a change has to be taken into 
consideration in all modules on which it exerts some influence, so, generally, the drill 
is to maintain as few modules of an application as it is possible. In practice, it is suffi-
cient to have two or three modules for each research iteration. 

 

Fig. 1. The platform's architecture 
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Figure 1 shows the architecture described above in terms of its general form. Its 
purpose is to highlight the existence of the two following planes: layers and realiza-
tions that create space for modules. Thanks to the above, each module has its own 
place both in terms of the function it performs and the context within which it has 
originated.  

Particular layers will be described in detail within the context of their part in the 
general realization or in a realization of a particular application 

2.1. DATA ACCESS LAYER  

The layer is composed of two basic parts: object mapping layer (e.g. of graphs or 
their nodes and edges) and the part responsible for storing this mapping in different 
data sources. DTO’s, data transfer objects, are to be particularly considered because 
of the fact that most of them (e.g. graphs) have their counterparts in the model layer. 
This duplication results from the fact that the amount of stored information in the data 
access layer is minimized and redundancy, that can be of some use in computational 
modules, is to be avoided. DTO objects are only to map the represented elements of 
the system in an unequivocal way, hence their maximum simplicity is required. The 
data access layer includes certain improvements that enable to retrieve particular DTO 
objects from different data sources, but also to record them permanently. Reading is 
usually necessitated when calculations on a given set of topologies are to be per-
formed, whereas recording is mainly performed in the case of saving and keeping the 
results of calculations for their future analysis. To perform recordings and readings of 
DTO objects the DAO (data access object) design pattern is used. It provides flexibil-
ity in the choice of a data source with a simultaneous provision of a homogenous 
method for the representation of objects to be processed in calculations. This is par-
ticularly important due to the variety of sources mentioned earlier. It is much easier 
and more convenient to make the data access layer more elastic than to make stored 
data uniform. 

2.2. MODEL 

This layer includes a description of the model for calculations. This is where 
graphs with their nodes and edges are mapped. Objects of the model, as opposed to 
simplified DTO counterparts, also include additional information, e.g. it is possible to 
provide a description of the adjacency of nodes in a graph in a number of ways simul-
taneously (if a given computational module can take advantage of this option). These 
objects are related to additional operations such as retrieval of neighbours of  
a given node (this operation would be utterly irrelevant in the data access layer). Apart 
from graphs, the model layer also includes sub-graphs – used only for calculations and 
thus not being currently subjected to permanent storage. They include paths as the 
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results of unicast routing and trees as the result of multicast routing. Sub-graphs differ 
from graphs in that they always ”remember” their parent graph, i.e. the graph on the 
basis of which they have been created. One of the advantages resulting from this op-
eration is a possibility to create trees out of paths (useful in, for example, the MLRA 
algorithm[12]), without an excessive complication in the implementation of graph 
mapping, since such paths are determined within the space of nodes and edges of the 
same graph.  

2.3. ALGORITHMS 

This is the most complex layer in which all computational procedures are focused. 
In the general realization these include primarily path finding algorithms and tree find-
ing algorithms for graphs. In the realizations of particular applications, this layer also 
includes implementations of statistical processing of results and operations that pre-
pare them to be presented in charts.  

2.4. TOOLS 

The most essential element in the layer is the pseudo-random number generator. 
There are many approaches to the problem of generating qualitatively good sequences 
of random numbers and many reliable algorithms that perform this task. Thus, the 
pseudo-random number generator has to be addressed with a particular attention and 
that is why it has a separate place in the platform [9]. Currently, a relatively simple 
realization, based on a linear feedback shift register, is used. There is, however, a pos-
sibility of introducing other implementations in the future, for example, in order to 
examine their influence on individual research studies. Other elements of the layer 
include auxiliary classes, e.g. Logger. 

3. EXAMPLE OF AN EXPERIMENT IN THE PLATFORM 

A typical example of the use of the platform is a run of calculations for the pur-
poses of a research article. With reference to research studies performed by our team it 
is usually a comparison of different graph algorithms for routing in packet networks. 
Virtually from the beginning of the development of the platform, implementations of 
basic path finding algorithms in a graph, such as the Dijkstra’s algorithm, are available 
in the realization of the general layer of algorithms [10]. Other, more complex, algo-
rithms that make use of the basic algorithms (e.g. in approximation procedures) have 
been also added to the layer [12]. For the purposes of the experiment, an application 
module was added to the platform, in which the procedure of an experiment aimed at 
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generating the desired results had been implemented. At this stage, it was only possi-
ble to use already existing elements of the system such as the implementations of 
graph algorithms. Due to the necessity of a calibration of the system, the investiga-
tions were repeatedly run with different parameters applied, which necessitated auto-
mation of the presentation of results, and which resulted in the appearance of appro-
priate algorithms that generated code from the Gnuplot program in the realization of 
the application [11]. 

Having performed the experiment, it was sufficient to run the graph generator 
without a necessity to process additionally the data to be presented. Thanks to such an 
organization of the software architecture it was possible to combine the use of general 
implementations of graph algorithms with the code specific for a given project that in 
other applications might have been proved to be completely inappropriate. However, 
in the realization of this application, a program fragment that could be generalized 
appeared, i.e. the module that generated graphs on the basis of raw input data. This 
fragment was “purified” from dependencies from other parts of the application and 
then transferred to the general realization of the platform. It is thanks to this operation 
that successive applications will include a possibility of using the module for drawing 
graphs, which, in consequence, will allow the researcher to focus even more on the 
research aspects without the necessity to spend time on mechanical and repeatable 
operations.  

 

 
Fig. 2. The platform's lifecycle in the context of the subsequent research projects 
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Figure 2 presents the cycle of execution for successive research studies and ex-
periments within the context of future development of the platform. One can easily 
imagine the following decrease in time consumption and the ensuing successive re-
search projects. It is noticeable that after the duration of each of them, the forked ar-
row denotes the implications of a decision which part of a new implementation is to be 
incorporated permanently into the platform. The remaining part of the code is irrevo-
cably rejected in order to minimize the risk of the occurrence of dependencies hamper-
ing further development. 

4. CONCLUSIONS 

Creation of a computer program that would exclusively serve purposes of research 
studies may, under certain circumstances, require a slightly different approach than 
with the case of utility programs or business platforms. Frequent changes in directions 
of investigations, numerous experimental paths in the development of a program and 
the shift of the emphasis to the quality rather than the program itself, can, in conse-
quence, lead to a situation where the software becomes another project problem rather 
than being a useful and supportive tool. It is necessary then to ensure the platform to 
be resistant to frequent changes and, at the same time, to have a stable and reliable 
base safeguarding high quality of results and the accuracy of experimental procedures. 
It is recommended to reuse repeatable procedures minding at the same time not to 
excess its complexity or capacity by an introduction of too many generalizations. The 
architecture proposed in the article has been created with the aim to meet these re-
quirements and it is plain to see that this approach is fit for purpose.  

The authors have carried out a large number of simulation experiments with the 
application of the platform. Currently, work is being done on the development of a 
multi-criteria multicast routing algorithm based on the Lagrangian relaxation. In the 
future, the algorithm that is just being developed may be used in a new multicast rout-
ing protocol. 
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GREEDY STRATEGY FOR HIERARCHICAL 
CLUSTERING OF DATA SETS BASED ON ANT 

COLONY ALGORITHM 

The work presented a new strategy for streamlining the process of clustering data with regard to 
the effect of similarity between the clustered objects in the process of creating groups. It provides for 
the use of local fine-tuning of the parametric error functions, but taking into account the actual degree 
of order of objects on the grid. Obtained by the author results show an improvement in the quality of 
clustering obtained for the original, which is an algorithm ATTA. 

1. INTRODUCTION 

The explosion of data that are processed by today's network information systems  and 
their loose structure involved with the rapid development of computer technology pro-
duces constantly a rise of demand for more efficient data clustering algorithms requiring 
not only the initial knowledge, but also allowing partition of complex data both symbolic 
and numerical regardless of their level of disturbances. The process of extraction of data 
groups, where similar components are to be placed close each other is a difficult combi-
natorial problem. The complexity of operations for partitioning n objects into m classes 
in an available data set and their direct comparison is determined by the Stirling number 
of the second kind expressed by formula (1). 
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Therefore, for years, the implementation of solutions of the clustering problem is 
a subject for studies of many scientists in the field of statistics, databases and learn-
ing systems in such important areas as the analysis of geospatial data, the real estate 
market analysis, web server log analysis, and DNA sequence analysis. Classical 
algorithms [1] proposed in those areas are inefficient and have too many limitations 
related to incomplete and imprecise information about the objects being processed, a 
lack of possibilities for measuring features of tested objects as well as interpretation 
of results of grouping made by classical numerical algorithms. In this case, solutions 
of computational intelligence become more popular. However, they have also dis-
advantages. They depend on the size of processed data sets, what plays an important 
role in the process of memory allocation. In case of cluster analysis and self-
learning neural networks used for this purpose, creation of a functional model re-
quires a well prepared structure and learning error determined during the training 
process cannot be used to assess the network, because its value can be reduced to 
any low level by extension of the hidden layer. Increasing a number of hidden neu-
rons causes increasing a number of parameters estimated during the learning 
process, what has very often a significant impact on the duration of the learning 
process. Meanwhile, the most serious consequence of using too complex network 
structures is that the network loses the ability to generalize. Generalization is ex-
pressed if the network has the ability to give the correct response for input data not 
presented earlier in the learning process. Genetic algorithms used often for this pur-
pose are also too slow. They require many iterations and coding, as well as the 
knowledge of the criterion for new solutions. Other solutions like discriminant func-
tions, decision trees, rule-based systems, rough sets, taxonomic methods, methods 
of reducing the dimension of a data space, or graphical methods are often insensi-
tive to inconsistent data and a computation time for huge data sets is unsatisfactory. 
Much better results in this field are expected in case of methods based on the me-
chanism of autocatalytic social intelligence, which has been successfully imple-
mented by the author to solve combinatorial problems of different types [2, 3, 4, 5]. 
Algorithms developed until now in this field, founded on the basic Deneubourg 
model like algorithms: SACA [6, 7, 8, 16], ATTA [8, 9, 10, 11, 13], AntClass [8, 
10, 12, 13], ACLUSTER [8, 10, 13, 14, 15] as well as the de Castro algorithm mim-
ic ant behavior using a toroidal grid, on which objects subjected to clustering are 
placed. Their goal is the distribution of objects in such a way that objects belonging 
to the same class are placed in the close neighborhood, while dissimilar objects in 
the feature space are distant also on two-dimensional grid. However, these algo-
rithms are currently characterized by either slow convergence or a lack of stability 
resulting from the fact that agents do not stop the process of grouping objects, even 
if they have already reached the optimal allocation, which consequently leads to re-
destruction of groups. To avoid this problem and to improve significantly the re-
sults, the author of this work propose an algorithm based on a new strategy for the 
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selection of a value of a parameter constituting the relative importance of the differ-
ence in similarity between an object moved or claimed by the agent and the objects 
in its neighborhood, which directly affects the decision of the ants to pick and drop 
the object. 

2. THE APPROACH 

Experiments carried out by the author of the study have shown that the major advan-
tage of the most frequently implemented ant clustering algorithm based on the concept 
given by Handl and Knowles [6] – the ATTA algorithm  – is a lack of necessity to pre-
determine the total number of clusters searched. However, this algorithm has some im-
perfections determined. One of imperfections is that there is often a smaller number of 
groups after the grouping process than it should be, especially,  for data with a big num-
ber of small groups. Another important factor is a lack of stability of the obtained solu-
tions. It causes that that in case of small clusters, they can be destroyed while calcula-
tions are continued, even if they have been correctly identified. This is because in the 
initial stage of computation groups are formed in places of local clusters of similar ob-
jects and next, unfortunately, the process of linking these groups of objects at the global 
level is extremely slow. The probability of dropping and picking x and y depends on the 
function of local density, expressed by formula (2): 
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where α is the scaling factor of the radius of perception of ants during execution of the 
algorithm. The large value of this parameter reduces the importance of similarities be-
tween objects in the process of forming clusters, which leads to formation of large clus-
ters comprising dissimilar elements. On the other hand, too small value significantly 
impedes the creation of groups because even small differences between objects prevent 
their placing side by side. To tune this parameter, developers have applied the method of 
auto-tuning its value, which is determined individually for each thread on the basis of a 
number f of failed operations of dropping  the object during last nstep steps. This value is 
calculated from formula (3):  
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for nstep = 100. Moreover, a larger radius of perception means more computational cost, 
and it impedes formation of clusters in the initial stage of execution of the algorithm. In 
the basic algorithm, a radius is increased linearly within the range from 1 to 5, and the 
related factor δ does not change because, according to author (6), its growth causes the 
deterioration of the spatial separation of clusters. Our study show not only the possibility 
of modifying this value depending on the state of the current neighborhood size δ in-
creased in consecutive iterations of the algorithm, but also its impact on increasing the 
speed of the operation of grouping a greater number of objects. Thus, modification of the 
local error function, proposed in the publication, associated with the operation carried out 
to move the object, concerns the density function shown in formula (5): 
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where ϑ  is the value determined in the initialization process in the proposed range (from 
1 to 5), and δ represents the actual area of the neighborhood, which is increased in con-
secutive runs of the loop, together with increasing a radius of perception. A factor intro-
duced in this way causes that the sum of distances between objects is less important if 
the radius of perception of agents is larger, and dependent on it, the size of the neighbor-
hood taken into account in executed calculations. 
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Fig. 1. Dependence of the total distance from the radius of perception 
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Another change in the proposed approach should be a new rule of tuning coefficient 
α corresponding to the scaling function of the similarity between the tested objects. This 
parameter plays a key role in execution of the ATTA algorithm since it determines the 
relative importance of the difference in the likeness of the object transferred or claimed 
by an ant to objects in its environment, which corresponds directly to the agent’s deci-
sions to pick or leave it. Its right choice depends significantly on the input, which led the 
author to a new approach to the process of fine tuning its value during execution of the 
algorithm. It is associated with the rule (6): 
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where q0 is a random value from the interval [0,1], θ is a constant in the algorithm, asso-
ciated with a starting value of a radius of perception, based on the similarity of the stu-
died area, while p is calculated from formula (7): 
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for )1()( −− ii χχ φφ of the difference between the current and obtained from the pre-
vious step values of the local error function.  

3. EXPERIMENTS 

A quality of the proposed approach has been determined on three data sets for which 
the optimal results were known, allowing estimation of the quality of results using exter-
nal measures of the quality. These collections consisted of 232, 101 and 483 objects, 
respectively, with a particular emphasis on a diversity of attributes that describe them. 
Three factors: rand, Dunn and F-measure indexes were used to assess the quality of the 
resulting distribution. The first index is one of the key indicators of a quality of cluster-
ing the set S = {S1,. . . , Sn} obtained as a result of execution of grouping algorithm with 
division P and calculated according to formula 8: 
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where n1 is a number of pairs of objects belonging to the same cluster in divisions S and 
P, n2 is a number of pairs which belongs to the same cluster in division S, but in differ-
ent clusters in division P, n3 is a number of objects belonging to the same cluster in divi-
sion P, but in different clusters in division S, and n4 is a number of objects belonging to 
different clusters in both division S and division P. 

The second proposed indicator is the Dunn index. This is a relative criterion of as-
sessment of grouping and it consists in execution of the algorithm with different values 
of parameters for given input data. For each result, a value of the selected index is calcu-
lated. It enables us to choose the most appropriate division for an input data set grouped 
(see formula 9): 
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where            is the diameter of the cluster C.  
 
The index takes larger values if there exists in a data set groups distinctly drifted apart 
with small diameters, i.e., with small differences between objects inside clusters. The last 
indicator used was the F-measure defined as (10): 
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where n is the number of objects, and Fij is defined by formula (11): 
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where p(i, j) and q(i, j) are quantities calculated for each cluster Cj of resulting division 
with respect to each cluster Ci of known division. 

Experiments were carried out for random initial values of the designed system, which 
next were tuned to optimal values in the evaluation process. In this way, a number of 
ants has been set for 30 for each experiment which was repeated 100 times. Speed of 
ants (a number of grid cells used to move an agent in one step) has been also tuned expe-
rimentally for 24.9. Results of experiments obtained for each examined set are shown in 
Figures 2, 3 and 4. 
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Fig. 2. The best result obtained for a set of 232 objects 

described by 16 real value attributes 
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Fig. 4. The best result obtained for a set of 483 objects 

described by 11 attributes of numeric character 

The following conclusions come from experiments carried out by as. Modifications 
made by us have a quite big impact on the whole grouping process. A selected strategy 
leads to improving results for simple data sets, in which clusters are distinctly distin-
guishable. A trend towards creating a greater number of groups of objects, characterized 
by a strong similarity, can constitute encouragement for an attempt to design an algo-
rithm in which sets treated as a whole are subjected to group.  

4. CONCLUSION 

Data from A new concept, presented in the publication, of the data aggregation algo-
rithm based on swarm intelligence is an important part of the research on optimization of 
mechanisms in a very important area of data mining and analysis. The proposed ap-
proach is an attempt to improve the algorithm proven many times [6,8,9,10,13], which is 
the ATTA clustering algorithm. The proposed approach takes into account both changes 
in the radius of perception of objects searched, accessible in the neighborhood and the 
impact of similarity between the objects clustered in the process of creating groups. That 
tactic used taking into consideration the actual degree of the order of objects on the grid 
has a chance for success. Obtained results reflect on improving a quality of grouping 
with respect to the initial state. 

This proves that the algorithm is suitable for the use in cases when there is no 
additional knowledge about the objects under consideration in the decision space. 
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Its result is a map of objects which can be useful for presenting obtained groups of 
objects.  

An important advantage of intelligent systems is the dispersion of the collective and 
strong parallelism. Ants act simultaneously and independently from each other, usually 
focusing on a small area of a solution space, so it is important here to exchange an in-
formation about the solutions found, to achieve the global optimum. Therefore, develop-
ing of methods should be focused on this aspect further. In a current version of the im-
plemented algorithm agents communicate only by modification of the environment, 
which consists in changing positions of objects. A use of additional mechanisms of 
communication would be here more advantageous. Therefore, it seems to be advisable to 
use this area for additional mechanisms. 
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THE CHARACTERIZATION OF CHANGES  
IN STRUCTURAL PATTERNS OF COMPLEX 

NETWORKS 

Social structures built on the basis of records and datalogs of modern information networks are in 
constant change. We observe various evolutionary patterns corresponding to external events or the 
evolution of underlying organizations. In this work we present a new approach to the quantifying 
changes in large social network illustrated by the data from an organizational social network of the 
Wroclaw University of Technology (6000 employees). We analyse the process of emerging and 
disappearing of the links for different periods and time windows, discovering new dynamic patterns 
and carrying on their structural analysis. The observations are used to propose a novel link prediction 
algorithm, which shows good performance, especially for sparse networks analyzed in short time-
scales. 

1. INTRODUCTION – SOCIAL NETWORKS  

In technology-based networks a relation between two individuals is a result of set of 
discrete events (like emails, phone calls, blog entries) about which the knowledge is 
available. Because these events have some distribution, this adds a new dimension to the 
known problems of network analysis [11]. As shown in [9] for various kinds of human 
activities related to communication and information technologies, the probability of 
inter-event times (periods between the events, like sending an email) may be expressed 
as: P(t)≈t–α where typical values of α are from (1.5, 2.5). This distribution inevitably 
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results with series of consecutive events (“activity bursts”) divided by longer periods of 
inactivity.  

These phenomena have serious consequences when we try to apply the classic 
structural network analysis (SNA) to the dynamic networks. The most popular approach 
is to divide the time period under consideration into time windows, then run SNA 
methods on the windows separately. However, the bursty behaviour of the users (long 
inactivity periods mixed with the bursts) causes dramatic changes of any measure when 
switching from one time window to another. There is a trade-off: short windows lead to 
chaotic changes of network measures, while long windows give us no chance of 
investigation of network dynamics [13][14]. In order to address this problem, a number 
of methods, designed to predict changes in the structure of dynamic networks, were 
proposed [15][16]. The special case is the so-called link prediction problem – the 
estimation of probability that a link will emerge during the next time window [12]. 

A broad survey of link prediction methods is presented in [20]. It should be noted that 
most methods of the link prediction give rather poor results – the best predictors 
discussed in [12] can identify < 10% of emerging links. It should be emphasised that the 
networks analysed in [12] were built from arxiv publication record which differs 
significantly from our test cases (email social networks) presented below. Email 
networks are highly dynamic in short timescales and – for big networks, the number of 
disconnected pairs of nodes increases quadratically (the density of real-world networks is 
small and the graphs are sparse) while the number of links grows only linearly [21].  

Basing on our previous experience, which shows that the distribution of subgraphs in 
complex networks is statistically stable and typical for the considered network even in 
the face of significant structural changes [17], we claim that it is possible to characterize 
the network structural changes by statistical data about the evolution of its subgraphs.  

In the following sections we propose a method for the description of changes in local 
connection patterns of complex network, and link prediction algorithm which utilizes 
these patterns. The approach was evaluated on two email social network datasets which 
significantly differ in size and dynamics.    

2. LOCAL NETWORK TOPOLOGY AND SUBGRAPH MINING  

Standard approaches exploiting network analysis by means of listing several 
common properties, like the degree distribution, clustering, network diameter or 
average path lengths often fail when applied to complex networks. However, network 
structures (like social, biological, gene networks) may be investigated with more 
precise and structure–sensitive methods [1]. During last years we experienced the 
development of a number of methods investigating complex networks by means of 
their local structure. The simplest way to characterize the network in the context of 
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local connections is to examine the links between the smallest non-trivial subgraphs, 
the triads, consisting of three nodes. If we additionally decide to distinguish between 
the nodes (which is our case, for our network they are corporate email addresses) we 
get 64 patterns of possible connections between any three identifiable nodes (Fig. 1). 

 

 

Fig. 1. Three-node triads in a directed labelled graph  

Please note the triad ID (the number inside the picture of the subgraph) in Fig. 1, as 
it will be used further on in this work. The basic method utilizing such subgraphs is 
the well-knows triad census, which is enumeration of all triads in the network and 
allows to reason about the functional connection patterns of the nodes [2], [17], [18]. 
Another is so-called motif analysis which aims to characterize the network by the 
difference between its structures and an ensemble of random networks of the same 
size and degree distribution [1], [3], [4], [5]. Although the global topological 
organization of networks is well understood, their local structural organization is still 
not clear. At the smallest scale, network motifs have been suggested to be the 
functional building blocks of network biology [6], [7], [8].  

We introduce a Triad Transition Matrix as an elementary structure for the 
characterization of local topology changes. It uses data from the history of the network 
(recorded during past time windows) to derive the probabilities of transitions between 
triads (patterns of local connections) of chosen network nodes. 

The TTM is a matrix of size gΔ × gΔ, where gΔ is the number of subgraphs. As we 
distinguish between the nodes, and for three nodes the connections  
A-B-C and A-C-B do not constitute the same configuration, the number of directed 
triads is gΔ = 64 (see Fig.1). The values of TTM entries are defined as follows: 

 
TTMt (i,j) = P(gi[t]  gj[ t+1]) (1) 
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TTMt (i,j) is the probability (estimated from full triad enumeration for networks 
created from data gathered in [t] and [t+1] time windows), that a connection pattern 
(triad) gi found during [t] will transit into gj during [t+1]. The sum of values in TTM 
row is 1. Our goal was to check if the stability of motif distribution is followed by the 
distinguishable evolutionary patterns of the network triads. For the experiments with 
the TTM we have chosen the dataset containing the email social network data 
extracted from Wroclaw University of Technology (WUT) mail server logs. The entire 
set contains data from 605 days of the operation, with 5834 active email addresses. 
The networks used in our experiments were created from data for 1-day,  
3-days and 7-days time windows. It should be noted that the email social networks 
undergo rapid structural changes when investigated in short time periods. In our 
experiment the stability of a single link is quite low: in WUT dataset 53% for 7-day 
time windows and only 42% for 1-day time windows (which means that on average 
42% of the links will still be present in the next time window). On the Fig. 3 we see 
significant changes in network size which correspond to the pattern of activity at 
WUT (the network degenerates during weekends, which implies the periodical 
changes, clearly visible for 1-day windows and influencing longer windows as well – 
Fig. 2). 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Network size for time windows of different size for WUT dataset 

3. TTM ANALYSIS AND LINK PREDICTION 

In Fig. 4 the mean-value TTM derived from 12 time windows for Enron dataset is 
presented. Despite the changes in network size (Fig. 2), all TTMs computed for 
neighbouring time windows showed similar values, with standard deviation less than 
10%. We may notice that the distribution of transition probabilities is not flat, and 
there are distinctive patterns (the coordinates of TTM correspond to the triad numbers 
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from the Fig. 1). First of all, the high value of TTM(1,1) reflects the fact that the 
network is sparse (link density below 1%) which means that most of the possible 
triads contain no edges. As the result most of the “empty” triads always remain in this 
state, which gives us a relatively high value of TTM(1,1). Similarly, the full triad (#64 
from Fig. 1, containing 6 directed links) is quite stable with TTM(64,64) above 0.3. 
We should also note the high values in the first column of the TTM. This means that 
when it comes to disappearing of the links, the probability of resetting the entire triad 
to zero-connection state is relatively high.  
 

 
Fig. 3. TTM containing the transition probabilities averaged for all time windows for WUT dataset 
 
From the other hand, it is also visible, that the values on the diagonal of TTM are 

bigger than values in their neighbourhood, which shows that the already-formed triads 
tend (in general) to stay in their current state.The last important observation is that 
some triads are special, they show clearly bigger values in their columns of TTM, 
which means that they are “sinks” of the connection evolution patterns. For 1-day 
window the network is more stable – it is visible at the diagonals of averaged TTMs – 
the probabilities at the diagonal are higher than in other fields of TTMs. At this point 
we propose the application of the discovered network local evolutionary patterns 
(TTMs) to the link prediction problem. 

The evaluation of link prediction methods in our experiments was based on the 
principles proposed in [12]. It was assumed there, that all the predictors assign a 
predicted connection weight score(x, y) to unlinked pairs of nodes 〈x, y〉, based on the 
input graph, and then produce a ranked node pair list L in decreasing order of score(x, y), 
whose values are treated as proportional to the estimated probability of forming  
a new link between x and y. In this way each link predictor outputs a ranked list of 
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node pairs which would eventually form predicted new links. From this list (sorted in 
decreasing values of scores) the set of first n entries is taken, then the size of its 
intersection with the set of new links (of the same size n) is computed. The percentage 
of the links from the predicted set, which are also present in the set of new links, is the 
prediction accuracy. 

In our link prediction algorithm (from this point called TTM-predictor) we assume 
the following: for the social network graph G=〈E, V〉 and a node pair p = 〈x, y〉; x, y ∈ V; 
x≠y let us denote the set of all non-empty triads that p belongs to as Δp  (non-empty 
means: containing at least one directed link, but not necessarily the link between x and 
y). In this way, in the course of prediction, we check only triads which contain at least 
one link. This is justified by the huge number of empty triads which, according to the 
values of TTMs gathered in experiments in most cases will remain empty (the TTM 
entry (1,1) is typically close to 1). In order to avoid the attraction of the prediction results 
by zeros (disappearing links) we exclude them from analysis. Moreover we consider the 
prediction of links which are not connected to existing network (by means of having at 
least one of their endpoints adjacent to any link, ktraining = 1) unjustified. 

Assuming that the TTM is known, we want to check the evolution patterns for all 
the triads in Δp for each p adjacent to at least one link in existing network.  

Let t∈Δp be a single triad containing p (one of the 64 considered), and TTM(t) – 
the row of TTM matrix number t. The set of 64 values contained in TTM(t) 
(corresponding to transition probabilities of t) may be divided into two disjoint sets 
TTM0(t) and TTM1(t), where: 

•    TTM0(t) is a the set of TTM entries from the row t corresponding to triads in 
which there is no link between the nodes of p. 

•    TTM1(t) is a the set of TTM entries from the row t corresponding to triads in 
which there is a link between the nodes of p.  

The algorithm for computing the score for node pair p – from here on denoted as 
scoreTTM(p), given the known G (network graph for current time window) and the 
TTM is as follows. For a given p: 

scoreTTM(p)=0; 
Step 1: Determine Δp; 
Step 2: For each t∈Δp determine TTM0(t) and TTM1(t); 
Step 3:  compute: 

∑∑=
p

tTTMpscoreTTM
Δ

1 )()(  

 
As one can see, the proposed algorithm is a kind of “voting procedure” in which all 

the triads from Δp vote for the existence of link between the nodes in p according to 
the values in their TTM rows. The votes are weighted and the weight of each vote is 
equal to the probabilities from the TTM. Having computed the link scores we can 
propose an algorithm of the TTM-predictor. 
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The TTM prediction algorithm: 
For given G, n, and TTM: 
Step 1: Determine the set P of node pairs, such that for each p∈P: 
• there is no link in G between the nodes of p, 
• there is at least one link in G adjacent to the nodes in p. 
Step 2: For each p∈P compute scoreTTM(p) 
Step 3: Create the list LP of p∈P. Sort LP in decreasing order of scoreTTM(p) 
Step 4: Pick the first n elements from LP which are predicted new links. 
 
For the evaluation of the prediction algorithms the value of n is assumed to be 

known, however for practical applications it may be estimated with good accuracy 
from the time series of the numbers of new and disappearing network links once the 
history of the network is known. It corresponds to the inference of n from the 
changing number of links in successive time windows – see Fig. 2. 

4. TTM PREDICTION – EVALUATION 

The evaluation of link prediction methods in our experiment gave the results 
presented in Fig.6. We have compared the TTM-predictor (TTM) with the two 
standard methods: preferential attachment (PA) and common neighbours (CN) 
predictor, defined exactly as in [12] (where CN was one of the best) and, 
additionally, the simple random predictor (RN, for which the scores are just random 
values from [0,1]). The experiments were performed for the time windows 1 and 7 
days.   

For the WUT dataset the performance of TTM is similar for the 7-day time 
windows (Fig.4), but for narrowing time windows (1-days corresponding to growing 
sparsity and the variance of the link number) it can be seen that the performance of 
all predictors is going down (which is expected), however not equally. When the 
network undergoes periodic changes connected with rapid reduction of link number 
(Sundays: 1-day windows 4, 11, 18, 25 and their preceding days – weekends) the 
TTM performance, however reduced, is still at the level higher than 2% (in contrary 
to PA and CN). In the periods of “network growth” (from Sundays on), unlike the 
weekends, the non-zero performance of PA and CN appears. This case may be 
interpreted as the moment in which the rules of PA and CN (that the unlinked nodes 
show affiliation to hubs or tend to form a link when having a number of common 
friends) start to “work” again which results in the increase of the number of accurate 
predictions.  
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Fig. 4. The performance of TTM-predictor  
 
Summing up, we have checked the performance of the TTM-predictor for two 

networks (for the second, WUT, for three different timescales) which significantly 
differ in the size, dynamics and the period covered by their datasets. Its performance 
was confirmed to be generally better than that of CN and was proved to be relatively 
immune (in comparison to CN and PA) to the periods when the networks changes 
its mode of operation which results in rapid structural changes. The observations 
described in this section suggest the ways of further developing our method.  
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CONCLUSIONS AND FUTURE WORK 

The concept of TTM joins the statistical features of network links with their 
topological connection patterns. The method, although based on graph analysis, utilizes 
the inherent network dynamics based on the observations of the recorded network 
history. For we do not assume any prior knowledge about the nature of relations and 
network nodes (TTM bases on the structural changes in the network only), this allows 
also the future classification of the different dynamic networks (social, biological, etc.) 
according to their local evolutionary schemes expressed by the TTMs. 

This work reports the preliminary experiments carried on to check the possibility of 
modelling network evolution by means of structural changes in its elementary subgraphs. 
It should be noted that the triad voting scheme applied in the TTM-predictor is one of the 
simplest possible solutions. The promising results of these experiments open possibilities 
of further developing of our approach, the most appealing directions are: 

1. Including link weight in the analysis; in an e-mail network a link exists as a 
consequence of sending one or many messages, and in most cases it is far more stable in 
the second case. This issue will be used to tune our method in the next stage of 
experiments and should improve the performance of TTM prediction, especially for 
longer time windows (in which case the incidental communication – links of weight 1 – 
may be clearly distinguished). 

2. Time series analysis of TTM values. From the first experiments we know that the 
values in TTMs undergo periodic changes which was visible especially for short (1-day) 
time windows. Accurate estimation of the future TTM values may greatly improve the 
prediction. 

Further experiments on various networked systems of different origin are also 
planned in order to develop methodologies for modelling the evolution of networks with 
the dynamic subgraph mining. 
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MULTIAGENT SYSTEM FOR  
CROWD BEHAVIOUR MODELLING 

Computer simulations of the crowd dynamics have become popular in recent years. Many of the 
risks associated with the crowd can be avoided if experts properly use computer simulations of crowd 
in the process of facilities designing. Another group of application of crowd simulation is entertain-
ment and media industry (movies, computer games etc).  

We can distinguish two kind of base models dedicated for crowd simulations: macroscopic ap-
proach based on hydrodynamics (no individuality), as well as microscopic models (for instance 
agent-based models). 

The work presents a conceptual platform based on microscopic, multiagent approach, dedicated 
for crowd behavior modeling in different situations. The platform has been developed and imple-
mented last few years. Each agent possesses a set of individual properties. An agent can communicate 
with each others. Agents in the model are assigned to different groups: the agents who are in the same 
group cooperate together, while different groups of agents can compete with another groups. If we 
use set of simple or more complicated rules of behavior of individual entities, we can observe a very 
interesting view on crowd motion. The presented tool makes possible to visualize of crowd in 2D, as 
well as 3D. 

1. INTRODUCTION 

Continuous growth of computational power in the last years opens new possibili-
ties in many fields of science. One of this fields is crowd dynamics modelling. Over 
the years scientists developed many kinds of microscopic crowd simulations based on 
Molecular Dynamics (Social Forces Method), Cellular Automata or Multi-agent ap-
proach.  

 __________  
* AGH – University of Science and Technology, Institute of Automatics. 
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Crowd is defined in literature as “a large group of people who have come together” 
[6]. According to bibliography we can distinguish different kinds of crowd. For in-
stance gathering is usually a crowd with weak connections between individuals, which 
met in one place by a chance or for a specified reason like a concert. On the other hand 
mob is a large crowd, which can be aggressive or panicing [2]. More completed classi-
fication of crowds is presented on Fig. 1.  

 

 
Fig. 1. Classification of crowds according to Forsyth [2] 

Actually two approaches in microscopic crowd simulation are very popular [6, 8]. 
The first one is a continuous based on Molecular Dynamics (Social Forces Model). 
The second group is based on discrete approach based on Cellular Automata and Mul-
tiagent Systems (MAS). Both of them opened new ways and new possibilities in 
crowd simulations, because particular entity in the system can represent different 
model of behaviour. 

This work describes a system based on Multi-agent theory built for multipurpose 
crowd behaviour simulations. The system allows to create a 3D rendered animation of 
crowd, which may be used in a various analyses. Such models find more and more 
applications: in science, but also in commercial companies designing buildings or in a 
movie industry. 

2. GENERAL ASSUMPTIONS 

2.1.  SYSTEM 

The presented system is built using a combination of MAS (multiagent system) 
and Cellular Automata. The system is designed to simulate different number of in-
telligent agents: simulations can be performed with 10, as well as 1000 agents. An 
important goal was to allow user to create the desired environment, layout of the 
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scene where the simulation is to be processed. The output was designed to be a 3D 
movie style visualization with good scene representation, animated agents and real 
looking obstacles. 

2.2. AGENT IMPLEMENTATION 

Agent implementation used in the system was inspired by an M-Agent theory de-
scribed in [3] and [5]. Every agent in the system has individual characteristics. Au-
thors put emphasis on different features of an agent such as: 

•  Autonomic decisions, 
•  Active communication and cooperation, 
•  Environment monitoring and reacting to its changes, 
•  Flexible goal functions. 
Formally an agent is defined as: 

 SaSFSA ××⊂= ,,Λ  (1) 

where: 
A – set of available actions, 
S – set of agents inner states, 
F – relation between actions and states, in a state agent has a set of possible actions 

defined as: 

 2121 ),,(),,( ssFsasFsas =⇒∈∧∈  (2) 

to keep action – effect relations. 
An agent has its own intelligence modelled by a decision tree. Every agent can use 

a different decision tree. It is based on a simple observation: every human being is 
different. This is a very effective and intuitive way of personalizing agents. Decisions 
are made on the base of all the information possessed by the agent and actual goal set 
by the user.  

An agent can possess a better or a worse sight, different average velocity or  
different criteria in decision making process. Different criteria are reflected in the 
system. 

An agent can be in one of many implemented states as for example: sitting, 
standing, walking or running. Transitions between states are defined in a state dia-
gram (Fig. 2). Transitions are configurable and they can be extended and modified 
by the user. 
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The most important part of an agent is its own goal function. It defines what the 
agent is supposed to do. The system is designed to allow assigning multiple goal func-
tions to agents, prioritize them statically and dynamically. Such construction gives the 
user ability to manage agents. Goals defining may also be managed by the agent itself, 
depending on the information gained from an environment. It can change priorities as 
well as make some goals disabled for a period of time, if the aims are not currently 
possible to achieve. Presented system include several goal functions for instance: find-
ing a way to the exit, following the group or risk assessment. Applying of combined 
goals functions allow to gain complex crowd behaviours. Set of goal functions is kept 
as a list of them.  

To be able to achieve goals in a system all agents during simulation communicate 
with each other if they are in a close distance. They can exchange learned information 
about environment, other agents or they common goals. It simulates normal communi-
cation between human in a crowd. 

Each agent acts in a specific manner shown on Figure 3. An agent first updates its 
vision of the world (observation), tries to understand and decide whether it can use it 
in any way. Than the agent observes other agents. Because agents can cooperate or 
compete it is important to know states and possible actions of other agents in a 
neighbourhood. An agent in this step can gain new information from other agents or it 
can share its own knowledge about the world and common goals. Finally, having all 
the possible information, the agent goes through calculating its goal functions. It can 
decide to change priorities and temporally deactivate them. 

 

 
Fig. 2. State diagram of an agent 
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Fig. 3. Agent reasoning scheme 

2.3. SCENE REPRESENTATION 

The scene was implemented as a three dimensional Cellular Automaton. Such kind 
of discretisation of space lead to creating optimised movement algorithms. Our inves-
tigation showed that such connection of decision function with rules of inhomogene-
ous Cellular Automata allows to describes the world of agents in effective and intui-
tive way.  

Introducing 3D CA to the system have opened an easy way to implement multi-
level objects: like buildings or complex topography (valleys, hills etc). Furthermore it 
allows using the system in very specific simulations of multi-storey buildings. 

To introduce obstacles into the system, the user puts into the program separate im-
age files representing levels of the scene (Fig 3). 

 

 
Fig. 3. Image files representing levels 0 to 4 of the scene 
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The system output is 3D visualization, example view is presented on Figure 6.  
A view can be displayed online, while the simulation is running. It can also be saved 
on disk for future analyses or post processing to present the results in more spectacular 
way. 

2.4. MOVEMENT ALGORITHM 

The connection of multiagent system with CA gains popularity in the few last 
years [1], [4], [7], [9]. It has caused speedup of the process of movement calculating 
and interacion with neighbours.  

The system uses movement algorithm based on a field of sight of the agent. Each 
agent can observe only a piece of the surrounding enviroment. Possible obstacles 
cause narrowing agent’s sight. Figure 4 shows the field of sight of an agent. Green 
color symbolizes area observable by an agent.  

 

 

Fig. 4. Field of sight of an agent 

An agent also defines two ranges in its neighbourhood: closer and furhter. 
Depending on the distance between the agent and another object in the enviroment 
agent can make different decisions. 

Movement algorithm uses gradient of path calculated towards the target. Gradients 
are calculated at the beginning of the simulation, but they can be recalculated. Using 
this method agent can intelligently choose path omitting obstacles and other dangers. 

Steps of the algorithm are shown on Figure 5. Particular agent can continuously 
adjust the path and change it depending on current situation. Each agent can for exam-
ple avoid new obstacles or enemies. 
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Fig. 5. Movement algorithm 

3. MODEL APPLICATIONS 

3.1. GROUPING 

To demonstrate basic possibilities of the system, a simple simulation of agents 
grouping will be presented below. All agents are located in a closed square room. 
They are divided into two concurrent groups. In each group random agent is chosen as 
a leader. The leader has to stay in the same place during the simulation. Other agents 
have to surround their leader, as fast as possible. Particular steps and results are shown 
on Figure 6. 
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Fig. 6. Grouping agents 

3.2. BUILDING EVACUATION 

To present more complex behaviours and problems the system was used to imple-
ment a simulation of building evacuation. The environment was designed as a four 
storey building with one staircase in the middle of it. Agents were randomly divided to 
all flours. Every agent has the same main goal function: to leave the building as fast as 
possible. Each of them know that the exit is located on the bottom floor in a corner, 
but each agent has to find, how to get to that exit.  

Figure 7 shows the distribution of agents at the beginning of the simulation and a 
view after 20 seconds. It can be seen that all agents are heading towards the exit in a 
constant flow. They do not cause blockages on their way and all leave the building. 

Such simulations can be also made with more complicated building layouts and 
bigger number of agents. 
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Fig. 7. Building evacuation 

4. CONCLUSIONS 

The aim of this study was to present the multiagent system dedicated to simulate 
and visualize the behavior of the crowd. The system allows to simulate crowd beha-
vior in different situations. It can be used for open space simulations, as well as in 
multi storey buildings or another facilities. Presented system was tested for specific 
situations like: freeway traffic, evacuation or simulation of battlefield. 

Applied connection of multiagent system and Cellular Automaton causes effective-
ness and accuracy of simulations.  

Presented application is a prototype that can be further developed and customized 
for specific aims such as simulations to ensure the safety of the crowd (designing ob-
jects and organization of mass events), or in the entertainment industry (creation of 
computer games, movie making). 
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ON PRICING AND NUMERICAL SIMULATIONS OF 
SOME CATASTROPHE BOND 

The increasing number of natural catastrophes leads to severe losses for insurers. Even one, sin-
gle catastrophe could cause problems with reserves for many insurers or even bankruptcy of these en-
terprises. Instead of classical insurance mechanisms, new financial instruments may be used in order 
to cope with dramatic consequences of such extreme events. The problem is to “package” natural dis-
asters risks (losses) into classical forms of tradable financial assets, like bonds or options. The catas-
trophe bonds (in abbreviation cat bonds) are the most popular catastrophe-linked securities. We use 
approach based on neutral martingale method and Monte Carlo simulations in order to analyse some 
model of catastrophe bond. We price the example of such bond applying stochastic model of risk-free 
spot interest rate under assumption of independence between catastrophe occurrence and behaviour of 
financial market. Then we use numerical simulations to analyse the behaviour of the obtained pricing 
formula. 

1. INTRODUCTION 

The insurance industry face overwhelming risks caused by natural catastrophes, e.g. 
the losses from Hurricane Katrina in 2005 are estimated on 40 – 60 billion $ (see [11]). 
Also other countries are affected by similar problems – e.g. Poland by extreme floods, 
Japan by enormous earthquakes and tsunamis, etc. 

The classical insurance mechanisms adopted by insureds, i.e. application of central 
limit theorem, are not suitable for such extreme losses caused by natural catastrophes. 
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Even one, single catastrophe could cause problems with reserves for many insurers or 
even bankruptcy of these enterprises. For example, after Hurricane Andrew more than 60 
insurance companies became insolvent (see [11]). 

The traditional insurance models (see e.g. [2, 5]) deal with independent risk with 
rather small claims, like car accidents. Contrary, the sources of losses from natural 
catastrophes are strongly dependent in terms of time and localization, e.g. single 
hurricane could blow out many houses, starts fire, leads to robberies, etc. Additionaly, 
the values of such losses may be extremely high. Therefore new types of financial and 
insurance instruments are necessary for insurance industry. 

So called securization of losses (i.e. “packaging” the risks into tradable asset, like 
bond or derivative) may be helpful for insurers in dealing with results of extreme natural 
catastrophes (see e.g. [3, 6, 7, 9]). The catastrophe bonds (cat bonds, see [4, 14, 16]) are 
the most popular example of catastrophe-linked securities. 

Our work is a continuation of Vaugirard’s approach (see [17]) to catastrophe bond 
pricing. We assume no possibility of arbitrage and independence between catastrophe 
occurrence and behaviour of financial market. An additional assumption is replicability 
of interest rate changes by financial instruments existing in the market. We price catas-
trophe bonds applying the Cox-Ingersoll-Ross (CIR) model of risk-free spot interest rate. 
We also consider a stepwise form of catastrophe bond payoff function. In section 3 we 
find an analytical valuation formula for catbonds, using the martingale method of pric-
ing. Then in section 4 we use numerical simulations to analyse the behaviour of the ob-
tained pricing formula. 

2. CATASTROPHE BONDS 

Classical insurance mechanisms are often criticized because of serious problems 
with adverse selection and moral hazard – e.g., hope for governmental help or posses-
sion of insurance policy may change people's attitude. In such case they expose them-
selves to risk intentionally. Classical reinsurance markets are additional source of 
problems. In the case of catastrophic events, the reinsurers might not have sufficient 
capital. The dependency of catastrophic losses in terms of time and localization, and 
enormous values of such losses should be also mentioned. Therefore the single cata-
strophic event could cause the bankruptcy of the insurer or serious problems with cov-
erage of losses (see [3, 6, 7, 9]). 

Taking into account mentioned problems, applying new kinds of financial or 
insurance instruments may be profitable. One of possible solutions is to “package” 
risks (i.e. losses) caused by natural catastrophes into more classical forms of tradable 
financial assets, like bonds options or other derivatives. The most popular catastrophe-
linked security is the catastrophe bond.  
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Catastrophe bond become wider known in April 1997, when USAA, an insurer 
from Texas, initiated two new successful classes of cat bonds: A-1 and A-2. Accord-
ing to [10] the cat bond market in year 2003 hit a total issuance of $1.73 billion, a 42% 
increase from 2002’s record of $1.22 billion. To the end of 2004 there were about 
successful 65 emissions of cat bonds. This market is still emerging despite crisis and 
other problems on financial markets. 

Comparing to “classical bond”, the payment function of cat bond depends on addi-
tional random variable. This variable is connected with so called triggering point (see 
[8, 12, 154]) – occurrence or other properties of specified type of natural catastrophe. 
Also other parameters like region and time interval for catastrophic event are de-
scribed in detail for catastrophe bond. The triggering point changes the structure of 
payments for the cat bond. It may be connected e.g. with occurrence of catastrophe, 
the issuer's actual losses (e.g. losses from flood), losses modeled by special software 
based on real parameters of catastrophe, insurance industry index, real parameters of 
catastrophe (e.g. magnitude of earthquake) or hybrid index related to modeled losses. 
The structure of payments for cat bonds depends also on some primary underlying 
asset, like interest rates. 

For example, the A-1 USAA bond was connected with losses caused by hurricane 
on the east coast of USA between July 15, 1997 and December 31, 1997. If the value 
of losses had been more than $ 1 billion, the coupon of the bond would have been lost. 
In case of A-1 USAA bond, the payment depended also on LIBOR. 

3. CATASTROPHE BOND PRICING 

In this section we introduce pricing formula for catastrophe bonds. We continue 
our earlier approach from [13 – 15]. We begin with notations and basic definitions 
concerning catastrophe bonds and their pricing. We define stochastic processes de-
scribing dynamics of the spot interest rate and aggregated catastrophe losses. We 
apply stochastic models with continuous time and time horizon of the form [ ]',0 T , 
where .0'>T  Date of maturity of a catastrophe bond T  is not later than ,'T  i.e. 

'.TT ≤  We consider two probability measures: P and Q and we denote by PE  and 
QE the expectations with respect to them. We define stochastic processes and ran-

dom variables with respect to probability P while probability Q is a martingale 
measure equivalent to P. 

Let ( ) [ ]',0 TttW ∈  be Brownian motion. It will be used to describe the behaviour of the 

risk-free interest rate. Let ( )∞=1iiU  be a sequence of identically distributed random va-
riables with bounded second moment. We treat iU  as value of losses during i-th cata-
strophic event. We define compound Poisson process by formula 
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, where ( ) ]',0[ TttN ∈  is Poisson process with an intensity 0>κ . 

For each [ ]',0 Tt∈  the value of process tN is equal to the number of catastrophic 

events till the moment t . In particular, 00 =N  P  - a.s., tNE t
P κ=  for [ ]',0 Tt∈  and  
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κκ  for '.0 Tts ≤≤≤  Moments of 

jumps of ( ) ]',0[ TttN ∈  are moments of catastrophic events. For each [ ]',0 Tt∈  process 

tN~  describes the aggregated catastrophe losses till the moment t . ( ) ]',0[
~

TttN ∈  is a non-
decreasing stochastic process, with right-continuous trajectories of a stepwise form. 
Heights of its jumps are equal to values of losses during catastrophic events. 

All the above processes and random variables are defined on a filtered probability 
space ( ) [ ]( )PFF Ttt ,,, ',0∈Ω . The filtration ( ) ]',0[ TttF ∈  is given by formula 

 
( ) ( ) ( ) [ ].',0,,~,,, 1010 TttsNFtsWFFFF ststttt ∈≤=≤=∪= σσσ  

 
We assume that ( ){ }( )0:0 =∈= APFAF σ  and that ( ) [ ]',0 TttW ∈ , ( ) [ ]',0 TttN ∈ and ( )∞=1iiU  

are independent. Then the probability space with filtration satisfies standard assump-
tions, i.e. σ -algebra F  is P -complete, filtration ( ) ]',0[ TttF ∈  is right continuous and 0F  

contains all the sets from F  of P -probability zero. 
We denote by ( ) ]',0[ TttB ∈  banking account satisfying equation ,dtBrdB ttt =  

10 =B  for a risk-free spot interest rate ( ) [ ]',0 Tttrr ∈= . 

We assume that zero-coupon bonds are traded in the market. We denote by ( )TtB ,  
the price at the time t  of zero-coupon bond with maturity date 'TT ≤  and with face 
value equal to 1 . We price catastrophe bonds under the assumption of no possibility of 
arbitrage in the market.  

We also make two additional assumptions. We first assume that investors are neu-
tral toward nature jump risk (Assumption 1). This assumption has practical confirma-
tions in the market (see e.g. [1, 17]). Secondly (Assumption 2), we assume routinely 
that changes in interest rate r can be replicated by existing financial instruments (es-
pecially zero-coupon bonds). 

We consider a catastrophe bond, with a stepwise payoff function. Our aim is to find 
and prove its valuation formula. Let 1,...0 1 ><<< nKK n , be a sequence of con-
stants. Let [ ] niTi ≤≤→Ω 1,',0:τ  be a sequence of stopping times of the form 
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ωωτ  Let nwww <<< ...21  be a sequence of 

nonnegative constants, for which 1
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i
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Definition 1. We denote by ( )FvTIBs ,  a catastrophe bond satisfying the following 
assumptions: 

a)  If the catastrophe does not occur in the period [ ]T,0 , i.e. T>1τ , the bondholder 
is paid the face value Fv ; 

b)  If Tn ≤τ , the bondholder receives the face value minus the sum of write-down 

coefficients in percentage ∑
=

n

i
iw

1
. 

c)  If nkT kk ≤<<≤− 1,1 ττ , the bondholder receives the face value minus the sum 

of write-down coefficients in percentage ∑
−

=

1

1

k

i
iw . 

d)  The cash payments are done at date of maturity T . 
 

We denote by ( )FvTIBs ,υ  the payoff function of ( )FvTIBs , . 
We assume CIR model of the risk-free spot interest rate. Process r  is the solution 

of stochastic equation  
 

( ) ( )( ) ( ) tdWtrdttrbatdr σ+−=  
 

for constants 0>,, σba , such that 2>2 σab . CIR model was introduced by Cox, 
Ingersoll and Ross and it is an extension of the Vasicek model. It is often used for 
modeling of risk-free spot interest rate.  

We assume the following stochastic form of risk premium of risk-free bonds 
[ ]',0, Turuu ∈= λλ , where λ  is a constant. The following theorem gives the no-

arbitrage pricing formula for ( )FvTIBs ,  with CIR interest rate dynamics. This type of 
a catastrophe bond was also considered in [13 – 15] for 1=n .  
 
Theorem 1. Let ( )0IB  be the price of ( )FvTIBs ,  at time 0 . Let 

             ∑
=

Φ=Φ
n

i
i

0
, where iΦ  are cumulative distribution function of iτ . Then  
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Proof. Using the above assumptions, we obtain the unique probability measure Q  in 
similar way as in [17]. The following Radon–Nikodym derivative defines measure Q : 
 

..
2
1exp

0 0

2 saPdudW
dP
dQ T T

uuu −⎟
⎠
⎞

⎜
⎝
⎛ −= ∫ ∫ λλ  

 
For Q  the family ( ) ',, TTtTtB ≤≤ , of zero-coupon bond prices with respect to r  
is arbitrage-free, i.e. for each [ ]',0 TT ∈  ( ) 1, =TTB  and processes 
( ) [ ]TtBTtB t ,0,/, ∈ , of discounted zero-coupon bond prices are martingales with 

respect to Q . Then we have the following pricing formula for zero-coupon bond 

( ) [ ]',0,|, TtFeETtB t

durQ
T

t u ∈⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∫=
−

. Using arguments similar as in [17], we obtain 

the analogous equality for the catastrophe bond: 
 

 ( ) ( ) .|, ⎟⎟
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⎞
⎜⎜
⎝
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−

tFvTIB

durQ FeEtIB
s

T

t u υ   (2) 

 
From Assumption 1, ( )∫−

T
t udurexp  and ( )FvTIBs ,υ  are independent under Q . There-

fore formula (2) can be written in the form ( ) ( )( )tFvTIB
Q
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and in particular, for 0=t , in the form ( ) ( )( ).0 ,
0
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QdurQ

s

T
u EeEIB υ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∫=
−

 Since 

( ) { }
⎭
⎬
⎫

⎩
⎨
⎧
−= ∑

=
≤

n

i
TiFvTIB is

IwFv
1

, 1 τυ , from Assumption 1, 
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From zero-coupon bond pricing formula for CIR interest rate model (see e.g. [18]) it 

follows that ( )0,0 rPeE
T

udurQ =⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∫−  and finally we obtain (1).       

The following lemma from [13] gives the form of the cumulative distribution func-
tions of iτ  and can be applied to computations of the catastrophe bond price. 
 
Lemma 1. The value of cumulative distribution function ( ) nii ≤≤Φ 1,ω , at the 
moment T  has the form 

 

( ) ( ) ( ),
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where 

jU~Φ  is the cumulative distribution function of the sum 

,...1,0,~
0

==∑
=

jUU
j

p
pj  In the above formula we assume that 00 =U . 

 4. MONTE CARLO EXPERIMENTS 

In order to analyze the numerical features of the cat bond described in section 3, we 
use Monte Carlo simulations. In our experiments we price the catastrophe bond accord-
ing to equation (1). In each case we use n = 100 000 000 simulations. 

The catastrophe process was modeled by Poisson process with intensity μ = 0.05. 
The value of single catastrophe was described by Gamma random variable with shape 
parameter α and scale parameter β. The risk-free interest spot rate was described by CIR 
model with parameters a = 0.025, b = 0.01, r(0) = 0.05, σ = 0.01. 
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First type of catastrophe bond has parameters T=5, Fv=1, 2.01 =w , 501 =k . We 
price this bond for various shape parameters with fixed scale parameter β=10 (see Ta-
ble 1) and various scale parameters with fixed shape parameter α=5 (see Table 2). 

Tab. 1. Price of the catastrophe bond for various shape parameters 

Shape parameter (α) 5 6 7 8 9 10 
Price 0. 780137 0.778838 0.777759 0.776965 0.776557 0.776258 

Tab. 2. Price of the catastrophe bond for various scale parameters 

Scale parameter (β) 10 12 14 16 18 20 
Price 0.780137 0.779023 0.778137 0.777513 0.77709 0.77687 

 
As we could see, for larger values of parameters, the price of catastrophe bond is 

lower. However, the differences in prices are rather small, as may be seen on Fig. 1 
where the price is plotted against values of shape (x axis) and scale (y axis) parameters. 

 

 
Fig. 1. Price of the catastrophe bond as a function of scale and shape parameters 

In next case we analyze price of the catastrophe bond as the function of value of trig-
gering point 1k . We set 5=α  and 10=β . Other parameters (for interest rate model, 
face value and 1w ) were the same as in previous experiment. As we could see on Fig. 2, 
the differences in prices are relatively low and the appropriate function seems to be hy-
perbolic curve. 

In next case we analyze price of the catastrophe bond as the function of percentage 
loss of face value 1w . Other parameters (for shape parameter, scale parameter, interest 
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rate model, face value and 501 =k ) were the same as in previous experiment. As we 
could see on Fig. 3, the differences in prices are relatively low and function seems to be 
linear. 
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Fig. 2. Price of the catastrophe bond as a function of value of triggering point 
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Fig. 3. Price of the catastrophe bond as a function of percentage loss of face value 

5. CONCLUDING REMARKS 

In this chapter we use approach based on neutral martingale method and Monte Carlo 
simulations in order to price and analyse some features of example of catastrophe bond. 
We price the catbond applying CIR model of risk-free spot interest rate. Then we use 
simulations to analyse the behaviour of the obtained pricing formula in series of numeri-
cal experiments. 
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SYSTEM FOR SIMULATING  
TORNADO DAMAGES IN FORESTS 

The aim of this work is to provide an overview of an intelligent information system dealing with 
simulation of tornado damages inflicted in forests. The system is potentially useful for forests manag-
ers in delivering information about optimization of newly grown tree stands against tornado damages 
in regions endangered with severe wind gusts.  

The system consists of a combined Rankine vortex used for tornado simulation and of HWIND 
tree damage model used for assessing tornado impact on forests. The Rankine vortex equations have 
been expanded to three dimensions using real tornadoes data. The HWIND model has been modified 
to be used for sudden wind blows conflicted by tornadoes in contrast to constant wind speeds for 
which it was designed. Never before had all the equations for Rankine vortex and HWIND tree dam-
age model been gathered in one work. The simulation is visualized by the system and results in a pat-
tern of downed trees from which suitable conclusions for forest managers are made. 

The authors believe that the work is important as Europe is struck by tornadoes which conflict 
damages worth billions of euros every year, mostly in unpopulated areas such as forest. Moreover the 
scientific literature on this topic in Europe is sparse.     

1. INTRODUCTION 

It may seem that tornadoes are not frequent events in Poland, but only in 2010 Eu-
ropean Severe Weather Database [1] has collected 83 reports of severe wind gusts - 
sudden winds blowing with speeds over 25km/h and 18 tornadoes. The meaning of 
tornado's damages is also notable as in 2008 windstorm Emma, crossing Central Eu-
rope, conflicted damages estimated by over 1 billion euros. 

 __________  
* University of Science and Technology AGH in Cracow. 
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The topic of tornado modeling is also not widely described in European literature 
and up to this date there was no article putting all the equations for HWIND tree dam-
age model in one place. HWIND model plays a central role in estimating effects of 
wind gusts on trees in forests.  

2. SYSTEM OVERVIEW 

The system consist of two models: vortex and tree damage. For the vortex model 
Rankine's method was chosen. Its purpose is to give a wind speed value for a given 
point in space in the area struck by a tornado. The second model was implemented by 
HWIND tree damage model which task is to provide maximum bending force for a 
particular tree which is necessary for that tree to be either broken or uprooted by wind. 
The result of simulation based on those two combined sub-models is a downed tree 
pattern. From the downed tree pattern one can infer the impact of changes in model's 
attributes on trees in the forest and in consequence deduct how to protect forests from 
tornado effects. 

A class diagram for the system is given in figure 1. The classes corresponds direct-
ly to models used. GUI class is the interface between user and the rest of the system. 
Simulation class is responsible for running a simulation in loop until the center of the 
vortex is out of the simulated forest area. The Simulation class uses AbstractVor-
texModel which is a parent class for Rankine which purpose is to provide calculations 
from Rankine vortex model. ForestModel class is responsible for gathering data about 
trees in the forest by using calculations for single tree take from HWIND class which 
is a child class of AbstractTreeModel and uses HWINDData class for particular tree 
species used in the system. 

 

 
Fig. 1. System’s class diagram. Source: original work 



System for Simulating Tornado Damages in Forests 111 

A sequence diagram is given in figure 2. First the user has to provide parameters of 
the tornado, which include vortex origin coordinates, speed and direction of the move 
of tornado, maximum vortex radius and maximum wind speeds in the tornado. Next 
the user has to choose what tree species are growing in the forest. In the forest only 
one type of trees can be simulated due to HWIND tree damage model's limitation 
which impose a forest has to be homogenous. The user is also asked to estimate the 
average age of trees in the forest which is represented by maximum height of a tree. 
Data on trees' species parameters are stored in HWINDData class. 

The simulation is done on a grid. On each intersection grows a tree and by manipu-
lating the distance between them and the area of simulated location one can manage 
forest density.  

 

 
Fig. 2. System’s sequence diagram. Source: original work 

When the start button in the application is pressed the sequence is started. The grid 
is initialized by initializeSimulation(), forest parameters are set in initializeForest(), 
tree specie is set in initializeTree() and finally vortex attributes are set by initialize-
Vortex(). When the simulation is started in doSimulation() trees attributes are drawn 
from random number generator in generateTreeMatrix() and a blank treeDamage-
Matrix is put in simulation object. Next wind speeds on the intersections of the grid 
are calculated in calculateWindSpeedMatrix(), which in turn uses calculateWind() 
method which calculates wind speeds of a tornado vortex in three dimensions using 
calculate3DParameters(). The new origin point of the vortex center is calculated and 
moved accordingly to its transition speed vector in moveVortexOrigin(). The result 
of this step is a windSpeedMatrix. The speeds from windSpeedMatrix are used to 
check if the wind has inflicted any damage in the forest in calculateTreeDamageMa-
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trix(). This is done by calling calculateTreeForce() on each tree in the forest which 
calculates equations from HWIND tree damage model and gives an answer on the 
treeState which can be either broken, uprooted or standing still. The treeDamageMa-
trix is returned to simulation object which uses windSpeedMatrix and treeDamage-
Matrix to display them to the user by calling paintVortex3D() and paintForest2D() 
methods of gui object. The last step is to gather statistics of downed trees in the forest 
and display them to the user. If the origin of the vortex is still in the area of the grid 
the next step of simulation is computed. If not the simulation ends and the user is pre-
sented with complete downed tree pattern.  

3. RANKINE VORTEX MODEL 

Rankine vortex is a steady-state vortex model developed in the middle of XIX cen-
tury [2]. It consists of two regions. In the inner region wind speed is rising linearly 
with the rise of distance from the center of the vortex. Speeds in the outer region are 
behaving in the opposite way, where they lower with the rise of distance from the 
vortex center. The border between regions is defined by radius R. The situation can be 
seen in figure 3. 

 

 
Fig. 3. Rankine vortex 2D visualization. Source: original work 

Equations for the vortex are best presented in polar coordination system. Tangen-
tial velocity ఝܸ is calculated from the equation (1) and the radial velocity ௥ܸ is calcu-
lated according to equation (2). 

 

 ఝܸ ൌ ቐ ఝܸ,௠௔௫ ቀ ௥ோ೘ೌೣቁ , ݎ ൑  ܴ௠௔௫,
ఝܸ,௠௔௫ ቀோ೘ೌೣ௥ ቁ , ݎ ൐ ܴ௠௔௫,  (1) 
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 ௥ܸ ൌ ൞ ௥ܸ,௠௔௫ ቀ ௥ோ೘ೌೣቁ଴.଺ , ݎ ൑  ܴ௠௔௫,
௥ܸ,௠௔௫ ቀோ೘ೌೣ௥ ቁ଴.଺ , ݎ ൐ ܴ௠௔௫.  (2) 

 
In the equations ݎ is the distance of each point in the grid from the vortex center 

and ܴ௠௔௫ is the size of inner vortex region. Exponentiation of equation (2) was ap-
proximated to 0.6 in [3] by measuring radial velocities of tornadoes by mobile Dopp-
ler radar.  

Total wind speed of a tornado in each point of the grid is a superposition of tangen-
tial and radial velocity vectors plus the forward velocity of vortex center which emu-
lates a moving tornado.  

Rankine model is two dimensional but the authors of this publication have ex-
panded it to third plane. It has been done by making the maximum radius ܴ௠௔௫ and 
tornado center coordinates ሺݔ଴,  There are many tornado .ݖ ଴ሻ dependent on the heightݕ
shapes but in this work V-shaped tornadoes were chosen.   

Authors have gathered pictures of real V-shaped fully connected to the ground tor-
nadoes. Then by measuring landscape objects on the pictures a scale for each picture 
was estimated. Next step was to select tornado shapes from the background, convert 
pictures to black and white and with the help of MATLAB Image Processing Toolbox 
estimate radius and center position on each height ݖ. Finally all data points where av-
eraged and approximated to functions. Because pictures showed vortexes only from 
one angle it was decided that the resulting 3D model will computed by using the same 
equation for both x and y-plane. Estimated functions for radius ܴ௭ is shown in equa-
tion (3) and the center ሺݔ௭,     .௭ሻ is shown in equation (4)ݕ

 
 ܴ௭ ൌ ሺെ8.5637 · ଷݖ10ି଼ ൅ ଶݖ0.00018695 ൅ ݖ0.0078765 ൅ 0.94933ሻܴ଴ (3) 
௭ݔ  ൌ ଴ݔ ൅ ሺ1.3142 · 10షళݖସ െ 3.864 · 10ିହݖଷ ൅ ଶݖ0.0048048 െ ݖ0.10169 െ 0.46675ሻ ோబହݕ௭ ൌ ଴ݕ ൅ ሺ1.3142 · 10ି଻ݖସ െ 3.864 · 10ିହݖଷ ൅ ଶݖ0.0048048 െ ݖ0.10169 െ 0.46675ሻ ோబହ  (4) 

 

 
Fig. 4. Comparison between real tornado shape and Rankine vortex 3D visualization.  

Source of the tornado image: [4] 
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Figure 4 compares real tornado (not present in the learning set) with the visualiza-
tion. 

4. HWIND TREE DAMAGE MODEL 

HWIND model was designed in University of Joensuu in Finland [5]. Its purpose 
was to simulate trees resistance to constant winds blowing within 10 minutes range 10 
meters from the ground on podzolic soil. 

Forces acting on the trees are shown in figure 5. First the tree is divided on 1 meter 
segments and forces are computed for each segment. In the end the segment's forces 
are summed and the result is the total force acting on a tree. 

Total wind-induced forces ܨ௪ are written in equation (5). Parameter ݖ is the height 
(segment number) above the ground in meters, ܥௗ is a dimensionless drag coefficient 
given in table 1, ߩ is the air density, ݒ௛ is the wind speed on given height and ܣሺݖሻ is 
the projected area of each tree segment giving resistance to the wind.   

 

 
Fig. 5. Forces having impact on a tree. Source: [6]  

Two type of tree species are modeled: Scots Pine and Norway Spruce, which are 
the most popular tree types in Polish forests [7]. Each of them has a distinct crown 
shape which was approximated by an equilateral triangle in case of Scots Pine and by 
two equilaterals triangles connected to each other with their bases in case of Norway 
Spruce. The canopy of a tree was approximated by a rectangle. In consequence seg-
ment projected area ܣሺݖሻ is a 1 meter fragment of either the rectangle representing tree 
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canopy or a slice to triangle representing tree crown depending on the height above the 
ground.  

 
ሻݖ௪ሺܨ  ൌ ଵଶ  ሻ (5)ݖሺܣ௛ଶݒߩௗܥ

 
As the wind blows on the tree the area of the crown is reduced. If the wind blows 

with speeds below or equal to 11 ௠௦  then the area is reduced by 20%. If the wind speed 
is over 20 ௠௦  then the area is reduced by 60 %. And if the wind velocity is in between 
the shrinking factor ܵ௧ is computed from equation (6). 

 
 ܵ௧ሺݖሻ ൌ ଵ଴௩ሺ௭ሻ െ 0.1 (6) 

Table 1. Data for HWIND tree damage model. Source: [8] 

Parameter Scots Pine Norway Spruce
Modulus of rupture (MOR)[MPa] 39.1 30.6 
Modulus of elasticity (MOE) [MPa] 7000 6300 

Air density (ߩ) ቂ௞௚௠యቃ 1.226 1.226 
Drag coefficient ሺܥௗሻ 0.29 0.35 
Soil mass to tree mass ratio ሺ ோ݂ௐሻ 0.3 0.2 
Crown approximation shape Triangle Double triangle

 
After the tree is bend by the wind gravitational force ܨ௚ in equation (7) starts acting 

on each segment. Here ݉௖ is the mass of each tree segment.  
ሻݖ௚ሺܨ  ൌ ݉௖݃ (7) 

 
Finally total bending moment ܤ௠௔௫ for each segment ݖis the sum of wind-induced 

force ܨ௪ multiplied by the height ݖ and gravitational force ܨ௚ multiplied by the hori-
zontal displacement from upright of the segment. The sum is further multiplied by 
gust factor ௚݂௨௦௧ and gap factor ௚݂௔௣ described later in the work. 

    
ሻݖ௠௔௫ሺܤ  ൌ ௚݂௨௦௧ ௚݂௔௣ൣܨ௪ሺݖሻ∆ݖ ൅  ሻ൧ (8)ݖሺݔሻݖ௚ሺܨ

 
Horizontal displacement of a segment ݔሺݖሻ is presented in equation (9). Here ܽ 

means the height from the ground to the middle of the crown, ݄ - total height of the 
tree, ݈ሺݖሻ distance from the tree top to the height ݖ, modulus of elasticity ܧܱܯ given 
in table 1, ܫ is the area moment of inertia of the tree stem ݉ସ which equals to  ܫ ൌగௗ್೓ర଺ସ  , where ݀௕௛ mean the tree diameter on the breast height (1.3 m). Equation is di-
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vided in two parts. In the first part the segment ݖ being calculated is below the height 
of the middle of the crown and in the other part it is above.  

 

ሻݖሺݔ  ൌ ۔ە
ிೢۓ ௔మ௛ቀଷି೓ೌିయ೗ሺ೥ሻ೓ ቁ଺·ெைா·ூ ݖ                  ,  ൑  ܽ,ிೢ ௔య൬ଶିయሺ೗ሺ೥ሻష್ሻೌ ାሺ೗ሺ೥ሻష್ሻయೌయ ൰଺·ெைா·ூ  , ݖ ൐ ܽ.  (9) 

 
Each segment maximum bending moments ܤ௠௔௫ሺݖሻ are summed together resulting 

in the total bending moment ܤ௠௔௫ for a tree.  
In a research conducted in 2005 Gardnier and Stacey [6] showed that trees behave 

differently under wind pressure if they grow in different distances from the forest edge 
and apart from each other. Suitable equations are shown in (10) and (11). 

 

 

௠௘௔௡ݐݏݑܩ ൌ ቀ0.68 ௦௛ െ 0.0385ቁ ൅ ቀെ0.68 ௦௛ ൅ 0.4875ቁ ቀ1.7239 ௦௛ ൅ 0.0316ቁ೓ೣ
௠௔௫ݐݏݑܩ ൌ ቀ2.7193 ௦௛ െ 0.061ቁ ൅ ቀെ1.273 ௦௛ ൅ 9.9701ቁ ቀ1.1127 ௦௛ ൅ 0.0311ቁ೓ೣ

௚݂௨௦௧ ൌ ீ௨௦௧೘ೌೣீ௨௦௧೘೐ೌ೙
 (10) 

 

 

௠௘௔௡݌ܽܩ ൌ ଴.଴଴ଵା଴.଴଴ଵ௣బ.ఱలమ଴.଴଴ସ଺ହ݌ܽܩ௠௔௫ ൌ ଴.଴଴଻ଶା଴.଴଴଺ସ௣బ.యరలళ଴.଴ଶଵସ௚݂௔௣ ൌ ீ௔௣೘ೌೣீ௔௣೘೐ೌ೙
 (11) 

 
Furthermore in the tunnel experiment it was noted that the first row of trees in an 

artificially grown forest has larger resisting force than those trees growing in the mid-
dle of the forest. It is suspected that this phenomena is connected to wood density in 
the outer trees and the airflow inside the forest.  

The above equations were connected to the forces applied on a tree. In equations 
(12) and (13) resistive forces are shown. 

 
௕௞ܯ  ൌ గଷଶ ௕௛ଷܴܱ݀ܯ  (12) 

 
Stem breakage resisting force ܯ௕௞ is a product of outer fiber layer resistance on the 

breast height (1.3 m). The tree is assumed to bend to a point of no return which results 
in breakage of the stem.   
௨௣ܯ  ൌ ௚ோ೘ೌೞೞோ೏೐೛೟೓௙ೃೈ  (13) 
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Resistance to a tree uproot ܯ௨௣ is a multiplication of gravitational force ݃, root's 
mass ܴ௠௔௦௦, root's depth ܴௗ௘௣௧௛ and a ratio of soil mass around the roots to the whole 
tree mass ோ݂ௐ. If the forced is exceeded the tree is assumed to be uprooted. 

Lastly HWIND model assumes that the wind is blowing constantly with the same 
velocity for at least 10 minutes and in consequence bends the tree to a point of no re-
turn. However as tornadoes are a sudden and violent phenomena it was shown by oth-
er researchers [9] that its wind blows velocities ݒ௦௨ௗௗ௘௡ correspond to mean wind 
velocities ݒ௠௘௔௡. The reliance was approximated by authors to equation (14). 

  
௠௘௔௡ݒ  ൌ െ0.0032158ݒ௦௨ௗௗ௘௡ଶ ൅ ௦௨ௗௗ௘௡ݒ0.54722 െ 0.1285 (14) 

5. RESULTS 

Downed tree pattern from system’s simulation has been compared to an image of a 
real forest after a tornado had passed through it. As it can be seen in figure 6 the simu-
lation has captured main characteristics of a real downed tree pattern. The damaged 
area of the forest is narrow as in the simulation and some trees had been broken while 
others uprooted. Moreover downed trees are aligning in semicircles as in the simula-
tion.         

 

Fig. 6. Comparison between image of a forest after a tornado has passed through it and downed tree pat-
tern from system’s simulation. Area of damage is approximately 120 m wide; forest consist of  

Scots Pine from 12 to 16 m height with distance of about 5 m between trees; tornado is estimated as  
T6 (73–83 m/s) with 8 m in diameter at the ground.  Source of the image: [10] 

Downed tree patterns from simulations with different values of each simulation pa-
rameter have also been compared to each other and conclusions for forest managers 
have been drawn: 
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• Tree height – as expected the force needed to break or uproot a tree grows with 
the height and diameter of a tree. However the force needed to uproot a tree for 
thin and small trees is bigger than the force needed to break them, this trend is 
inverted when it comes to big and thick trees. This dependence can be explained 
by relatively small root mass growth with tree age and over proportional growth 
of tree’s stem and crown. 

•  Tree species – Scots pine require greater wind speeds than Norway Spruce in 
order to be broken or uprooted, therefore forest manager can consider planting 
trees species which are more resistant to the winds. 

• Distance between trees – the lower the distance between trees the greater force 
is needed to break or uproot them. Therefore densely populated forests are more 
resistant to tornadoes, however the system in current shape doesn’t take into ac-
count effects of broken trees falling on each other. 

• Upwind gap – the bigger the upwind gap in front of forest edge the more resis-
tant are the trees to tornado damage. The possible cause of this effect may be 
that winds in narrow spaces are blowing faster than in wide spaces. Therefore 
forest managers may consider leaving a gap in front of forests in order to streng-
then them against sudden winds. 

• Mean tree height – the bigger mean height of trees in the forest the more resis-
tant the trees are to tornado damages. The cause of this is that bigger trees are 
protecting the smaller ones and therefore collectively less trees are downed in 
the forest. The conclusion for forest managers is that newly grown trees could 
be planted in between areas with older trees. 

• Distance from forest edge – the force needed to down a tree rises with the rise 
of the distance from the forest edge up to a point and then it starts to fall as the 
distance is bigger. The cause is believed to be connected with wind flow in nar-
row spaces [6]. And the conclusion for forest managers is that newly grown 
trees should be grown in front of an area closed by older trees.     

6. CONCLUSIONS AND FURTHER WORK 

A system for simulating tornado damage in forests have been shown. The authors 
have presented all the equations for HWIND tree damage and Rankine vortex models. 
Rankine vortex has been expanded with equations related to its shape in third dimen-
sion based on real tornado data. The HWIND tree damage model has been expanded 
with equation which translates constant speed of wind blowing in one direction for a 
period of time to the speeds of sudden winds present in tornadoes. The model, al-
though simple in construction, has met expectations in analysis of tornado characteris-
tics. 
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From simulation results conclusions for forest managers have been drawn and pre-
sented in chapter 5.     

In further works the authors will try to overcome current model limitations by in-
troducing second hand effects such as the impact falling trees have on their neighbors. 
The future work could also benefit from studying airflow in narrow spaces and the 
difference of wind speeds on different heights above the ground.   
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Tomasz POPŁAWSKI*, Piotr SZELĄG*  

A FRACTAL APPROACH TOWARDS  
WORK OF A WIND POWER STATION  

Since several years the percentage of renewable power engineering in the sector of electric ener-
gy sector constantly grows. The reasons for this state are various: depletion of fossil fuels, break-
downs of atom power stations, which cause the feeling of anxiety, strong pro-ecological tendencies as 
well as the possibility to make the country independent on others. A higher number of new sources of 
electric energy, in particular wind farms, causes new problems related to forecasting the energy pro-
duction level. Wind power stations are units, which do not provide a stable level of energy supply. 
Therefore there exists a need to develop forecasting models, which make it possible to forecast the 
work of such units in a reliable way. In the work an attempt has been undertaken to apply the theory 
of fractal analysis to the processes related to the operation of wind power stations. Research results 
and suggestions concerning their further possible applications have been given. 

1. INTRODUCTION 

Production of electric energy in different countries of our globe has been based on 
stable sources. Conventional power stations, based on coal, lignite or gas, atom power 
stations based on fission of atom nuclei or huge hydropower plants are the paradigm 
of these sources. Their common feature is stability and predictability of their produc-
tion, a well as the possibility to control the level of generated output power. These 
features are crucial from the point of view of the operator of distribution system, 
whose task is to balance the needs of energy consumers with the level of produced 
energy obtained from the energy suppliers. In practice this is accomplished by adjust-
ing the level of produced electric energy to the actual requirements. In such a system 
the unknown variable to be forecast is the level of electric energy demand by the con-

 __________  
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sumers. For many years the prediction  methods, used in practice and providing a reli-
able action of the electric power engineering system, have been worked out [7, 9].  

In recent years some tendencies to changes in the power engineering sector have 
been observed. More and more attention is paid to the production of electric energy 
with the least negative impact on the natural environment. Therefore the technologies 
using non-conventional energy sources develop so quickly. This is possible – among 
other factors – due to a strong and ever increasing political support, which manifests 
itself in measurable way in financial subsidies to pro-ecologic investments. Another 
aspect, namely making oneself independent on supplies of energy resources, is also 
very important, as it stimulates the development of new technologies, in particular in 
the USA.  

One of the fastest growing branches is wind power engineering. Unfortunately, 
along with the development of this branch of power engineering, new problems 
emerge. Those are related to instability of production level of electric energy produced 
by wind farms. Power generated by a wind turbine is dependent to a large extent on 
the wind velocity. This dependence may be written as [4] 

 32νρDcP pw =  (1) 

where:  
pc  – total efficiency of transformation wind energy into mechanical energy 

ρ  – air density ⎥⎦

⎤
⎢⎣

⎡
3m

kg  

D  – diameter of blade circle [ ]m  

ν  – wind velocity ⎥⎦
⎤

⎢⎣
⎡

s
m  

The afore-given relationship states, that the variable, which has the fundamental ef-
fect on the level of power generated by a wind turbine during its work, is wind veloci-
ty. Other components of the relationship do not change so abruptly and unpredictably. 
It can be assumed that power generated by a wind turbine is a stochastic process, thus it 
requires development of new forecasting methods, appropriate for such  
a process. The tools based on fractal theory, already applied in many different branches 
of science, might become useful for this purpose [1–6, 8, 10, 12].  

2.  FRACTAL GEOMETRY IN TIME SERIES  

For many years mathematics was unable to describe phenomena occurring in Na-
ture. Those seemed to be too complicated until recently. Several years ago a new 
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branch of science has emerged, which offered a new outlook towards natural phe-
nomena. Fractal geometry has become an impulse for many researchers to review 
many problems unsolved so far. The fundamental notion in this field of science is 
“fractal”. Currently no exact definition of this object exists. Following [6] it can be 
stated, that a fractal is an object, whose parts fulfill a certain relationship to the total 
entity. Fractal is also defined as a set, which has the following features  
[6, 8]: 

• has a nontrivial structure in any scale, 
• this structure is difficult to be described using traditional Euclid geometry, 
• is self-similar, if not exactly, then in the average or stochastic sense, 
• its fractal dimension is larger than its topological dimension. 

Two types of fractals may be distinguished [8]: 
• deterministic ones (created according to a certain rule, e.g. Cantor set, Koch 

curve, Mandelbrot or Julia set), 
• random ones (coastline, tree, lungs). 
Deterministic i.e. mathematical fractals are symmetric and self-similar objects in 

any scale. They are generated using recurrent formulas or iterated function system 
(IFS). Such objects may reveal limited self-similarity due to randomness, which influ-
ences their creation.  

One of the fundamental features of a fractal is its dimension. It gives us the infor-
mation, how the object fills its space. A problem occurs, however, because there exists 
a number of methods to determine the fractal dimension, what consequently may imp-
ly different  results during the analysis of the same object. When comparing fractal 
dimensions of different objects attention has to be paid to the method of their determi-
nation. It will allow us to assess the features of the objects correctly. Below the most 
often encountered dimensions are summarized [11]: 

• Hausdorff 
• self-similarity one 
• box one 
• capacity one 
• information one 
• Euclid dimension 
• Compass one. 
Each of them brings us a certain piece of information on the object. In dependence 

on the given object, the values of individual dimensions may vary, but sometimes they 
obtain the same value. 

The aforementioned features and properties may be applied in studies of time se-
ries, which may be envisaged as similar to some extent to a coastline. The more mag-
nified depiction is applied during the analysis of a coastline, the more details may be 
distinguished. A similar situation happens during the studies of time series, when 
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one considers shorter and shorter time intervals. When studying time series, one can 
notice their very important feature – self-similarity in the statistical sense. Time series, 
which exhibit the feature are referred to as fractal time series [6]. It is worth noticing, 
that such series feature long-term correlation. Therefore it is reasonable to determine 
their fractal dimension, this is accomplished by studying the ruggedness of their chart 
using a graphical method, following the definition of the compass dimension or the 
box one. These methods are time-consuming, therefore in the following part of the 
work we have decided to use the Hurst exponent in order to determine the fractal di-
mension of the examined time series.  

3. A METHOD FOR DETERMINATION THE HURT EXPONENT  

There exists a relationship between the fractal dimension of a time series and the 
Hurst exponent, expressed as [6] 

 HD −= 2  (2) 

where: 
D  – fractal dimension  
H  – Hurst exponent 

Availing of the formula (2), the fractal dimension of the examined time series may be 
determined, knowing the value of Hurst exponent.  

The name of the presented statistics comes from its developer, a British hydrologist 
Harold Edwin Hurst, who during his work on design and development of water tanks 
on the Nile has discovered and described the new statistical method. The tool makes it 
possible to analyze time series and distinguish their kind taking into account the value 
of Hurst exponent. Three groups of processes may be distinguished: 

1. 5.00 << H  – an anti-persistent series, 
2. 5.0=H  – a random series, lack of correlation, 
3. 15.0 << H  – a persistent series. 
The theory has been extended to take into account the processes related to econo-

my and capital markets [6]. Until today, a number of methods for determination the 
Hurst exponent has been developed [1– 6,10,12]. They are used in many different 
branches of science. A particular attention has been paid to the applications of the 
Hurst statistics to the issues of analysis and forecasting the market rates on capital 
markets [5,10], noticing their similarity to time series, representing the operation of 
wind turbines. One of the algorithms [10] has been chosen for adaptation to this pur-
pose, in order to make use of it in the studies on time series, representing wind veloci-
ty and power generated by the wind turbine. 
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For the time series  

 nXXXX ,...,, 21=  (3) 

the mean value has been calculated 
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The centering of the series has been achieved 
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Accumulated time series have been created 
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The range series of accumulated time series have been calculated 
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where u  is mean value of the series counted from 1X  to tX  
The mean rescaled range has been calculated  
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Hurst  has formulated the relationship 

 Hct
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 (11) 

where: 
c  – a constant 
H   – the Hurst exponent 

Applying the logarithmic transformation of the formula (11) one obtains  
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R logloglog
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⎜
⎝
⎛  (12) 

Applying linear regression by the least square method, the inclination of the lo-
garithmic chart of the rescaled range with respect to the axis of time logarithms has 
been determined, what corresponds to the value of the sought Hurst exponent. 

4. PRACTICAL APPLICATION OF HURST STATISTICS 

Following the discovery by Hurst, that most of natural phenomena is not subject to 
random walking, as well as the similarity of the chart depicting the operation of a wind 
turbine to time series of market price rates for market companies, one of the methods 
to determine the Hurst exponent has been applied to time series, representing the out-
put power generated by the wind turbine, what shall make it possible to use the ob-
tained piece of information for forecasts. The calculations have been carried out using 
the afore-described algorithm. Fig. 1 depicts an exemplary operation routine of the 
wind power station (10 min sampling period) as well as the Hurst exponent for this 
routine, determined stepwise. 

Analyzing the examined time dependencies it can be stated, that they exhibit fea-
tures typical for persistent series. The value of Hurst exponent, in most cases, keeps 
above 0.8, therefore the process itself has a strong tendency to strengthen its trend. 

Another aspect should be considered in detail at this point. High values of Hurst 
exponent do not always indicate the persistent character of the process. According to 
[11] there are two scenarios which can be followed to explain the situation, when the 
value of Hurst exponent differs to a large extent from 0.5. Either in the considered 
series there exists a memory effect and each observation is correlated to subsequent 
ones or the carried out analysisis wrong, and the exponent value does not indicate the 
existence of memory in the process. There is a method for verification of the obtained 
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results [11]. Having determined the exponent value for the considered sample, it is 
necessary to mix the observations in such a way, that the sequence of the new series 
would be different for the one in the input series. Next the value of Hurst exponent is 
determined again for the new series. If the original series is independent, then the re-
sult should be the same, because there is no memory effect in it. In the case, when the 
obtained new exponent value is much closer to 0.5, it follows, that in the examined 
series there exists a memory effect, because data swap has destroyed the process struc-
ture.  
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Fig. 1. Power generated by the wind turbine and the determined Hurst exponent  

Two tests of this kind have been carried out. They indicate the existence of 
memory effect in the processes related to work of wind turbines. An example is 
given in Fig. 2. Data representing power generated in real time by an individual 
wind turbine are presented. The value of Hurst exponent of the examined sample 
was equal to 0.78, after data swapping and subsequent calculations the value 0.49 
has been obtained. After change in sequences have been introduced, a random series 
has been obtained, which did not reveal any dependencies between subsequent ob-
servations. Therefore the initial process possessed the memory effect, as it follows 
from the exponent value.  

In Fig. 3 the results of analogous analyses carried out for the whole wind farm are 
presented. After application of the series swapping method, new results have been 
obtained, which allowed us to draw basically the same conclusions as in the case of an 
individual turbine.  
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Fig. 2. Hurst exponent of time series describing the work of individual wind turbine in two cases: 

non-mixed one and swapped one. 
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Fig. 3.The  Hurst exponent of time series, which describes the work of 
a wind farm for two cases: a non-mixed one and a swapped one 

 
When comparing Figs. 2 and 3., attention should be paid to the value of Hurst ex-

ponent. The value calculated for the whole wind farm is higher than the one deter-
mined for the individual turbine in the same time period. It brings us a new piece  
 



A Fractal Approach Towards Work of a Wind Power Station 129

of information. The Hurst exponent is a measure of raggedness of a time series. The 
higher is its value, the chart for the process is smoother, thus the series itself ap-
proaches a deterministic one. This statement has found its confirmation during the 
analyses of work of wind turbines. Individual turbines feature much higher variations 
of generated power in time in comparison to the whole wind farm. It follows from the 
fact, that factors influencing the level of generated power have a much stronger impact 
on individual units than on their sets.  

5. CONCLUSIONS 

The afore-given examples confirm the tendency observed during the carried out 
analyses. They allow us to state, that in the time series, representing power generated 
by an individual turbine or a wind farm there exists a memory effect. Therefore there 
exist different factors, which have an impact on the examined time dependencies. 
These may result both from technical reasons related to construction and maintenance 
of individual wind turbines, as well as from atmospheric factors, that influence the 
operation of the power station. Mostly this is related to wind direction and velocity, 
but nonetheless other factors are also important, e.g. icing of rotor blades, which limit 
the control capabilities of the turbine. 

The evidence of the memory effect in the examined time series indicates, how im-
portant is to carry on with further research on the issue. In the forthcoming work, the 
strength of loads influencing individual time dependencies should be checked in the 
first place, because it may be different for individual turbines or farms.  

The knowledge of the memory scope in the examined time series and their reasons 
will make it possible to start development of a forecast model, which takes into ac-
count the fractal nature of the processes, what should result in improvement of fore-
casts for work of wind power stations.  

REFERENCES 

[1] BASSINGTHWAIGHTE J, B., RAYMOND G. M., Evaluating rescaled range for time series, Annals 
of Biomedical Engineering, Vol. 22, No. 4, 1994, 432–444. 

[2] CONNIFFE D., SPENCER J. E., Approximating the distribution of the R/S statistic, The Economic 
and Social Review, Vol. 31, No. 3, 2000, 237–248. 

[3] GILMORE M., RHODES T. L., PEEBLES W.A, YU C.X., Investigation of rescaled range analysis, 
the Hurst exponent, and long-time correlations in plasma turbulence, Physics of Plasmas, Vol. 9,  
No. 4, 2002, 1312–1317. 

[4] KRUGER S. E., MATOS O., MARCOS J., MAURICIO J., DE MOURA E.P., REBELLO A., Res-
caled range analysis and fluctuation analysis study of cast irons ultrasonic backscattered signals, 
Chaos, Solitons & Fractals, Vol. 19, No. 1, 2004, 55–60. 

 



T. Popławski, P. Szeląg 130

[5] LO A. W., Long-term memory in stock market prices, Econometrica, Vol. 59, No. 5, 1991, 1279–
1313. 

[6] PETERS E. E., Chaos And Order In The Capital Markets – A New View Of Cycles, Prices, And 
Market Volatility, Second Edition, New York, John Wiley & Sons, 1996. 

[7] POPŁAWSKI T., DĄSAL K., ŁYP J., SZELĄG P., Zastosowanie modeli ARMA do przewidywania 
mocy i energii pozyskiwanej z wiatru (Application of ARMA models for prediction of power and 
energy obtained from wind – in Polish), Polityka Energetyczna (Energy Policy), Vol. 13, No. 2, 
2010, 385–400. 

[8] POPŁAWSKI T., SZELĄG P., Analiza fraktalna w prognozowaniu procesów samopodob-
nych,(Fractal analysis in forecasting of self-similar processes – in Polish), Śląskie Wiadomości 
Elektryczne (Silesian Electric News), Vol. 17, No. 5, 2010, 30–33. 

[9] POPŁAWSKI T., SZELĄG P., Wykorzystanie modelu Prigogine'a do długoterminowej predykcji 
szczytów obciążeń w Krajowym Systemie Elektroenergetycznym, (The use of Prigogine’s model for 
long-term peak prediction in The Polish Power System – in Polish), Rynek Energii (Energy Market), 
Vol. 86, No. 1, 2010, 32–36. 

[10] QIAN B., RASHEED K., Hurst exponent and financial market predictability, from Proceeding: 
Financial Engineering and Applications, Cambrige, USA, 8–10 November 2004. 

[11] STEWART I., Czy Bóg gra w kości? Nowa matematyka chaosu (Does God play dice? New mathe-
matics of chaos), Warszawa, PWN, 2001. 

[12] TAQQU M. S., TEVEROVSKY V., WILLINGER W., A critical look at Lo’s modified R/S statistic, 
Journal of Statistical Planning and Inference, Vol. 80, No. 1–2, 1999, 211–227. 

 



Manning formula, a fulfilling height,  
a hydraulic radius, wastewater network, 

 self – purification process. 

Lucyna BOGDAN*, Grażyna PETRICZEK* 

PROBLEMS OF WASTEWATER NETWORK 
MODELLING** 

In the work the basic problem connected with modeling of waste network are presented. Methods 
of modeling of basic sewage variables and calculation algorithms are described. 

The problems concern the gravitation branched off network divided by nodes into sectors. The 
nodes are the points of connection of several network segments or branches or the points of changing 
of network parameters as well as the location of sewage inflow to the network.  

The presented algorithm for hydraulic calculations concerns the houskeeping or combined sewage 
net. It is also assumed that the net is gravitational in the most of the segments except the cases of 
canal segments operating under the pressure (pumping stations). It is assumed that the segments 
parameters such as the shape, the canal dimension, the bottom slope or roughness are constant. The 
sewage inlet takes place in net nodes. Because of these assuming all the relations concerns the steady 
state. The calculations of flows velocities and of the fillings heights in the segments of the wastewater 
net are carried for the known slopes and known diameters of the canals. 

Additionally the problem of canal self-purification is considered. 

1. CHARACTERISTIC OF A SEWAGE SYSTEM 

Taking into account a design and the operating processes we can distinguish the 
following sorts of sewage: a housekeeping sewage, a industrial sewage, a rain 
wastewater, a drainage sewage, a ground water. 
The following sewage systems can be marked out depending on the kind of 
wastewater dump:  

 ___________  

* Systems Research Institute, Polish Academy of Science, 01-447 Warsaw,  Newelska 6. 
** The work was prepared within the framework of Project 6521/B/T02/2011/40 of Polish National  

Center of Science (NCN). 
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a) a combined sewage system  
b) a separate sewage system  
c) a semi-separate sewage system  

 
In the universal sewage system (combined system) (Fig. 1) the all kinds of waste 

water  are led using the common channels 
 

 

Fig. 1. The scheme of combined sewage system  

At present time the separate sewage system is mostly used, in which there are two 
separate sewage nets:: 

a) a sewage net, used for the housekeeping sewage and for the industrial sewage  
b) a rainwater net for carrying out the rain-wastewater  
A dimensioning of intersections is done according to a reliable rain. The rain 

waste-water canals are designed for the 100% filling.  
The semi-separate sewage system is a system with two nets: the housekeeping and 

the rain water one. In this system the sewage net can receive a part of the rain run-off.  

2. THE ALGORITHM FOR THE CALCULATION 
 WASTEWATER NETWORK  

The presented algorithm for hydraulic calculations concerns the houskeeping or 
combined sewage net shown in Fig.1, branched, divided on segments by nodes. The 
nodes are the points in which few segments or branches are connected or the change of 
parameters or sewage inflow occurs (a sink basin, rain inlets, a connecting basin). In 
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connecting nodes the flow balance equations and the condition of levels consistence 
are satisfied. 

It is assumed that the segments parameters such as the shape, the canal dimension, 
the bottom slope or roughness are constant. The sewage inlet takes place in net nodes. 
Because of these all the relations concerns the steady state.  

It is also assumed that the net is gravitational in the most of the segments except 
the cases of canal segments operating under the pressure (pumping stations). 

The calculation scheme is presented below for the canals with circular section.  
The canal hydraulic calculation concerns in: 

• the determining of the canal filling in each wastewater network segment 
• determining of the mean flow velocity for the reliable canal segment  
• the determining of the hydraulic radius 

The calculations are carried for each segment between the nodes taking into 
account the maximal flow value and canal slope for the down node. 

The algorithm of wastewater network should enable the determining of the 
hydraulic parameters (the canal filling and the mean flow velocity). 

The algorithm for the calculation wastewater network consists of following 
fundamental steps: 
 
Step 1.The net structure data, i.e. number of nodes, number of segments N, the set of 
nodes, the set of segments, the set of diameters {di}, the set of segment lengths Li, 
slopes for the segments Ji, I = 1,…, N, the roughness ki for each segment, initial values 
of the rate flow Qi for each segment I = 1,…,N, the kinematical flow resistance, 
gravitational acceleration should be read.  
 
Step 2.  Calculate the rate of inflow for respective sewage net nodes. Depending on the 
kind of the sewage the rate of inflow for each segment is calculated using the proper 
relation.  

For the hauskeeping and industrial sewage the maximum hour inflow Q for the 
given segment is considered and can be calculated according the relation: 

 24max
max śrh qMN

hQ ⋅=  (1) 

where:M – the number of residents for the given segment of the net  
qśr – the average unit runoff  
Nhmax – the rate of irregularity for twenty four hours  

The rain waste inflow can be expressed: 

 ϕ⋅⋅ψ⋅= FqQ d  (2) 
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where 
Q – the rain waste inflow [dm3l/s] 
F – the area of drainage basin for the canal segment [ha] 
Ψ  – the rate of run-off (the ratio of the amount of the rain waste in canals to the 

amount of rain waste from the given area)  
ϕ   – the rate of the delay  

dq – the rain intensity  
 
Step 3.  For given value of rate inflow Qi in particular segments i = 1,….,N, one can 
determine the following values: the filling heights Hi , the hydraulic radius Rh and the 
flow velocities vi. 
The calculations presented in this step concern segments of gravitational sewage net. 

According to the Manning formula the flow velocity depends on hydraulic radius 
Rh. The hydraulic radius Rh depends on the filling height.  

From the Manning formula and taking into account canal geometric one obtains the 
following relation: 
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where:  
H  – the filling height  
r  – the radius of circular canal  
ϕ  – the central angle  
d  – the inside canal diameter. 
 
Solving equation (3) we obtain the filling height as function of rate flow Q. The 

equation has the form: f(H)=0. 
Regarding the formula (3) the Newton method is used for calculating of the canal 

filling assuming the initial filling value for example Hp = 0,7d   
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k
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where; the particular elements can be written as: 
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The convergence condition of this method is the satisfying of the relation: 
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The stop criterion can be written as: 

 α<=−+ kk HH 1  (7) 

α<1 – the given convergence parameter  
The iterations of calculation of the height of fulfilling H are done until the 

convergence condition is satisfied (7). 
 
Step 4.  For the filling H calculated in step 2 the hydraulic radius Rh should be 
determined according to the formula: 
 

 

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−
−

⋅
π

−π⋅

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−
−

⋅+⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

−
−

⋅−π

==

π

2

2

2

2

2
2

2

180

180
4

2sin

d

d
d

d
d

U
A

h

H
HHdtgarc

H
HHdtgarc

H
HHdtgarcd

R       (8) 

where:  
A  – the collision cross-section area  
U  – the wetted profile.  
 

Step 5.  The velocity should be received from: 
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 2
1

3
21 JR

n
v h ⋅⋅=  (9) 

Because of the lack of the Manning rate 
n

K 1
=  for the canals made of various 

kinds of plasics the calculation of its value should be done according to the relation: 

 ( ) ( )k
d

dgK ⋅⋅⋅= 7,332 log4 6
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 (10) 

where k is absolute roughness rate. 
 
Step 6.  The equations of flow balance 0=∑

≠ij
jQ  and the conditions of equality of 

surfaces levels are calculated in each net node. 
 
Step 7.  For the pumping channels for the given flow Q the pressure losses hs are 
calculated as follows: 
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where: 
iλ  – the coefficient of linear losses for the i-th segment calculated using 

Colebrook–White’s or  Walden’s formula 
Li  – the length of the i-th segment 

iξ  – the coefficient of local losses in the canal 
 

Because of confounding relation λ coefficient in Colebrook–White’s formula, the 
Walden’s simplified formula is used: 

 ⎟⎟
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where : 
ε  – the related roughness  d

k=ε  

Re –Reynolds number 
υ
⋅

=
dvRe  

υ – the coefficient of kinetic viscosity 
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The calculations are carried out for each wastewater net segment beginning from 
the farthest one until the nearest segment, taking into account the wastewater 
treatment.  

The calculations are done for each segment of the net begining from the farthest 
one taking into account the net outlet. The last calculations are carried for the segment 
nearest to the wastewater treatment plant.  

3. THE CONDITIONS OF SELF-PURIFICATION IN CANAL SYSTEM  

The flow velocity can be calculated using the formulas or tables having the 
diameters values of canal pipes. The diameters should have the minima values: for 
sewage canals – 160 mm, for rain canals – 250 mm, for general sewage system – 
300 mm. The velocity of the self-purification can be interpreted as [3] 

– not sliming velocity, countering the falling of suspensions and sludge on the 
canal bottom  

– blurring velocity, which makes the sludge move off on the canal bottom 
The turbulent character of the flow is connected with differentiated velocity 

distribution in the active canal section. The laminar character of the flow occurs only 
in near-wall area of the section and only there the velocity vectors are parallel to the 
canal axis and theirs value is constant.  

These velocities are relevant in respect of self-purification because they ensure the 
movement of sludge particles on the bottom.  

In [7] the hydro-transport method is used, assuming solid particles in sewage. They 
are assumed to have determined dimensions and minimal tangent strains sufficient to 
initiate the particles movement. The strains are connected with the friction occurring 
during the particles flow in the canal. 

The tangent strain τ understood as the average tangent strain on the whole wetted 
surface of the canal can be described as: 

 αρτ sin⋅⋅= gU
A   (13) 

where: 
A –active section of the canal  
U – wetted profile  
ρ – the density of sewage  
g –gravitational acceleration  
α – the angle of inclination of the canal axis  
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For the small values of the angle α, typical for the the plain area, this formula can 
be written as:   

 JgR ⋅⋅ρ⋅=τ    (14) 

Transforming this formula we receive the formula for the canal slope  

 
Rg

J
⋅⋅ρ

τ
=   (15) 

After inserting it into Manning formula we get the expression for the average 
velocity required in the case of the transport ability of the stream  
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If the slope in (16) is smaller than slope of the ground, then there is the possibility 
to design the canal system parallel to the ground gaining the canal slope larger than 
one required for the self-purification.  

Designing the combined sewage system, Yao recommends [8] the tangent strain 
values larger than 1 N/m2 because then the particles with diameters 0,2–1,0 mm 
should be removed. 

The main canal pipes producers recommend tangent strains larger than 2,25 N/m2 
in combined sewage systems and larger than 1,35 N/m2 in rain sewage systems. 

Another approach can be found in [3] i [6]. Starting from Apollov formula 
describing the hydrodynamic thrust pressure  

 
g

u
FkP p

2

2
γ⋅⋅=   (17) 

where: 
up – the demersal velocity  
k  – the coefficient of the particles shape (for spherical k = 0,75, for cubical  

k = 1,46, for gravel k = 1) 
F – the area of projection of particles to the plan perpendicular to the velocity vector 
γ  – specific gravity  

there is possibility of calculation of not sliming velocity u1 and blurring velocity u2 
from the expressions: 
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where b<1 is the decreasing coefficient. 
Assuming the simplification for small angles of slope of canal axis the following 

the simplified formulas for limiting demersal velocities for the spherical particle flow 
with diameter δ and with specific gravity γp are received:  
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where:η – the friction coefficient. 
Using these relations the formulas for the average flow velocities for the δ 

dimension particle transportation trailing along the canal with the diameter d are 
received. 

The average not sliming velocity is formulated as: 

 
ε

= 1
1

uv   (20) 

and the average blurring velocity is given as : 

 
ε

= 2
2

uv  (21) 

where ε – the coefficient of the velocity distribution in the canal cross-section.  
The result of the calculations [4] is that the average velocities calculated for the 

slopes from the formula  

Rg
J

⋅⋅ρ
τ

=  

for different tangent strains values τ are not smaller than the limiting velocities 
determining according to formulas (20) and (21). 
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General Shape Analysis, 1-D Fourier Descriptors,  

Shape Representation, Coarse Shape Classification  

Dariusz FREJLICHOWSKI* 

THE GENERAL SHAPE ANALYSIS BY MEANS OF 
THE 1-DIMENSIONAL FOURIER DESCRIPTORS 

In the chapter one of the oldest and most widely used algorithms for contour shape representation 
– Fourier Descriptors (FD) – is applied to the problem of General Shape Analysis (in short, GSA) and 
experimentally evaluated. This problem is similar to both the recognition and retrieval of shapes. 
From the first of those two tasks the searching for similar objects is taken. From the second one – the 
presentation of more than one resultant object to the user. Moreover, the analysed shape can be simi-
lar to one of the template classes and does not have to belong to any of them. It means that the most 
general information about a shape is concluded by means of the GSA, i.e. how square, round, triangu-
lar, etc. it is. 

The results on the application of the 1D Fourier Descriptors to the General Shape Analysis were 
evaluated by means of the inquiry forms filled out by 187 persons (63 women and 124 men). The re-
sult (the most popular indications at the particular places) was treated as a benchmark. The results ob-
tained using the investigated shape descriptor were compared with this benchmark. 

1. INTRODUCTION  

The idea of General Shape Analysis (in short, GSA) was introduced in [6] and more 
minutely described and investigated in [7]. It works similarly both to the traditional re-
trieval and recognition of shapes, when performed by means of the template matching. 
There is however an important novel property of the GSA – a class of the templates is 
represented only by one object. Moreover, those templates are very general and there are 
only a few of them. Usually only about ten to twenty general shapes are applied as the 
templates. In the General Shape Analysis the main idea is not to exactly identify an ob-

 __________  
* West Pomeranian University of Technology, Szczecin; Faculty of Computer Science and Informa-

tion Technology,  Żołnierska 52, 71-210 Szczecin 
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ject under processing, but instead – to conclude some general information about it. For 
example, if the triangle, the circle, and the square are some of the elements composing 
the database, using the GSA we can obtain the degree in which the object subject to 
analysis is similar to the enumerated basic shapes. The discussed problem is briefly pre-
sented in Fig.1. 

 

 
Fig.1. An illustration of the General Shape Analysis  

– which general shape is the most similar to the one being processed? 

The definition of the General Shape Analysis makes some specific applications pos-
sible. Roughly speaking, in those applications the analysis of shapes is formulated on a 
higher level of abstraction. One can conclude the general information describing a shape. 
One example is the identification of a type of a stamp (e.g. official, medical, public, insti-
tutional) in searching for probable false digital documents stored on a hard drive. Some 
experiments concerning this specific problem have already been performed. Their results 
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were described in [8] and [9]. Obviously, some another examples can be easily found, 
for example the coarse classification in large databases or the linguistic shape retrieval in 
multimedia databases, etc. 

In the presented research results the Fourier Descriptors were applied to the General 
Shape Analysis problem. The one-dimensional version of this approach, designed for the 
contour shape, was used. The idea of the application of the descriptor to the mentioned 
problem arises from the fact that it was successfully applied in many practical aspects of 
shape representation, retrieval and recognition. Hence, it was evaluated in relation to  
a completely new problem. 

The remaining part of this contribution is organised as follows. The second section 
describes the mathematical formulations and exemplary applications of the Fourier De-
scriptors. The third section provides the experimental results and their discussion. Fi-
nally, the last section concludes the chapter. 

2. FUNDAMENTALS AND EXEMPLARY APPLICATIONS OF 
THE FOURIER DESCRIPTORS 

The Fourier transform has been successfully applied in the area of pattern analysis 
and recognition, including shape representation and identification. Although the Fourier 
theory can be applied to shape recognition in many different ways, its usage can be di-
vided into two main groups, basing on how the represented shape is treated. If the ex-
tracted contour of a shape is treated as a signal, the one-dimensional transform is used. If 
the object within a bitmap is taken, the two-dimensional Fourier transform can be ap-
plied. Here, the first case is considered. The most important advantage of the Fourier 
descriptor in the general shape analysis problem results from an important property of 
the transform ([13]): “The lower frequency descriptors store the information about the 
general shape and the higher frequency descriptors store the information about the 
smaller details of the image. Therefore, the lower frequency components of the Fourier 
descriptor define the rough shape of the original object.” 

The Fourier transform of a continuous function of a variable x is given by the formula 
([13]): 

 ,)(  (u)
-

j2-∫
∞

∞

= dxexfF uxπ  (1) 

For discrete images the Discrete Fourier Transform (DFT) is used and a different 
formula can be applied ([13]): 
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where N is the number of equally spaced samples. 
The Fourier descriptors have been applied to many problems. The most popular is the 

representation and recognition of shapes in general (e.g. [14], [24]). Similarly, the re-
trieval of shapes can be often found as well (e.g. [20], [34], [35], [36]). The 3D object 
representation is also popular (e.g. [10], [26], [30]). However, some more specific appli-
cations can be easily enumerated, e.g. automatic gait recognition ([22]), airplanes identi-
fication ([25]), recognition of characters ([15], [18], [21], [31]), or digits ([4]), descrip-
tion of molecular surface shape ([17]), description of objects in speech spectrograms 
([27]), shape interpolation ([2]), identification of engineering objects ([23]), image 
alignment ([3]), particle shape comparison ([29]), silhouette encoding for videoconfe-
rencing ([1]), analysis of lip-contours ([11]), classification and numbering of teeth in 
dental bitewing images ([19]), leaves classification ([28]), human profile ([32]) and sil-
houette identification ([5]), coin identification ([12]), chromosome classification ([33]), 
contour map analysis ([16]). As one can notice the area of applications of the Fourier 
Descriptors is indeed wide, and the above review can be considered as a top of an ice-
berg only. 

3. THE DESCRIPTION OF THE EXPERIMENTS  
AND THEIR DISCUSSION 

The behavior of the Fourier Descriptors in relation to the problem of General 
Shape Analysis was experimentally evaluated by means of the standard test data-
base, which has been previously used for this purpose, starting from the results de-
scribed in [6]. This database is composed of fifty various shapes and divided into 
two groups. The first one includes ten general shapes (the rectangle, the square, the 
trapezium, the pentagon, the hexagon, the triangle, the circle, the ellipse, the cross 
and the star). The second group of shapes covers forty test objects. All shapes are 
stored in bitmaps, 200 × 200 pixel size. In Fig. 2. the division of the objects into 
templates and test shapes is presented. The Fourier Descriptor for particular shape 
was calculated by means of the outer contour, as usually in the case of the one-
dimensional version of this method. 

The method of indicating the templates was based on the template matching ap-
proach. Firstly, all general shapes were represented by means of the explored descriptor 
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Fig. 2. The division of shapes applied in the experiments into 10 templates (first row) 
and 40 test objects (rest) 

(namely, 1-D Fourier Descriptors) and stored. Later, each tested object was firstly  
described in the same way as the templates, and then matched with the descriptions of 
the general shapes. Three templates with the smallest dissimilarity measures, calculated 
by means of the Euclidean distance, were selected as the general shapes the most similar 
to the test shape being processed. The results are provided in Fig.3. In each instance  
a test shape and three general shapes selected by means of the Fourier Descriptors are 
presented. 

As we can see in Fig.3. some of the results seem to be correct. Let the first indications 
be analysed. For example object no.1 is indeed very similar to the rectangle. The octagon 
(object no. 3) is most similar to the hexagon. The perpendicular triangle (no.4) is close to 
the template triangle. The flags (objects no. 30 and 31) can be linked to the square. And 
so on. However, the above discussion is not objective, since we are only guessing if  
a given result is correct or not. Therefore, in order to achieve more objective measure 
187 persons (63 women and 124 men) have filled out an inquiry form. It was identical 
with the test performed by the analysed algorithm. It helped in the investigation of the 
manner in which humans realise the problem of General Shape Analysis. The result (the 
most popular indications at the particular places) could be used as a benchmark. It is 
provided in Fig.4. 

Having in mind the results of the general shape analysis performed by humans we 
can attempt to evaluate the investigated shape descriptor. This task will be performed in 
two different ways. Firstly, only the percentage of proper indications in comparison to 
benchmark human results will be presented, separately for the three firstly selected tem- 
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plates. However, the analysis of the inquiry forms has provided a conclusion that in 
many cases the indications made by humans varies. In some of them the sequence is 
different, yet the selected set of templates remains the same. Hence, the second 
method for comparison of the human and artificial results has not taken into account 
the sequence, only the presence of the particular artificial result in the whole three 
element benchmark set. Both cases are numerically provided in Tab.1. The result for 
the most difficult approach is far from the ideal. However, when considering the 
second approach for the comparison, as a result of the ambiguity of the human re-
sults, they are much better. 

 

Fig. 3. The results of the experiment on General Shape Analysis using 1D Fourier Descriptors 
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Fig. 4. The results of the General Shape Analysis test performed by humans 

Table 1. The percentage of the convergence between the Fourier Descriptors 
and benchmark results provided by humans 

The comparison method 1st indication 2nd indication 3rd indication 
1. Taking the sequence in mind 15% 10% 7.5% 
2. The sequence is not considered 40% 27.5% 37.5% 
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4. SUMMARY 

In the contribution, the 1-Dimensional Fourier Descriptors, which is a very popular 
shape description algorithm, was investigated in the problem of General Shape Analysis. 
The results described in the previous section seem to be correct. In some cases, however, 
far from the ideal. Hence, future works on the General Shape Analysis problem include 
mainly the application of other algorithms in order to develop a better method for it. 

 

 
Fig. 5. Sample official stamps, divided into five classes ([9]) 

The application of the GSA idea in various problems is the second important issue. 
As it was mentioned, the General Shape Analysis was already successfully applied to the 
problem of identification of a type of a stamp in searching for probable false digital 
documents stored on a hard drive. Some shapes of stamps are sometimes typical for par-
ticular applications, e.g. official are usually round or elliptical, medical ones are rectan-
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gular, etc. Therefore, the coarse identification of a general shape of a stamp could be 
used. The results of the experiments performed on this problem were provided for exam-
ple in [8] and [9]. In [8] five algorithms for shape representation were investigated and 
amongst them the best result was obtained by means of the Point Distance Histogram. In 
[9] additionally the Discrete Cosine Transform was used in order to reduce the features 
dimensionality. The above-mentioned problem was depicted in Fig. 5., where some 
stamps used during the experiments were divided into several main categories. In future, 
some other possible areas of applications of the General Shape Analysis will be experi-
mentally investigated. 
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DRIVER’S ASSISTANCE SYSTEM BASED ON 
LICENSE PLATE LOCALISATION AND DISTANCE 

ESTIMATION ALGORITHM 

Fluency and safety of traffic flow is one of the most important contemporary problems as the 
number of cars is constantly increasing. In this work two main issues are considered: accelerating 
immediately after the previous car moved on when the traffic lights change and keeping a safe dis-
tance from the previous car in regular traffic e.g. on the motorway. The Driver’s Assistance System 
was proposed to support drivers by displaying messages about braking and accelerating. The system 
was based on the video image from a camera attached to a car and the License Plate localization algo-
rithm, also introduced in this work. 

1. INTRODUCTION 

As the number of cars is constantly increasing, the problem of safety and fluency of 
road traffic is becoming a serious issue. Especially in big cities where the number of 
traffic jams and road accidents is very large. This situation is caused by two 
inappropriate driver’s behaviours. The first one is too late moving on after the other car, 
as the traffic lights change to green. This is the cause of a smaller amount of cars 
passing the crossroad on every light cycle, which is the one of the major reasons of 
traffic jams. The second problematical situation occurs when the driver does not keep a 
long enough distance from the car ahead or, for any reason, does not pay attention to 
the situation in front of the car. In this case, there is a very high possibility of a road 
accident. 

Both of the problematic situations mentioned above can be solved using the 
automatic assistance system. There are some commercial systems using ultrasounds for 
 __________  
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object location like e.g. Front Assist system in VW cars, but this problem is also very 
interesting from the viewpoint of the dynamic images analysis. 

In this work a Driver’s Assistance System (DAS) is introduced. Another example of 
such a system can be found in [11]. Reference [11] describes a driver’s assistance 
system that checks the direction in which drivers are looking, to verify if they are not 
too tired or if they saw a road sign. In [13] a system of autonomous driving based on 
visual information is introduced. It is also discussing the problem of dynamic image 
analysis. 

DAS presented in this work is based on License Plate (LP) localisation and distance 
estimation algorithm. The problem of LP localisation was discussed many times in the 
literature and there are many approaches for this task. The first group of algorithms 
uses edge detection, and then applies a morphological operations (such as closure) to 
merge the edges corresponding to LP regions [14] [15]. The second approach is based 
on colours information [16] [17]. Searching for regions with colours corresponding to 
the colours of LP is however very sensitive on different illumination conditions. In [18] 
a SVM was used to train the classifiers recognising regions with that similar to LP 
texture. All those methods have one common disadvantage – they have high 
computational cost, so they cannot be used in real-time systems. They also do not use 
the dynamic characteristics of the image and they process every single frame from the 
video separately. That is the reason why an efficient, dynamic method of LP 
localisation is used in DAS. 

DAS realises two main functions: 
• On the traffic light crossroad, it is recommending the driver to either accelerate 

or brake when following the car ahead. The target is to improve the fluency of 
traffic. 

• On regular traffic DAS checks whether the distance from the car ahead is not too 
short, and if so, it recommends pushing the brake pedal to the driver. The target 
in this case is to warn a driver about a dangerous situation on the road. 

In the subsequent sections of this work, the architecture of the DAS system will be 
presented, as well as the outline of LP localisation and distance estimation algorithm. 
Evaluation of the system, its restrictions and future works will be also discussed. 

2. OUTLINE OF THE CONTROL ALGORITHM 

The aim of the control system was to support the driver in two situations. The first 
one was accelerating after the previous car on the traffic light and the second was 
warning the driver in case of too short distance from the car ahead. Both of them can be 
solved using the size change of the object in front of the controlled car. As the most 
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Fig. 1. Driver’s Assistance System scheme 

characteristic object, the License Plate was chosen. Knowing the size of the LP, 
distance change can be estimated easily.  

Driver’s Assistance System consist of two main parts: a video camera attached to a 
car and a computer system capable of estimating the LP’s size and determining, using 
the video image from the camera, the decision whether to accelerate, brake or keep the 
current speed. In Fig. 1 a schemata of the basic control system is presented where:  

•  y(t)  – estimated distance from the car ahead. 
•  y*(t)  – expected distance from the car ahead. 
•  ε(t)  – control error, equals to y*(t) – y(t).    
•  u(t)  – decision about speed change. 

The set of control decisions was constrained to three possible options: “accelerate”, 
“brake”, and “do nothing”. The DAS can work in two different modes: starting mode 
for acceleration on the traffic lights and warning mode for the distance from the car 
ahead controlling in the regular traffic. The control algorithm proceeds as follows: 

1.  If the system is in the starting mode, go to 2, otherwise go to 6. 
2.  If the driver does not push the accelerator or brake pedal, go to 3, otherwise go  

to 1. 
3.  If the current distance is less than ds,min or LP size compared to the mean value of 

the three previous measurements increased by ps,max then “brake”. 
4.  If the current distance is more than ds,max or LP size compared to the mean value 

of the three previous measurements decreased by ps,min then “accelerate”. 
5.  If the system is in the starting mode, go to 2. 
6.  If the current distance from the car ahead is less than dw,min then “brake”. 
7.  If system is in the warning mode, go to 6, otherwise go to 1. 
All the constant values were determined empirically during the experiments. 
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3. LICENSE PLATE LOCALISATION AND SIZE ESTIMATION 

The most important part of the DAS is the proper estimation of the LP’s size. The 
main idea of the algorithm is based on the fact that the LP is generally located between 
tail lights [10]. The LP’s size estimation algorithm was divided into three main phases 
described as the following. 

3.1. PHASE I: GENERAL REGION OF INTEREST LOCALISATION 

For performance reasons General Region of Interest (GROI) is localised first. 
License Plate (LP) will be searched only in GROI. This phase consists of three steps. 

1. Red colour extraction 
For making this step easier a CIE L*a*b* color space instead of RGB was used [1]. 

To determine whether the pixel of the input image (A1 in Fig. 2) is red or not, the value 
of a* parameter is examined. If it is in scope [a*min, a*max] the pixel is marked as red. 
The output image is similar to A2 in Fig. 2. 

2.  Tail lights localisation 
Tail lights localisation is conducted, taking into account the fact that the LP is, in 

most cases, located between, slightly above or under car’s lights. In the image 
containing only red pixels, all contours are found using the algorithm described in [2]. 
For every contour the bounding rectangle is marked and if its area is higher than Amin 
then it is added to the candidate’s list. For every pair of bounding rectangles in the 
candidate’s list, the difference of their areas is calculated and checked whether it does 
not exceed the Amax value. If not, the angle between the vertical line and line connecting 
the centres of bounding rectangles is determined and compared to αmax. If the angle is 
less than αmax value, the considered pair of bounding rectangles is added to potential tail 
lights list. From this list, the pair satisfying the following condition was chosen: the 
length of the line (denoted by lt) connecting centres of the rectangles is over Dmin and 
centre of this line, denoted by (xc, yc), is the closest one to the image centre. The chosen 
pair is marked as the tail lights of the car. Tail lights are marked as red rectangles in A3 
in Fig. 2. 

3.  GROI determination 
After determining the position of tail lights in the image, the GROI is then 

determined as the rectangle with coordinates of the left upper corner given by the 
following equation: 

 )15.0,(),( tccgg lyxyx •+= ,             (1) 
width equal to lt and height equal to 0.8•lt. The example of GROI is marked by the blue 
rectangle in A in Fig. 2 (red line connects centres of tail lights). 
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3.2. PHASE II: SPECIFIC REGION OF INTEREST LOCALISATION 

Because of the fact that further operations have high computational cost it was 
imperative to determine a smaller than GROI region of interest. It is called Specific 
Region of Interest (SROI). This phase consists of three steps. 

1.  Edge extraction 
For further analysis, it is necessary to extract all vertical edges that are very useful 

in the LP location finding process [3], [4], [5]. To make this task easier, a vertical So-
bel operator is applied. This operator is defined by the following matrix: 
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After applying a convolution operator for GROI image and the matrix (2), the re-

sult image is similar to B2 in Fig. 2. As can be easily seen, all vertical edges have been 
enhanced. The next step is to find every vertical edge in the image. The Canny detec-
tor, originally introduced in [6], is used for this issue. As a result of this operation, a 
binary image (similar to B3 in Fig. 2) is produced, in which white pixels represent the 
pixels originally corresponding to edges in the processed image. 

2.  Edge filtration and Marker Line 
Not every edge detected in the previous step is useful for License Plate localisa-

tion. In this stage, all the edges that are not possibly corresponding to the LP region 
should be removed as mentioned in [5] [7]. The filtration algorithm checks every edge, 
if it is satisfying the following condition: its orientation is at the angle of 90 degrees to 
the horizontal line and its length is greater than Lmin. All the edges that are not satisfy-
ing this condition are removed and then the processed image looks similar to B4 in 
Fig. 2. As it can be noticed, most of the edges that remained after filtration are corre-
sponding to the LP region (boundaries of the LP or the letters and digits included on 
the LP).  

To make the SROI determination very precise, the Marker Line (ML) is calcu-
lated as the next one. The ML is the horizontal line, for which the sum of distances 
from the centres of each remained vertical edge is the minimal. Let the ML be denoted 
by 
 ,: M=ym  (3) 

 
and the set of all points c = (xc, yc), that are centres of vertical edges, is denoted by C. 
Then the M from the equation (3) can be calculated as the minimizing argument of the 
following equation: 
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As it was mentioned before, most of the vertical edges correspond to the LP region, 

so there is a high probability that the ML will be somewhere near the centre of the LP 
region. The ML is marked as the red line in B5 in Fig. 2. 

3.  SROI 
As the European Union LPs are considered, the aspect ratio [5] [8] of these plates 

can be used for SROI determination. The aspect ratio of the width and height of typi-
cal the LP is 5:1. Taking this fact into account, the SROI is then marked as the rectan-
gle with the centre on the Marker Line, width equal to GROI width, and height equal 

to 5
1

of GROI width. In other words, the SROI size is equal to the maximum possible 

size of the LP located in GROI. In the B image in Fig. 2. SROI is marked as a green 
rectangle, while GROI is marked as a blue rectangle and the red line is the ML. 

3.3. PHASE III: LICENSE PLATE LOCATION AND DISTANCE ESTIMATION 

After determining an accurate final region of interest, the most precise calculations 
are made to localise the LP and estimate its size. This phase consists of four steps. 

1.  Histogram equalization 
Before the first step of this phase, the SROI image (C1 in Fig. 2) is first trans-

formed to gray scale (C2 in Fig. 2) as information about colour is not necessary in 
further processing. The next operation is histogram equalization. It increases the 
global contrast of an image, by spreading out the most frequently pixel intensity val-
ues [9]. The result of it is illustrated in C3 in Fig. 2. As can be seen, the contrast be-
tween the LP background and the rest of the image is significantly enhanced. This fact 
will have important meaning in the next processing stages. 

2.  Gray levels reduction 
As it is important to merge the regions with similar pixel intensity, especially the 

LP background, into consistent ones, the gray level reducing operation was performed. 
The image was converted to 9 gray levels by taking each pixel and substituting its 
original value of intensity by the closest allowed one. The allowed values was 0, 31, 
63, 95, 127, 159, 191, 223 and 255. The exemplary result of this operation is illus-
trated in C4 in Fig. 2. 

3.  SROI binarisation 
After reducing the gray levels of the SROI image, the next step is to make a binary 

image based on SROI. This is simply realised by comparing the intensity of each pixel 
from the gray level reduced image to a threshold Imin. If the intensity has a greater 
value than Imin it is marked as the white pixel on the binary image, and otherwise it is 
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marked as the black one. As a result, an image similar to C5 in Fig. 2 is created. In this 
picture,  most of the white pixels correspond to the LP background, which is very well 
distinguished from other eventual objects, such as the car’s model letters or car’s body 
(especially if the car is e.g. white) presented in the image. 

4.  LP localisation and distance estimation 
For precise localisation of an LP plate and making the decision whether it is lo-

cated in SROI or not, a few more parameters were introduced. These are as following: 
1)  MBL – a maximum amount of neighbouring vertical black lines in the image. 
2)  WPR – a white pixel to black pixel ratio in the image (similar to introduced in 

[9]). 
3)  SLR – symmetrical lines to all horizontal lines ratio in the image. The line is 

symmetrical when the amount of white pixels on its left side differs from the 
amount of white pixels on its right side by the maximum value of Smax. 

In the binary image created in the previous step, all the rectangles are detected. If 
the aspect ratio of the found rectangle is between ARmin and ARmax it is added to the 
candidate’s list. For every rectangle from the candidate’s list, the value of MBL, WPR 
and SLR parameters are calculated. If the conditions MBLmin < MBL < MBLmax, 
WPRmin < WPR < WPRmax and SLRmin < SLR < SLRmax are satisfied, then the rectangle 
is added to the possible LPs list. The examples of the possible LPs are marked as blue 
rectangles in C6 in Fig. 2.  

The next step is to decide which of the possible LPs is the real one. For this pur-
pose, some dynamical characteristic of the considered video image is checked. For 
every rectangle from the possible LPs list, a value from set {yes, no} is assigned. If the 
size of the rectangle does not differ much from the mean value of the LP size on three 
previous video frames and the position of the rectangle does not differ much from the 
mean value of the LP position on three previous video frames, the value yes is as-
signed for such a rectangle. If there is more than one rectangle with yes value as-
signed, then the one with the closest to the mean of the LP on the last three video 
frames size is chosen as the final LP. The example of result image is presented in C7 
in Fig. 2 where the orange rectangular is the LP.  

The last stage in the algorithm is the estimation of the distance from the car ahead. 
For this purpose, 22 pictures of a license plate from different distances were taken. 
The dependence of the distance on the LP size was then estimated by an equation: 

 
 bax=d ,                                        (5) 

 
where d denotes the estimated distance between the camera and the LP and x denotes 
the size of the LP in the picture. In this case a = 360.9, and b = –0.48. The final result 
image is presented in C in Fig. 2, where the orange rectangular is the LP, the green 
rectangular is SROI, the numbers in the upper left corner are the coordinates of the 
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centre of the LP and the number in upper right corner is the estimated distance from 
the car ahead. 

3.4. DYNAMICS OF THE IMAGE 

It is worth mentioning that the image processed by DAS is not a static image, but is 
a dynamic image consisting of separate frames captured by the camera. All the frames 
are obviously connected to each other, as the next frame is a logic consequent of the 
previous one. These dynamic characteristics have significant meaning for the perform-
ance of the system.  

When the DAS is detecting a license plate, it is not necessary to perform all the 
phases of the algorithm for every video frame. In the case that in the previous frame 
the LP was detected, the processing of the next frame will be started from the third 
phase. A new SROI will be defined in the same place where the previous one was, 
taking into account its inertness (its position will be corrected by a difference between 
two following detected LP coordinates). Such an approach makes the whole process 
less computational time consuming. But in every 2 second image, processing is started 
from the first phase, because of some issue connected to inertness. If the car ahead will 
be slowly moving from one lane to another then the SROI region will be following its 
LP and a controlled car may drive into another car ahead on the same lane, because the 
system is following an incorrect LP.  

The other useful thing about image dynamics is that possible LP candidates can be 
verified taking into account a detection history. It is obvious that the LP cannot sud-
denly change its size or position very much, and that fact is taking into account in the 
process of verifying whether the candidate region corresponds to the LP or not. The 
size and position of the last three detected LPs are stored and used for verification. If 
the DAS does not detect anything for 2.5 seconds, then the history is cleared to avoid 
the situation of continuing control process using information from the obsolete situa-
tion in front of the car. 

4.  EVALUATION 

In this section we present an experimental evaluation of the control system presented 
previously. The system was evaluated using a video camera (Canon digital IXUS 90 IS, 
resolution 640x480) attached to front window of the car (video was recorded from 
inside the car). The created films were analysed afterwards using implemented 
software. DAS was responsible for displaying the decision message on the screen. 
System examination was divided into two general parts concerning each of the 
purposes described in the previous sections. For each goal, we have recorded 13 films 
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including various weather conditions (sunny 45%, cloudy 40%, very cloudy 15%), time 
of the day (night 15%, day 85%), car model (hatchback, sedan, station wagon etc.), tail 
lights type (since it was used in the algorithm, it was an important factor) and its colour. 
All films were recorded in roads of voivodeship Dolnośląskie, Poland. Several 
measures were introduced to present the objective outcome of tests: 

A)  Basic effectiveness measures 
CA – ratio of the number of correct accelerations following the car ahead to the 

number of all test cases. 
CB – ratio of the number of properly displayed warning messages (when car was 

too close to the car ahead) to all the situations in which such a message ought to be 
displayed. 

B)  Additional effectiveness measures 
BT  – number of LP not found messages, when the LP is present on the screen. 
WR  – ratio of the number of frames on which the LP was found, to all the examined 

frames of the film. 
FR – ratio of the number of frames on which the LP was incorrectly localised to all 

frames, where the LP was found. 
FPS – mean performance of the system expressed in frames per second. 

Basic effectiveness measures were estimated using visual analysis. Additional 
measures were calculated precisely using the implemented software (except for the FR 
which required the visual analysis of about 1200 frames).   

The obtained results are presented in compiled form in tab. II. The introduced cri-
terion of effectiveness enabled us to identify the weaknesses of the presented system, 
which point out future improvements. In the following subsections, groups of criteri-
ons and their values will be discussed. 

1)  CA and CB. 
These two measures were intended to give the overall evaluation of the system. The 

obtained values of around 90% reject the system as an automatic driver system, but 
apparently confirm its duty as driver’s assistance. More importantly, we managed to 
identify possible dangerous situations, when the system is not capable of working 
properly, e. g. in warning mode, when the car ahead is red, the system cannot find 
GROI because it is difficult to distinguish between the car and its tail lights. 

2)  BR, WR and FR. 
Measures related to finding the LP on the screen revealed the way the system works: 

when it catches a plate, it usually is able to hold it for a long time (this is because of 
the dynamic image analysis between separate frames). However there are situations in 
which the system has problems which are not solved yet. Red coloured cars,  as men-
tioned above. Another important problem is a clear sunny day, when sunlight puts 
shadows on the LP and the system does not work properly. Furthermore GROI local-
ization problems may occur when the car has unusual tail lights (e. g. LED). An addi-
tional issue concerning GROI takes place at night time, as night lanterns can create 
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noise which prevents the system from car tail lights localisation. It is important to 
mention that all the issues concerning GROI localisation come from one step of the 
algorithm, which is tail lights localization, and  is to be improved in the future work.  

Discussing the value of WR it is important to mention that even the lowest value of 
around 20% was (in most cases) enough to perform proper control system as we see in 
other criterions.  

3)  FPS 
Frames per second show the system’s performance in all conditions. The lowest re-

sult, around 10 FPS, means that the system would react in about 0.1 second. It is still 
far more immediate than the fastest human drivers can perform [12]. 

5.  CONCLUSIONS AND FURTHER WORK 

In this work a proposed system for driver’s assistance in avoiding sudden braking 
and facilitate accelerating after the traffic lights change is presented. It utilizes an in-
vehicle video camera based on which road situation analysis is performed and com-
puter control system is working. Situation analysis is based on the localization and 
size estimation of the license plate of the car ahead. This information is used to per-
form a decision support system work. This may enable the computer to warn the driver 
about the danger or even perform the action itself (as evaluation proved, the system 
reacts ten times faster than the average driver). 

An evaluation of the system covered most of the possible situations on the road (dif-
ferent day times, different weather conditions, different car models etc.). The system 
empirically proved to be useful as driver assistant and further improvements may even  
enable it to control the car itself, as all possible flaws were pointed out during the pre-
cise evaluation. Further research in this area will consider additional improvements of 
General Region Of Interest localisation as it has caused most of the errors made by the 
Driver’s Assistance System. Tail lights detection could be supplemented by another 
method, e. g. car localisation.  
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Bartosz PATER*, Jarosław DRAPAŁA* 

DYNAMIC PATTERN RECOGNITION ALGORITHM 
FOR PEDESTRIANS TRACKING 

In order to recognize a moving object by video camera, two general approaches may be applied: 
static or dynamic pattern recognition. The former one is about processing each frame independently 
and to recognize an object of interest using features available on a single picture. The more advanced 
approach is to make use of dynamic patterns, that arise along the sequence of frames. In this work we 
developed dynamic recognition algorithm and proposed original method of feature extraction in the 
pedestrian detection task. The main idea is to follow the observation, that vertical position of people’s 
head oscillates during gait. Distinctive rhythm of human gait is the feature extracted from video se-
quence and used to distinguish between pedestrians and other objects. Algorithm and implementation 
details are given. Analysis of incorrect classifications is provided. We suggest to apply the system to 
measure traffic at road junctions with traffic lights. 

1. INTRODUCTION 

Nowadays, when digital recording methods allows to processing images more easi-
ly and effectively, systems based on this kind of information are very common in our 
everyday life, especially when human safety is under consideration. Popularity of vi-
sion-based techniques is associated with the simplicity of interpretation of the effects 
of these algorithms by human expertise.  

Pedestrian crossings with traffic lights are crucial parts of communication systems 
in the city. In order to increase safety of pedestrians in heavily crowded streets, we 
propose a system that is able to recognize pedestrians with use of low quality video 
camera. The system may help to reduce the danger on the road. This solution allows to 
improve road safety but it requires some additional equipment and procedures. The 

 __________ 
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lengths of the green light is different for road users, it depends on the hour and 
changes during peak hours matching to the most congested. These times are calculated 
on the basis of forecasts traffic during construction, often remain immutable for sev-
eral years. Length of such cycles may vary over years. Proposed algorithm for detec-
tion and recognition can be used to measure the traffic of vehicles and pedestrians 
moving on the road. Data can be analysed in a real-time.  

The video stream is a sequence of images generated over specified interval of time. 
Pattern recognition task performed on a video stream can be reduced to multiple inde-
pendent recognition problems, each processing a single image to find a pattern in the 
images. Such an approach requires plenty of computational operations, whereas real-
time applications, typically functioning with video camera, need rather simple algo-
rithms. Therefore, it is reasonable to take dynamic pattern recognition into account. 
Instead of analysing patterns within a single image, dynamic recognition is about de-
tection of patterns arising along a sequence of image. A pattern is no longer assigned 
to an image, but for video sequence. Extraction of patterns involves processing differ-
ences between consecutive images. Moreover, previous recognition may be taken into 
account, which allows too keep computational burden at reasonable level. It is espe-
cially useful, when tracking a moving object. Furthermore, for pedestrian tracking 
details of appearance are negligible, because they do not provide any important infor-
mation for the task. Such king of information is mainly used for elimination if the 
impossible situation at the beginning of image analysis. The crucial part of dynamic 
pattern recognition solving is to find a class of dynamic pattern, that will be detected 
during video sequence processing. It must be emphasized, that typical patterns exhib-
ited in single images, may also be considered, but in this work we focus only on dy-
namic one.  

In general, moving objects detection procedures are based on binary movement 
map that serves to detect any difference in images. But only need to distinguish mov-
ing pedestrian from the background. Another moving objects, such as cars, bikes, 
trains, are not the focus of the algorithm. The key idea behind dynamic recognition 
algorithm presented in the work is to analyse the frequency of changes between two 
features: distance from upper edge of the object to the bottom end of the image and the 
width of the object. Rhythm of walking should enable to distinguish pedestrians from 
the background and another moving objects.  

2. DETECTION OF MOVING OBJECT 

Little differences between pixels positions in consecutive images makes difficul-
ties in their distinction and often lead to classifying two or several object as one. This 
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can disrupt detection of features and whole recognition process. To increase differ-
ences between pixels and to improve contrast, we propose to start from histogram 
stretching procedure: 

௫,௬ܬ  ൌ ௃೘ೌೣି௃೘೔೙௅೘ೌೣି௅೘೔೙ ൈ ൫ܮ௫,௬ െ  ௠௜௡൯, (1)ܮ

 
where: ܬ௫,௬ – brightness of the new pixel ݔ,  - ௠௜௡ܬ ,௠௔௫ – maximum brightnessܬ ,ݕ
minimum brightness, ܮ௫,௬ – present value of the pixel brightness, ܮ௠௔௫ – largest of the 
currently used brightness and ܮ௠௜௡ – the smallest brightness. 

Binary motion map is defined as a logical picture of the same dimensions as source 
image, created from differences between corresponding pixels of successive frames in 
the sequence. A point takes a positive value when the change is greater than the 
threshold, otherwise it is set to zero. Classical binary motion maps are generated using 
the following formula: 
 

ܾሺ௡ሻ௫,௬ ൌ ቐ1, ݕ݀݃ ቚ݌௫,௬ሺ௡ሻ െ ௫,௬ሺ௡ିଵሻቚ݌ ൐ ܶ0, ݕ݀݃ ቚ݌௫,௬ሺ௡ሻ െ ௫,௬ሺ௡ିଵሻቚ݌ ൑ ܶ, (2) 

 
where: ݊ – index of current frame, ݔ,  – ܾ ,coordinates of the pixel in the image –  ݕ
binary motion map element, ݌ – pixel of input image, ܶ – threshold.  

After filtering out noise like “salt”, by using median filter, only objects that change 
their position should remain on binary motion map, see Fig. 1.  
 
 

 
Fig. 1. Example of binary motion map 
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In single image the positive detection object determined by properties such as size 
and location is done by matching the rectangle with the following parameters: width, 
height and attachment points. The rectangle is described by the expression: 
 ݀ ൌ ൫ݕௗ, ,ௗݔ ݄௬,  ௫൯, (3)ݓ
 
where: ݕௗ, ,ௗ  – coordinates of point attachment, ݄௬ݔ  .௫  –  height and widthݓ

Parameters detection process is divided into stages in which two-dimensional im-
age on axes is mapped in the coordinate system of binary motion map. The sum of 
ones in  axis responsible for the object’s height is equivalent to the number of pixels in 
which sufficient change of  input value in video sequence is detected.  
Projection of binary motion map on horizontal axis is the vector:   
ഥݓ  ሺ௡ሻ ൌ ቂݑଵ,௛ሺ௡ሻ ଶ,௛ሺ௡ሻݑ … ௞,௛ሺ௡ሻݑ … ௐ,௛ሺ௡ሻݑ ቃ், (4) 
 
where: ሺ݊ ൌ 1,2, … , ܰሻ – the next images in the sequence, ݓഥ  – vector containing ver-
tical sums of binary motion map,  ݑ௞,௛ሺ௡ሻ – sum of all pixels with coordinate ݔ ൌ ݇  ሺ݇ ൌ 1,2, … , ܹሻ. The last sum is defined as follows: 
௞,௛ሺ௡ሻݑ  ൌ ෍ ܾሺ௡ሻ௞,௟ு

௟ୀଵ , (5) 

 
where ߚ௪ – the number of pixels from which average sum is calculated, ߛ௪ – the 
threshold separating the noise from important values , ߜ – average value of the sum of 
the interval:  

 

௨ೖ,೓ሺ೙ሻ ߜ ൌ ௪ߚ1 ෍ ,௟,௛ሺ௡ሻݑ ௞,௣ௐߤ ൌ ෍ ௟,௛ሺ௡ሻ௣ݑ
௟ୀ௞ ෍ ௝,௛ሺ௡ሻௐݑ

௝ୀଵ൙௞ାఉೢ
௟ୀ௞ , (6) 

 
where ߤ௪ – the threshold of minimum share of pixels belonging to object, ߤ௞,௣ௐ  –  
a direction of calculating the share of points belonging to an object from the whole 
vector. 
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This part of the algorithm is summarized below. 
 

START:      ݇ ൌ ௕ݔ ,0 ൌ 0, set values: ߤ௪, ߚ௪ i ߛ௪ 
1. Calculate the current value of  ߜ ௨ೖ,೓ሺ೙ሻ 
2. If ݔ௕ ൌ 0 and ߜ ௨ೖ,೓ሺ೙ሻ ൒ ௗݔ ௪  thenߛ ൌ ௕ݔ ,݇ ൌ 1 and go to 4 

3. If ݔ௕ ൌ 1 i ߜ ௨ೖ,೓ሺ೙ሻ ൏ ௫೏,௞ௐߤ  ௪  andߛ ൒ ௫ݓ  ௪ thenߤ ൌ ݇ െ  ௗ,  STOPݔ

4. If ݇ ൏ ܹ െ ݇  ௪  thenߚ ൌ ݇ ൅ 1 and go to 1  
STOP. 
 
The second step performs detection of an object in vertical axis. Values calculated 

in first step are used to changed length of the summed vectors from full width to cal-
culated segment. Reducing the summation vector improves performance considerably. 
This step is similar to the previous one, so it will not be described here in details. 
 
 

 
Fig. 2. Typical example of moving object detection 

The whole process, from binary motion map to rectangle representing detected ob-
ject, is illustrated by Fig. 2. Data set containing a sequence of frames similar to (2) is a 
base for recognition, the next step of proposed algorithm.  
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3. DYNAMIC RECOGNITION OF PEDESTRIAN 

Until this point any try to determinate a class of object was performed. We have 
analysed video sequence only locally, processing single images individually. Values ݀௡ calculated during detection process for all images containing an object of interest 
are components of the following matrix: 
 ܸ ൌ ሺ݀௡, ݀௡ିଵ, ݀௡ିଶ, … , ݀௡ି௟ ሻ, (7) 
  
where:  n – the number of the current frame on which the object is recognized, ݈ – the 
number of frames from the object detection to the current time instant. Pattern recog-
nition algorithm has the form: 
 ݅ ൌ ߰ሺܸሻ, (8) 
 
where: ݅ – number of recognized class matching with:  

 ݅ א ൜1, ݎ݋݂ ݁ݒ݅ݐ݅ݏ݋݌ ݊ܽ݅ݎݐݏ݁݀݁݌ ,0݊݋݅ݐ݅݊݃݋ܿ݁ݎ ݅݊ ݁ݏܽܿ ݏݎ݄݁ݐ݋ . (9) 

 
In this work we narrowed the area of typical objects: walking people and moving 

vehicles. The challenge was to develop such a set of features, which allows to separate 
between pedestrian and another object in a real-time. We made interesting observa-
tion, that the highest point of moving pedestrian changes vertical position according to 
the rhythm of his steps. The same point for vehicle looks almost identical in all video 
difference images. The set of features based on the rhythm of a moving object is the 
basis for determining the class of detected object. This pattern cannot be observed in a 
single image, but only along the sequence of images, thus only dynamic approach is 
applicable here. 

Execution of one step for the free walking pedestrian, according to studies in-
cluded in [6], takes about 0.5-0.69s, which directly translates into a frequency rhythm 
of the human gait oscillating about 2 Hz. Knowing the average frequency of human 
steps is considered here. Fig. 3 shows several segments of image sequence, when reg-
istering a moving pedestrian. Analysis of human gait rhythm reveals interesting de-
pendence between images.  
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Fig. 3. Dynamic feature expressed by walking pedestrian 

 
Profile of standing man is characterized by a certain height, each step leads to 

height reduction in the time of pulling one leg forward and back to the original amount 
at next junction of legs. This process is shown in figure 3 where pedestrian oscillates 
according to constant upper line.  

The second relationship associated with each step is the width of the profiles, 
which in Fig. 3 is marked with brighter lines. 
With series of rectangles that describe the height and width of the object profiles at 
each frame in the source sequence, and keeping in mind that they change according to 
the frequency equal to 2 Hz, the recognition algorithm is proposed.  

The first method of determining class of an object is based on the frequency of 
the top of the frame variations. Differences between consecutive points position with  
a rectangle are described as follows: 

 

 
where: ݕௗ,௡ି௞ – starting point of the ሺ݊ െ ݇ሻ-th rectangle, n – index of current frame, ݇ ൌ 2,3, … , ݈ – index of current element. Typical sample of difference vector diagram 
in time domain is depicted in Fig. 4.  
 

Timing chart showing differences is very unclear, it is affected by the disruption 
and uncertainty of the measurement. The transition in the frequency domain increases 
transparency and facilitates their interpretation. Vector of differences transform ac-
cording to Discrete Fourier Transform is described as follows: 
 

ௗ,௡ି௞ݕ∆ ൌ ௗ,௡ି௞ݕ െ  ௗ,ሺ௡ି௞ሻିଵ, (10)ݕ
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                Fig. 4. Oscillations in time domain                       Fig. 5. Oscillations in frequency domain 
 

 
where: ߱௡ ൌ ݁ሺିଶగ௜ሻ/ே. 

Transforming the vector of differences we get similar data as those in Fig. 5. Am-
plitudes for frequencies around a certain point are much higher than value for the re-
maining ones. This situation occurs when the main component of the signal is charac-
terized by such frequency, but deformations introduced by noise are difficult to 
identify in the time domain. The point with maximum amplitude is a main rate at 
which parameter ݕௗ of rectangle surrounding object was changed. To compare the 
frequency spectrum of a test object and typical pedestrian, we check whether maxi-
mum amplitude lies close to typical values to the rhythm of walking man, which is 
about 2 Hz. This condition can be written as: 
 

 
where: ௔݂௩௚ – average frequency of the rhythm of pedestrian walking, ߝ – allowable 
error. 

The idea behind the second approach is very similar to the previous one. Both may 
be used in one procedure, making it more robust. In certain situations, methods can 
complement each other, measuring rhythm of human gait from different points of 
view. Now, the width of object profiles is defined by the following equation: 

 
where: ݓ௫,௡ି௞ – ݇ rectangle width, ݇ ൌ 2,3, … , ݈ – index of current element. 
The remaining steps are identical to the first method , so there will be ommited. 

∆݂௬೏,೙షೖ ൌ ෍ ௗ,௡ି௝߱ேሺሺ௡ି௝ሻିଵሻሺ௞ିଵሻ,௟ݕ
௝ୀଵ  (11) 

௔݂௩௚ െ ߝ ൏ max ሺ ∆݂௬೏ሻ ൏ ௔݂௩௚ ൅  (12) ,ߝ

௫,௡ିݓ∆ ௞ ൌ ௫,௡ି௞ݓ െ  ௫,ሺ௡ି௞ሻିଵ, (13)ݓ
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4. EXPERIMENTAL STUDY 

Experimental study aims at determining the effectiveness of detection and object 
recognition. Reliable criteria and indicators were used to verify the usefulness and 
range of actual uses of the system under realistic conditions. Studies were conducted 
on set of previously recorded videos. The collection contained 20 video sequences 
where subject of recognition are pedestrians with different appearances in terms of 
dress, manner of walking. Moreover, cars of several brands and different colours were 
present in video sequences. Each of the objects moved with random speed. The studies 
also included different distances of an object from the camera. In order to determine 
the correctness of the algorithm and the system performance based on the proposed 
solution, more studies need to be performed. The algorithm was implemented in Mat-
lab version 7.10.0.499. Monochromatic videos were recorded by a webcam with auto-
focus option turned on. The same simulation tests were conducted on a computer with 
Intel Celeron M 420 1.60 GHz processor and 2.5 GB of memory. 

The average efficiency detection for all object from video sequences were 89%. 
Taking simplicity of the algorithm into account, it seems to be a satisfactory result. 
Recognition efficiency does not differ significantly from detection value. The average 
recognition quality is equal to 85,16%. The combination of detection of gait rhythm 
based on the differences between height of the top point of object and differences in 
the width of the rectangle occurred a very good solution. The quality of the detection 
algorithm does not depend on shape and size of object, which is the undoubted advan-
tage of the approach, allowing for efficient detection of different vehicles and pedes-
trians. The average number of processed frames per second of algorithm was 18.85. 
Parameter value remains on constant high level for each video from the test set. This 
feature is a result of comparable number of calculations in each loop of algorithm, 
independently on situation, which indicates robustness. 

5. CONCLUSIONS 

When detection relies on difference in color intensity, some detection errors may 
take place. Typical situations are described below. 

The object has colour similar to the background color – if the object does not suffi-
ciently differ from the background, it comes to fault detection (left image on Fig. 5). 
Shadow may be detected as part of an object (middle image on Fig. 5). If an object 
moves to slow from frame to frame it may not be detected at all. It may also happen if 
an objects moves quite fast, but in the direction parallel to the camera (right image on 
Fig. 5). 
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Further results in analysing performance of classifiers for missing data in thoracic surgery (TS) 
risk modelling are reported for experiments made in Statistica Data Miner environment. Brief 
comments on current results in applications of quantitative modelling for TS data are presented, as 
well as a comprehensive description of updated and extended TS data bases from Wroclaw TS 
Centre. Application of Statistica Data Miner Recipes (DMR) is presented with special attention paid 
to initial data analysis, cleansing, feature reduction and missing values problems. A number of 
techniques for dealing with missing values, and also for feature reduction, available in the DMR 
environment are compared with TS data classification tasks. The classifiers available in the DMR 
module include decision trees and boosting trees, Random Forests, Neural Networks and Support 
Vector Machine. Performance of particular imputation techniques for specific classifiers is compared. 
Most promising classifiers for the problem domain are suggested. 

1. INTRODUCTION 

This work deals with Thoracic Surgery (TS) data analysis and risk modelling. The 
main aims in this domain are concerned with extending traditional retrospective 
description of samples (data on patients and operations) and statistical analyses of the 
indices of data structure or potential association between output (e.g. survival, intra or 
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postoperative co-morbidities) and input variables (risk factors), with prospective 
approaches, which are supposed to support clinicians in their decisions (e.g. 
suggesting treatment or the most probable course of action). As explained in [8], 
formal modelling of risks for morbidity and mortality is important in appropriate 
patient selection for surgery, counselling patients as part of the surgical consent 
process, stratifying outcomes for research purposes, and assessment of resource 
utilization. It has been mainly due [2] to anticipation of increasing prediction 
accuracy, enabling predicting individual outcome of potential resections instead of 
classifying patients to statistical risk groups, better simplicity in constructing models 
and ability to detect non predefined relations between predictors and clinical 
outcomes. Such approaches could have been of interest also to (clinical) management 
decisions, as they could eventually lead to rational clinical resource allocation. 

Data Mining (DM) and Machine Learning (ML) had been explored for years for 
TS survival prediction [1, 2, 5–6, 10, 12, 14, 16], with most popular techniques being 
decision trees (DT), artificial neural networks (ANN) and support vector machines 
(SVM). However, in the published results one can hardly find unified TS risk models, 
or common agreement on most promising modelling approaches [13]. An important 
issue influencing the effectiveness of formal modelling is completeness and accuracy 
of the data used in various models, in particular – missing or unknown data, which are 
a common drawback of real-life clinical studies. Also in TS risk analysis papers, the 
issue of missing data is studied more often [3–4, 7–9, 11, 13, 15].  

In a previous paper [17] the problem has been studied using models available in 
WEKA DM environment. A number of approaches used to deal with unknown values 
of attributes for the TS classification problem were compared resulting in disputable 
results: accuracy of classification of 70–80% which was inacceptable for the medical 
classification task. Moreover, no dramatic differences have been observed between 
different imputation techniques, as well as between predictions made on highly 
complete (1–2% missing values) and highly incomplete (58–62% missing values) 
datasets. 

Aiming at achieving acceptable levels of at least true positives for postoperative 
survival, both on-site clinical data preparation and formal data analysis modelling 
approaches have been reviewed and substantially extended. The data cleansing process 
and initial clinical data investigations had been extended to reduce the extent of 
missing values and to include new clinical predictive variables. The modelling work 
was done using Statistica Data Miner Recipes (DMR) to perform feature reduction, 
compare approaches to dealing with missing values, and suggest acceptable classifiers 
for a number of output variables (30 days, 1 year, >1year survival). The purpose of the 
current study was also to analyze and compare effectiveness of classifiers in relation to 
the scope of the features vector (data from pre-, peri-, and post-operative period), and 
the length of the observation period.  
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2. DATABASES 

The main data set used in this study is based on a research database constituting a 
part of the National Lung Cancer Registry, administered by the Institute of 
Tuberculosis and Pulmonary Diseases at Warsaw, Poland. The data set includes data 
on all consecutive first major lung resections for primary lung cancer (LC), performed 
in Wroclaw Thoracic Surgery Centre (WTSC) in the period 2007–2011. The Centre is 
associated with the Department of Thoracic Surgery of the Medical University of 
Wroclaw and Lower-Silesian Centre for Pulmonary Diseases, Poland).  

Data sets used in previous studies [10, 17] have been reworked to include new 
clinical variables (up to the total of 139) and new cases from the period 2007–2011 
(the final data set includes 1172 cases).  

The cases were divided into three sets, corresponding to the year of operation: 
patients operated in 2007–2008, 2009, and 2010–2011, with mean observation period 
of: 42, 24, and 10 months respectively. The size of the sets was 542, 290 and 340 
respectively. Most patients come from Lower Silesia (LS) region (75%) and one 
neighbouring region (20%), and also the vast majority of surgery for LC for LS 
citizens is performed at WTSC. 

Data on each patient include variables referring to the specific stages of surgical 
hospitalization of an LC patient; the variables were divided into four subgroups: pre-
operative, peri-operative, pathology and post-operative. The first group included 35 
variables: demographic information, preoperative symptoms, co-morbidities, and – for 
50% of patients – preoperative FVC and FEV1. It also included clinical TNM 
categories. The second group included 29 variables, describing technical features of 
the resection, detailed location and anatomical structures (including number and 
location of resected nodules), peri-operative complications, and surgical TNM staging. 
Next group consists of 48 pathological variables, including grading, histology, local 
invasion, staging, necrosis, and pathological TNM. Finally the last group consists of 27 
post-operative variables, describing post-op treatment, complications, and follow-up.  

Additional data on patients operated in the years 2000–2006, as well as more 
detailed concerning multimodal (radiotherapy, induction/neo-adjuvant chemotherapy) 
are in preparation.  

The rates of missing values for most variables in the final data set were less than 
0,5%, however there were six variables with missing rate between 49% (G-factor) and 
62% (pre-operative FVC and FEV). 

The outcome measures used in this study were: risk of 30days and 1year 
postoperative mortality, post-operative and overall (from the time of first diagnosis) 
survival, pulmonary and cardiovascular morbidity. However, in this work the results 
only for the two binary risks (30 days, 1year) and postoperative survival (treated as a 
categorical variable) are provided because of the lack of space. 
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3.  STATISTICA DATA MINER RECIPES 

Statsoft Statistica is one of the commercial data analysis environments, extensively 
used in academic institutions. At Wroclaw University of Technology it is available on 
a campus based license, apart from Matlab or SPSS in particular. In this study we 
selected Statistica due to a wide selection of Data Mining and Machine Learning 
techniques. To ensure timely completion of this part of the study we used Data Miner 
Recipes (DMR) module of Statistica, which constitutes interactive environment for 
defining and performing data mining experiments through semi automated building 
advanced analytic models. For categorical variables the following classifiers are 
available in the DMR module: decision trees (CART) and boosted trees, Random 
Forests, Neural Networks and Support Vector Machine. There are default parameters 
for specific classifiers but it is also possible to specify user-defined parameters for 
modelling. The modelling phase is preceded by preliminary data analysis, including 
missing data management, pre-processing, dimensionality reduction, and elimination 
of redundancy in the data set. 

In general, most popular approaches to dealing with missing data are: ignoring 
incomplete cases (default suggestion in some DM packages, though leading to  
a reduction in the statistical power and biased results), imputation or estimation of 
missing data and ML using the edited training set, using model-based procedures (e.g. 
expectation–maximization algorithm), using particular ML procedures, where missing 
values are incorporated to the classifier.  

In DMR module missing data definition and transformation are contained in the 
preliminary data pre-processing stage (advanced data preparation). The procedures to 
deal with missing data are defined differently for continuous and categorical variables. 
For the first type recoding to mean is provided, while for the latter – recoding to most 
frequent categories. In addition there are two other options: a standard approach of 
eliminating cases with missing values is available, and an ‘automatic imputations’ 
option, which consists in automatically substituting missing data with values that are 
estimated (imputed) from the data. Automatic imputation is based on k-nearest 
neighbours algorithm.  

In addition to the use of DMR module the current study incorporated the use of 
Feature Selection and Variable Screening (FSL) module, which can be seen as a pre-
processor for predictive data mining, to select manageable sets of predictors. This 
module enables to automatically analyse large sets of continuous and/or categorical 
predictors, for regression or classification-type problems and select a subset of 
predictors from a large list of candidate predictors without assuming any relationships 
between the predictors and the outcome variables. The module uses ILP database 
connection technology and for categorical variables computes Chi-square statistic and 
p value for each predictor and for selected output variable. 
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4. PRESENTATION OF THE RESULTS  

The experimental part of the study comprised interactive calculations with 
Statistica DMR, comparing effectiveness (percentage accuracy of prediction) for 
particular classifiers and techniques of dealing with missing values, using all 
available and specific of data, divided into periods of observation and stage of 
surgical hospitalization. The following techniques for missing values have been 
considered:  

– MVE: Instances containing at least one missing value of an attribute are 
eliminated, 

– MVR: Missing value is replaced with most time observed value,  
– MVI: Automatic imputation based on k-nearest neighbours algorithm. 
In addition to various approaches of dealing with missing values, different models 

of classifiers were considered in the study: 
– CART: decision trees, 
– RF: random forest ensemble of simple tree classifiers 
– BT: stochastic gradient boosted trees 
– ANN: neural networks, in this case: Multilayer Perceptron 
– SVM: support vector machines. 
The output variables taken into account were: 30-days (Risk30) and 1-year 

(Risk1Yr) postoperative mortality, and postoperative survival defined in 6 months age 
bands (PopSur).  

The experiments consisted in repeating calculations for all (categorical) output 
variables, selected five classifiers and three missing data approaches. The following 
default parameters have been used for particular classifiers: 

– CART: maximum number of levels in tree 10, maximum number of nodes 
200, minimum child node size to stop 9,  

– RF: number of trees 100, maximum number of levels in tree 10, maximum 
number of nodes 100, minimum child node size to stop 5 

– BT: maximum number of levels in tree 10, maximum number of nodes 13, 
minimum child node size to stop 1, minimum number to stop 46 

– ANN: number of hidden units 3–10, networks to train 5, networks to retrain 1 
– SVM: kernel type RBF, maximum number of iterations 500, stop at accuracy 

0,001. 
The data subsets denoted as groups GR1, GR2, GR3 correspond to patients 

operated in 2007–2008, 2009, and 2010–2011 respectively. The variables (predictors) 
subsets refer to the specific stages of surgical hospitalization of a LC patient; the 
variables were divided into four subgroups: pre-operative (PRE), peri-operative 
(OPR), pathology (HPT) and post-operative (the subgroup ALL includes all available 
predictors). 
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The tables below present selected results of the computer experiments using the 
data and methods specified above. We started from looking at most informative 
predictors for specific output variables using FSL module of Statistica. Table 1 
contains 10 best predictors for specific stages of surgical treatment. 

Table 1. Ten best predictors specified by Feature Selection and Variable Screening (FSL) module 

 



Analysing performance of classifiers for missing data in thoracic surgery risk modelling… 185

Preliminary data processing in DMR module started from comparisons of missing 
data approaches (Table 2). We then compared prediction accuracy for two short term 
output variables, looking at possible relation between accuracy and the length of the 
observation period (Table 3). Finally in Tables 4 and 5 we present detailed results of 
comparing prediction accuracy for Risk 30 and Risk 1Year when predictors available 
at particular stages of patient hospitalization are taken into account. 

Table 2. Percentage accuracy of classification for particular approaches to missing data 

 output Accuracy – training Accuracy – testing 
 MVE MVR MVI MVE MVR MVI 
CART PopSur 

 
24,3 33,3 35,3 22,1 27,7 23,1 

RF 24,3 36,0 49,1 14,7 27,7 37,2 
BT 44,2 46,3 67,8 27,9 31,9 36,5 
ANN 76,0 68,4 70,9 35,3 16,3 27,6 
SVM 38,5 30,0 27,9 33,8 22,9 24,4 
CART Risk30 87,6 82,9 83,1 88,2 78,3 82,1 
RF 97,4 97,9 97,6 100 96,4 94,9 
BT 97,4 97,6 97,9 100 96,4 95,5 
ANN 98,7 98,6 98,7 100 96,4 95,5 
SVM 97,7 97,6 97,9 100 96,4 95,5 
CART Risk1Yr 74,9 47,6 83,1 64,7 48,8 82,1 
RF 88,6 75,4 97,6 82,4 71,1 94,9 
BT 88,6 83,9 97,9 86,8 79,5 95,5 
ANN 92,8 88,7 98,7 86,8 78,9 95,5 
SVM 88,9 84,2 97,9 88,2 80,1 95,5 

Table 3. Comparison of prediction accuracy in relation to the length of observation (stage ALL) 

 output Accuracy – training Accuracy – testing 
GR1 GR2 GR3 GR1 GR2 GR3 

CART Risk30 94,2 88,4 89,6 92,0 87,4 82,7 
RF 97,4 97,8 97,5 98,2 93,7 97,7 
BT 97,9 98,2 99,1 98,2 95,6 96,7 
ANN 99,3 99,4 98,5 98,2 95,6 96,7 
SVM 97,4 97,9 98,1 98,2 95,6 97,7 
CART Risk1Yr 78,1 79,6 72,9 65,5 67,9 72,9 
RF 78,6 81,7 81,7 63,7 71,1 79,0 
BT 84,9 85,4 85,4 74,3 76,1 83,6 
ANN 91,1 91,4 90,7 80,5 74,8 84,6 
SVM 80,9 83,1 83,3 81,4 78,6 85,1 
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Table 4. Prediction accuracy for Risk30 and specific classifiers, variables sets and data groups 

  stage Accuracy – training Accuracy – testing 
GR1 GR2 GR3 GR1 GR2 GR3 

CART PRE 98,8 94,3 87,6 100 88,0 88,2 
RF 98,8 98,1 97,4 100 100 100 
BT 100 100 97,4 100 100 100 
ANN 100 100 98,7 100 100 100 
SVM 98,8 98,1 97,7 100 100 100 
CART OPR 98,8 99,0 92,8 100 97,1 73,0 
RF 98,8 99,0 97,7 100 97,1 98,4 
BT 100 100 97,7 100 100 98,4 
ANN 100 100 99,5 100 94,1 98,4 
SVM 98,8 99,0 97,4 100 97,1 98,4 
CART PTH 95,7 92,6 82,1 96,0 80,3 74,1 
RF 97,7 97,7 97,8 98,0 96,6 95,0 
BT 97,7 97,8 98,0 97,0 96,6 95,0 
ANN 98,6 99,3 98,6 98,0 96,6 95,0 
SVM 97,5 97,7 97,9 98,0 96,6 95,0 

Table 5. Prediction accuracy for Risk1Year and specific classifiers, variables sets and data groups 

  stage Accuracy – training Accuracy – testing 
GR1 GR2 GR3 GR1 GR2 GR3 

CART PRE 88,4 84,0 74,9 84,2 68,0 64,7 
RF 84,9 82,1 88,6 79,0 80,0 82,4 
BT 88,4 84,9 88,6 79,0 84,0 86,8 
ANN 93,0 92,5 92,8 73,7 80,0 86,8 
SVM 80,2 98,1 88,9 84,2 76,0 88,2 
CART OPR 75,6 84,4 78,2 40,9 79,4 69,8 
RF 79,3 84,4 88,7 77,3 82,4 85,7 
BT 95,1 86,5 88,0 77,3 73,5 90,5 
ANN 93,9 94,8 95,4 86,4 82,4 92,1 
SVM 78,1 81,3 86,9 86,4 82,4 93,7 
CART PTH 80,5 71,2 73,3 70,0 59,9 68,2 
RF 81,2 80,4 82,3 70,0 70,1 78,2 
BT 88,5 83,7 83,5 77,0 78,9 81,4 
ANN 90,7 91,5 92,9 76,0 80,3 82,3 
SVM 83,3 80,7 83,0 80,0 81,6 82,3 
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5. DISCUSSION AND CONCLUDING REMARKS  

The results presented here may be interpreted from two contrasting points of view, 
namely, clinical and analytical (modelling). For a thoracic surgeon the most important 
issues in the study are concerned with predictive abilities of the modelling approach, 
especially for pre-operative clinical decision making on short term (30 days) or 
medium term (1 year) survival after operation. While the results are satisfactory for 
short term predictions (over 97% accuracy when predicting using only pre-operative 
variables), they are less acceptable for medium term survival (70–80% accuracy), and 
completely unacceptable for long term survival (table 1). As expected the accuracy for 
30days prediction is almost independent of the length of post-operative observation 
period (greatly affected on patient’s preoperative status), while it deteriorates with 
shorter periods for medium term survival. What possibly was not expected is that 
predictions of 1 year survival do not improve with more data on the details of the 
operation and the results of pathology examination: it is not confirmed in the results 
presented in table 5, although it could have been expected taking feature selection 
parameters for OPR and HPT stages (table 1) into consideration.  

On the other hand, the results in Table 2 confirm better effectiveness of automatic 
imputation (MVI) for medium term predictions (1 Year), but not for short (30 days) or 
long term predictions. However, for long term predictions, the results are far from 
being acceptable. It should be noted that the number of missing values in the data set 
used for this study was relatively low; we may expect more distinct results for other 
data sets used in previous studies (operations from 2000–2006), in which the extent of 
missing values is much higher. We may also conclude that Decision Trees (especially 
CART) have done badly comparing to Support Vector Machines and particularly to 
Neural Networks, independently of data sets (GR1-GR3) or predictor sets (PRE, OPR, 
HPT stages). 

The study confirmed previous opinion of the authors [10] that actual progress in 
improving prediction accuracy in thoracic surgery decision making, in addition to 
research on formal modelling approaches, requires first of all – proper, representative, 
clinical databases of acceptable quality. The authors continue pre-processing work on 
other available WTSC data bases, as well as theoretical work on specific modelling 
approaches, which could enable improvements in survival prediction (ensemble 
modelling, approaches for censored survival data). 
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IDENTITY VERIFICATION  
BASED ON MOUSE MOVEMENTS 

This work presents the idea of a biometric security system based on the way of using a mouse. 
The mouse actions parameters are examples of behavioral features, which are not stable at time in con-
trast to physiological characteristics. Though their advantage is the possibility of applying without using 
any special hardware and without interrupting users. A set of features, which may be extracted from data 
coming from a mouse, has been described. Training data from thirteen users has been collected and clas-
sifiers have been trained and tested using two machine learning methodologies: support vector machines 
and decision trees. The results show, that it is possible to authenticate users on the basis of their mouse 
movements, but it is not as reliable as other known biometric methods. However it may be treated as an 
additional protection or it may be combined with other methods to improve accuracy. 

1. INTRODUCTION 

Nowadays more and more computer systems are protected using methods based on 
biometric techniques, which analyze one of two types of human characteristics to ver-
ify one’s identity. These are either physiological (face, palm, fingerprint, iris, vein 
topography) or behavioral (voice, handwritten signatures, keystroke dynamics, mouse 
movements) features. Physiological features are much more common, because of their 
stability along time. There are a lot of successful applications based on these parame-
ters, for example notebooks protected by fingerprint scanning. The difficulty with 
behavioral features is that the samples of one user may vary strongly every time they 
are recorded. One's way of using a mouse depends not only on the time when it is 
recorded, but also on the type of hardware used and program operated with a mouse. 
Generating a profile of a user in such situation becomes really challenging. The advan-
 __________  
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tage of these characteristics is that these are very natural types of biometrics which do 
not require any special hardware. Moreover, they are not as intrusive as some other 
methods. It is possible to collect the necessary data during the normal computer usage, 
so a user does not have to spend time on any additional actions. 

The amount of research focused on analyzing mouse movements in order to iden-
tify users is not as high as those on other biometric characteristics, even behavioural 
ones, like for example keystroke dynamics. However there are some studies reporting 
promising results [1, 4, 6, 7, 8]. They differ in the way of extracting features, which in 
general reflect the type, speed and direction of different mouse actions. To build a 
classifier able to distinguish between an authorised user and an impostor, they apply 
various learning methods, i.e. decision trees [7], k nearest neighbours [4, 8], support 
vector machines [4], neural networks [6]. Moreover some of the presented experiments 
are performed only in selected applications, for example Windows Explorer [7] or 
selected games [4]; some create special baseline programs to collect and test the meth-
ods [4, 8]; whereas the others do not make any limitations in this matter. Due to this 
variety of experimental environment, it is impossible to compare the efficiency of all 
the mentioned methods.      

This work presents a study on user authentication via mouse movements performed 
in Windows environment without any limitations on the operated software. The fea-
ture extraction stage is based on a slightly modified idea reported in [1], which is de-
scribed in section 2. Then two machine learning approaches, used to authenticate us-
ers, are described. Finally the experimental results, and some conclusions on further 
improvement of the system are presented. 

2. EXTRACTING FEATURES 

A mouse generates two types of data when it is used, the parameters of the move-
ments and data coming from the buttons. When a mouse is moved, then its position is 
registered every t ms, so a move is defined as a path of points with the times of reach-
ing them, as it is shown on Fig. 1. Moreover all the click times are saved. The raw data 
is analyzed and features are extracted [1] as it is described in the next sections. 

 
Fig. 1. The points of a mouse move 
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2.1. ACTION TYPES 

Three types of mouse actions may be distinguished: mouse move, point and click, 
drag and drop. The frequency of these actions, which obviously depends on the appli-
cation used, is measured. Experiments show that the percentage of mouse move and 
point and click actions do not vary much between one user’s sessions, so these two 
parameters have been selected for the feature vectors. 

2.2. CLICKING 

Clicking a button generates a few parameters. In the case of a click it is the time 
between pressing and depressing a button, no matter if it is left or right button. In the 
case of the left button double clicks may also occur. In this case the times registered 
are: the time between the first pressing and the first depressing of the button, the time 
between the first and the second depressing of the button.  

Moreover it is also possible to register the percentage of different clicks in a given 
period of time. These parameters strongly depend on the software used, for example 
the number of clicks while writing or reading a document may be really low, whereas 
the same parameter may reach maximum values while using a graphical tool. However 
it is also worth noting this to observe possible correlations with others parameters. 

2.3. REACTION TIME 

  A specific parameter strongly dependant on a user is the interval between the end 
of a move and pressing a button, called reaction time. An opportunity to register this 
characteristic occurs quite often, for example when one moves a mouse to click the 
Windows OK button, to start drawing a line, to select an option from a menu, to place 
a cursor etc. Moves usually end up with an activity indicated by clicks.   

2.4. MOVING A MOUSE 

Moving a mouse generates much information on the way of using this device. If 
the path of a move consists of n points, then its length is obviously calculated in the 
following way:  
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where d(Pi,Pi+1) is the Euclidean distance between the two points Pi and Pi+1. 
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After analyzing the data three ranges of the path length have been selected: [25px–
100px], (100px–200px], (200px–400px]. The percentage of moves of these lengths 
would be the next three features. 

Moreover the distance between the first and the last point of a path may be calcu-
lated. This parameter, called direct distance, may differ from the path length, as it is 
shown on Fig. 2.  

 
Fig. 2. The path length and the direct distance parameters 

The most interesting is to compare the two parameters already mentioned. This 
comparison may give us some information on users preferences. Some users usually 
move a mouse along straight lines, which means that the path lengths and the direct 
distances are almost equal. Whereas the others are used to change the direction dur-
ing a single move. A quotient parameter has been defined to illustrate this prefe-
rence: 
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Three ranges of quotient values have been regarded as worth analyzing. These 
are: [1.0-1.1), [1.1-1.2), [1.2-1.5] and they correspond to straight paths, slighty 
curved and curved. The percentage of the moves for the three ranges of quotient 
have been added as features.  

The next parameter, which might be recorded for further analysis, is the direction 
of a move defined as an angle between the line connecting the starting and ending 
points and a horizontal line. This parameter has been discretized to 12 values and 
the percentage of the moves for those 12 directions have been added to the feature 
vector. 

It has been observed that users, while moving a mouse toward a given point, 
move away from the shortest route in different ways. Some of the paths keep on one 
side of the line, some of them cross the line once, and the others cross the line a few 
times. It has been shown in Fig. 3. 
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Fig. 3. An example of a path placed on the left and right side of the direct line 

To measure this  tendency, a skewness parameter has been defined. It compares the 
total length of a path to the length o its part placed on one side of a straight line con-
necting the starting and the ending points and is calculated as follows: 

 
l
ls L=  (4) 

where lL is the length of the path on the left side of the direct line. The feature vector 
contains 12 values reflecting the correlation between the skewness and the direction. 
These are the average skewness values calculated for the 12 direction ranges men-
tioned before. 

Another characteristic parameter worth noting is the average velocity of a move 
calculated as follows: 

 
t
lv =  (3) 

where t is the time of moving along a path of length l. The velocity itself has not been 
regarded as a feature, but some features reflecting its correlation with other parameters 
have been proposed. These are: the average velocity for paths of different lengths cal-
culated for 9 ranges of path lengths, the average velocity of moves of different direc-
tions calculated for the 12 possible direction ranges, the average velocity for the 
mouse moves and finally for the point and click actions. 

2.5. CREATING FEATURE VECTORS 

Different approaches have been proposed to transform the measurements into fea-
ture vectors. In [7] every user was treated individually and for each of them an extrac-
tion window consisting of 1500–2500 mouse events was selected during experiments. 
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The parameters measured in such a window were averaged. In [1] all users were 
treated equally and the window for all of them contained 2000 events. 

In this work the time of collecting data was chosen as an extraction window. The 
experiments have been performed for different values of this time. The final results 
strongly depend on this parameter, which has been mentioned in Section 4. All the 
parameters described in the previous subsections are measured and their values are 
averaged over the extraction window. 

3. TRAINING  

 Two learning methods have been selected and tested to authenticate users on the 
basis of their mouse movements: decision trees and support vector machines. In these 
experiments OpenCV library has been used to implement both methods. 

3.1. DECISION TREES 

Decision tree is a popular way of representing knowledge. Its popularity arises 
from the fact, that this representation is really comprehensive, which is important in 
many applications. They give good results in many classification tasks. Moreover 
decision trees are very effective from the point of view of space and time complexity. 
It is also very important that it is possible to use this method in the case of different 
feature types. The feature vectors may contain both numerical and symbolic parame-
ters. The disadvantage of a tree is that it is difficult to compromise between its accura-
cy and complexity. 

Most tree construction algorithms are top-down methods which create the nodes of 
a tree starting from the root node. The whole set of training examples is placed in the 
root. Then the data are split into subsets and directed to child nodes. The same proce-
dure is repeated for the successive nodes until a stopping criterion is met. Splitting the 
nodes and stopping the construction are the essential stages which influence the size of 
the final tree and its accuracy. There are a lot o splitting criteria used to divide a set 
into subsets [5]. These criteria measure how good a feature is in splitting the data. The 
most popular ones are based on entropy (information measure), probability distribu-
tions (chi-square) or impurity estimation (Gini index). In general a good split is when 
it makes the classification in the child nodes easier than in the parent node. The best 
feature is selected and used to build a decision rule in the tree node. The number of 
descendant nodes is equal to the number of different values of the selected feature. In 
the case of continuous attributes they have to be discretized first. 

The splitting is repeated until the nodes contain the examples of only one class or 
further splitting is impossible. A leaf is assigned the majority class label. 
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The problem is that such trees may not have good generalisation property. It means 
that a tree may perfectly classify the training data but show high error rate for unseen 
examples. This is called overfitting. To avoid such situation a tree should be pruned. 
There are various pruning algorithms [3], for example reduced error pruning, mini-
mum error pruning, pessimistic error pruning, cost-complexity pruning. Most of them 
analyze node after node and estimate the error rate in the branch starting from that 
node with the error in a leaf replacing that branch. If the error rate in the whole branch 
is higher than in a leaf, then the branch is removed and replaced by a leaf. 

To classify an object using a decision tree one has to put the object in the root node 
and then direct it to one of the descendants according to the results of the test per-
formed in the node. It should be repeated until the object reaches a leaf node, where it 
is classified to one of the classes.      

3.2. SUPPORT VECTOR MACHINES 

The idea of support vector machines is to find the greatest possible margin between 
the examples of two classes. In the case of a linearly separable problems the margin is 
defined by two hyperplanes. It turns out that the position of the hyperplanes usually 
depends on a low number of training examples, called support vectors [2]. To find the 
optimal hyperplane dividing the classes it is necessary to solve the following quadratic 
programming problem: 
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where  xi are the training examples, di = 1 if xi belongs to class c1 and di = –1 if xi be-
longs to class c2, m is the number of training examples. Moreover the following limita-
tions on the sought αi parameters have to be fulfilled: 
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Only some of the αi values are not equal to zero. These are the αi values corres-
ponding to the support vectors, which in turn are taken into account in the final deci-
sion rule: 
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where n is the number of support vectors. 
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When the two classes are not linearly separable, then the common approach is to 
transform the data into a new space defined by a kernel function. The problem in the 
new space with higher number of dimensions may become linearly separable. The 
results depend on the type of kernel function. A popular one, also used in our experi-
ments, is the radial function. 

4. EXPERIMENTAL RESULTS 

To collect the training data a special application was created. Thirteen people in-
stalled it on their computers. Two of them used touchpad only. One person took two 
sets of data separately, once using only a mouse and once using both a mouse and  
a touchpad. The application was transparent for the users. They were supposed to use 
their computers in the way they always did. They could use any application they 
wanted. In the case of each user the data was collected during 512 intervals of 15 mi-
nutes. It took them from 10 to 33 days depending on the time they spent using com-
puter. 

As it has been mentioned before, it is possible to collect data for different periods 
of time to create a single feature vector. The experiments were performed for a few 
time values: 30 seconds, 1 min., 3 min., 5 min., 60 min. It means that the same testing 
procedure was repeated for five data sets. 

The mouse movement analysis may be used to solve one of three tasks. It may be 
applied either to classify, authenticate or to identify users. Classification means decid-
ing which of the known users is currently using a mouse. In the case of authentication 
a user using a mouse claims to be the U user and the system is supposed to verify 
whether it is true or not. The last and the most complicated task is the identification. In 
this case new mouse movement data appears and the system has to decide if the mouse 
is used by one of the known users (giving his identity as in the case of the classifica-
tion), or someone unknown.  

The problem to solve in these experiments was user authentication. The solution 
was found by defining this problem as two-class case. If a user claims to be the U user, 
then a classifier trained to discriminate between user U and all other users has to be 
used. 

For the two investigated methods (support vector machines and decision trees) the 
number of classifiers which had to be trained was equal to the number of users. In 
each of those cases both the false acceptance rate (FAR) and false rejection rate (FRR) 
were estimated. In the case of decision trees the classifiers were tested in a 10-fold 
cross validation procedure. Classifiers based on support vector machines required 
much more time to be trained, so in this case the data was randomly split into the 
training (90%) and testing set (10%) preserving the proportion of examples of the two 
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classes as in the original set. The results obtained for both methods and for different 
times of collecting the training data are presented in Table 1 and Table 2. 

Table 1. Results obtained using classifiers based on support vector machines 

 30 seconds 1 min. 3 min. 5 min. 60 min. 
FAR [%] 15.73 13.83 10.44 10.02 4.87 
FRR [%] 20.67 17.21 14.79 12.99 15.90 

Table 2. Results obtained using classifiers based on decision trees 

 30 seconds 1 min. 3 min. 5 min. 60 min. 
FAR [%] 3.73 3.63 3.09 2.87 1.24 
FRR [%] 51.39 47.75 39.97 35.32 20.79 

 
The results presented in the tables show a great influence of the data collecting 

time. The more information we gather to construct a feature vector, the better it is. 
This is due to the fact that if a user is moving a mouse for a long time, his movements 
become less accidental and therefore the feature values are more stable along time. 
Unfortunately in some applications it is essential to detect an intruder as quick as poss-
ible, so it would be important not to spend so much time on gathering the data. In such 
cases the creation of a feature vector should terminate after noting prespecified num-
ber of mouse actions, no matter how long it took. 

The method based on decision trees shows really low values of FAR, but the re-
spective FRR values are high comparing to the method based on support vector ma-
chines. In case of SVM the error rates are more balanced, however the choice of the 
method usually depends on an application. In some systems it is so important not to 
accept an intruder that one may even allow higher values of FRR. 

As it has been mentioned before, a few users used touchpad. One of them used 
both a mouse and a touchpad. The data collected for different devices have different 
characteristic, for example different mean values or standard deviations. One user’s 
mouse movements are completely different from the same person’s touchpad move-
ments. It means that to create a reliable security system a combination of both devices 
should be taken into account.  

5. SUMMARY 

The work presented a set of features which might be extracted from one’s mouse 
movements [1]. Then two common machine learning methods have been described. 
These methods were applied to authenticate users on the basis of their mouse move-
ments characteristics. The results of the experiments show that this biometric method 
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is less reliable than other known methods based on physiological features, like for 
example fingerprint. However it might be treated as an additional protection method. 
The advantage of it is that it might be used without interrupting users. Mouse move-
ments might be analyzed and in the case of rejection a user might be asked to proof his 
identity in another way, for example by showing his face. Another problem is that the 
classifiers used to authenticate users should be updated from time to time after gather-
ing more data. If the time complexity of the training method is high, as it was in the 
case of support vector machines, then this may appear infeasible.  

To improve the accuracy of the system, some investigations still may be done. First 
of all feature selection method may be applied to get rid of the parameters which do 
not have good discriminative properties. It would reduce the dimension and thus the 
time of training and applying the decision rule. Moreover other learning algorithms 
should be tested, especially those designed to detect outliers. Finally a system combin-
ing a few decision rules, constructed on the basis of biometric features of different 
types, might be created to improve the quality of the decision rules used separately.   
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DEVELOPMENT OF WEARABLE SENSOR-BASED 
SYSTEM FOR SUPPORT ATHLETES TRAINING 

In the work system for support athletes training is considered. Architecture of proposed system 
and suitable application is presented in details. Comprehensive analysis of functional and non-
functional properties of system is given. Implementation details and results of experimentation are 
discussed as well. 

1. INTRODUCTION 

Wireless sensor networks are extremely useful tools which are successfully applied 
in many areas such as industry, healthcare, sport, emergency management and enter-
tainment. Pervasive computing, wearable sensors, artificial intelligence techniques in 
conjunctions with wireless networks have built interdisciplinary research with open 
questions, challenges and potential to solve everyday life problems.  

According to WHO (World Health Organisation) chronic disease such as diabetes, 
cardiovascular diseases are the leading cause of death worldwide. In 2004 an esti-
mated 3.4 million of people died from consequences of high blood sugar. Cardiovas-
cular disease was cause of death for 17.1 million people in 2004. It was 29% of all 
global deaths [20]. Risk factor for diabetes (Type II) and cardiovascular disease are 
e.g. unhealthy diet and low level of physical activity. It means that healthy lifestyle 
and diet can prevent diabetes and cardiovascular disease. Hence the need delivering 
easy-to-use and safe system to support management and monitoring of healthy life-
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style. Main functionalities such systems are recording, transmitting, data processing 
and support decision making. Advances in wireless technologies allow sensing 
physiological signals in real time. They are helpful to build sensor platforms called 
BAN (Body Area Network) and PAN (Personal Area Network). Usually such platform 
are composed of devices with Bluetooth and ZigBee interfaces. They help to design 
sensing platforms that are comfortable to use and not bothersome. It is characteristic 
the crucial non-functional features for healthcare systems.  

On the market few different commercial equipments to wireless sensing are pro-
duced e.g. by Zephyr Technology and Shimmer Research manufactures. The  first one 
is a developed construction produced with Bluetooth interface and has ability to sense 
following physiological signals: heart rate, breath rate, temperature, ECG and other 
such as acceleration. The second product is open and is still elaborating by many re-
searchers teams and engineers. Technical documents offered by Shimmer Research 
manufacturer can be used to design various sensing systems. Configuration of the 
platform and applied sensors depends on application. It means that, for example, plat-
form for athletes and its configuration can be different from the platform for monitor-
ing old and impaired people.  

Wireless platforms to record and transmit data can be put together with system to 
data processing and supporting decision making. It allows to give facilities results of 
diagnosis, monitoring and decision making in ubiquitous computing environment. It 
makes healthcare services available for all. Moreover it leads to reduce cost of medical 
care.   

There are many different papers and reports describe solutions where wireless 
networking and data processing are connected together. General, we can distinguish 
two main groups of elaborated projects i.e. healthcare and wellness. Researches in 
Harvard University developing health care system for motion analysis of patients be-
ing treated for neuromuscular disorder [13]. To this group of application we can in-
clude system for monitoring elderly [12] and long-tern ambulatory health monitoring 
such as LiveNet [9]. 

Wellness and sport area is investigated as well. In [11] a system to optimization 
fitness training are described. Several research teams elaborating systems to remote 
monitoring athletes while exercising [2, 6, 7, 16]. In these works considered different 
problems of supporting training planning and monitoring but they have common de-
nominator which is wireless sensing and data processing joined together.  

2. SYSTEM FOR SUPPORT ATHLETE’S TRAINING 

In this section System for Support Athlete’s Training (SSAT) is presented. This 
system is composed of two applications i.e.: to acquire data from heart rate, speed and 
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distance monitor and, the second one, to manage athlete’s training. First of them is 
designed as mobile application to be used with mobile phones. It allows to display in 
real time: (a) measurements transferred from mobile monitor and (b) real time calcula-
tion of values such as burned calories and (c) energy expenditure during training. The 
second application is used to managed training process. The main functionalities of the 
second one are ability to: 

a) fix aim of the training i.e. gaining, losing or maintaining body weight; 
b) define maximal level of heart rate during physical activity; 
c) support cardiovascular fitness test at physical effort; the results of this test is 

maximal oxygen uptake (VO2max); 
d) calculate training zones taking into consideration aim of the training, maximum 

heart rate, cardiovascular fitness, personal data; 
e) measure body weight and calculate body fat, body water and daily caloric in-

take. 
 

2.1. SSAT REQUIREMENTS SPECIFICATION 

Section presents system requirements specifications refer to the capabilities of final 
system. Presented specification is a results of analysis user needs i.e. athlete and 
trainer and comply with technical limitations. We divide it on functional and non-
functional requirements both for desktop and mobile application.  

Functional requirements for desktop application 
− Application must get data from body composition analyser; 
− User should select appropriate test which estimates maximal volume oxygen up-

take; 
− User must choose desirable activity level; 
− User must choose training goals; 
− User must choose training time in specified day (i.e. 30 min., 45 min. or 60 

min.); 
− User could refer to the exercises while correspond to a specific metabolic 

equivalent values (MET); 
− User could generate charts for the last 30 measurements; 
− User could generate chart from present training week. It helps to evaluate num-

ber of burnt calories; 
− User could fix number of calories to be burnt each day; 
− User could save and get data to/from database. 
Functional requirements for mobile application 
− User must enter personal data; 
− System must be connected to a heart rate monitor; 
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− User could observe the condition of his/her heart rate, training time and burnt 
calories. 

Non-functional requirements for desktop application 
− User must pair the body composition analyser with computer; 
− User must installed Matlab application. 
Non-functional requirements for mobile application 
− User should use the desktop application for training support; 
− User must wear heart rate monitor; 
− User must enable Bluetooth interface in mobile phone; 
− System must be comfortable to use and not bothersome. 

 

 
Fig. 1. SSAT architecture 

2.2. SSAT SYSTEM ARCHITECTURE 

In Fig. 1 architecture of SSAT is presented. The system is composed of SSAT 
server for main desktop application which is connected with data base and wireless 
measurement devices such as body composition scale and heart rate monitor. Physio-
logical (i.e. heart rate, body weight) and kinematical signals (i.e. speed) are transferred 
through Bluetooth to desktop application. Then they are processed and giving facili-
ties both athlete and trainer. 

2.3. SSAT APPLICATION ARCHITECTURE 

This section presents architecture of desktop and mobile applications. Mobile ap-
plication is designed for athletes and, on the other hand, desktop application can be 
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used both athletes and trainers. In Fig. 2 main modules of the applications are pre-
sented. On the left main modules of desktop application are given. At a coarse level of 
granularity acquisition, processing and presentation block can be distinguished. Ac-
quisition block is designed to collect data from wireless body composition scale. Be-
fore processing transferred measurements additional data related to results of fitness 
test (i.e. VO2max value) and calories to be burnt must be entered. In the second block 
following modules are implemented to determine: 

a)  maximal heart rate during physical activity; 
b)  training zones; 
c)  calories to be burnt. 
As it can be seen in Fig. 2 input block of desktop application has three modules. 

The first one is body composition data to get data from body composition scale.  
Next is VO2max test module. In order to determine training zones athlete’s fitness lev-
el is required. One of the most popular method based on measuring volume of oxygen 
can be consumed by athletes while exercising.  There are many different methods to 
estimate VO2max value. They are suited for athletes in different age, sex and level of 
fitness. In SSAT many of them are described and short instruction for each test is at-
tached [1, 4, 14].  

Next block which is the element of desktop application is data processing block. 
The first element is module called maximal heart rate during physical activity 
module. The easiest and one of the best known method to determine maximal heart 
rate is the following formula: 

 age220HR max −=  (1) 

As it was proven this formula is proper only for male. For female obtained results 
for maximal heart rate determination are overestimated. To this end in [5] modified 
relationship for female is proposed: 

 ( )age880206HR max ⋅−= .  (2) 

where age stands for athlete’s age in years. 
Another component of this block is module to determine calories to be burnt. 

Calculations are based on fitness goals (i.e. gaining or maintaining body weight) calo-
ries requirements and of nutrition habit of athlete.  

Human energy requirements for males and female are different. For example male 
between 20 and 60 must intake approximately 2500 kcal per day but female only 
2000. It is possible to determine energy requirements both for males and females tak-
ing into account physical activity level: 
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 ( )( ) albm621370TDEE ⋅⋅+= .  (3) 

where bm stands for body mass without fat, al means activity level: sedentary (al = 
1.2), light (al = 1.375), moderate (al = 1.55), high (al = 1.725) and very high (al = 1.9) 
[19]. 

In order to elicit a loss of weight between 0.5 to 0.9 kg per week approximately 
from 500 to 1000 kcal must be burnt each day [8]. Calories to be burnt are determine 
as difference between TDEE and 500 or 1000 kcal (it depends on training goals). It 
must be stress that intakes more or less calories in comparison to TDEE is taking into 
account in SSAT application. 

The last component is training zones determination. Training zones are calcu-
lated based on determined VO2max value, age and weight of athlete and calories to be 
burnt.  There are five training zones which allow us to obtain different results [18].  In 
order to determine proper training zone based on given data algorithm based on classi-
fication techniques are presented. Let us group VO2max value, age and weight of athlete 
and calories to be burnt in following feature vector: 

 ( ) ( ) ( ) ( )[ ]Txxxxx 4321= ,  (4) 

where ( )
max2

1 VO−x , ( ) age2 −x , ( ) calories3 −x , ( ) weight4 −x . 

Now, we can define set of classes to be classified. Because the task is to find prop-
er training zones based on element of feature vector (4) proposed set of classes has 
five classes connected with five training zones i.e.: 

 { }5,...,2,1=J .  (5) 

In order to solve defined problem we have to proposed classification algorithm 
such as: 

 ( )Sxj ,Ψ= ,  (6) 

where J∈j and S is training set: 

 ( ) ( ) ( ){ }NN jxjxjxS ,,...,,,, 2211= ,  (7) 

where N is length of training set. To solve defined problem in SSAT k-NN method is 
applied. 
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Fig. 2. SSAT application architecture: (a) desktop application, (b) mobile application 

The last block is design to present results of data processing. To this end modules 
to recommend training zones, calories to be burnt and maximal heart rate is imple-
mented. 

On the right side of Fig. 2 architecture of mobile application is presented. Acquisi-
tion module is used to record data form heart rate, distance and speed monitor. Addi-
tionally personal athletes data and determined training zones must be given. Based on 
this data modules in processing block are used to determine: 

a) average value of heart rate; 
b) burnt calories during physical activities. 
Average value of heart rate module determine mean value of heart rate in each 

minute. While burnt calories during physical activities module is designed to de-
termine burnt calories while exercising. To this end following equations are applied: 

( )
18.4

HR63.0max2vo4.0weight39.0age27.038.3639.59kcal ⋅+⋅+⋅+⋅+−+−
= (8) 

and 

 
( )

18.4
HR45.0max2vo38.0weight1.0age27.039.59kcal ⋅+⋅+⋅+⋅+−

=  (9) 

where kcal stands for kilogram calories, age is athletes age in years, weight in [kg], 
vo2max is maximal oxygen uptake and HR stands for average heart rate from proper 
training zones. 



A. Siedlarczyk, K. Brzostowski 206

The last block is presentation module designed to display burnt calories while ex-
ercising, duration of training and traveled distance are implemented. All of them are 
very useful for athletes during physical activities. 

3. TESTS AND EXPERIMENTS 

SSAT system has been implemented and run in laboratory environment. In this 
section detailed presentation of SSAT is given and results of experiments are consi-
dered. Test platform are built by use of Zephyr HxM as heart rate, speed and distance 
monitor and Tanita BC-590 BT as body composition scale. Both application i.e. desk-
top and mobile are implemented in Java language. In Fig. 3 main window of desktop 
application is presented. 

 

 
Fig. 3. SSAT: main window 

This part of application allows to enter personal data from database and to get data 
from body composition scale. To determine training zones results of fitness level test 
(i.e. value of VO2max) and aim of the training (i.e. gaining, losing or maintaining 
weight to be selected) must be added to this form. Next step in exercise routine plan-
ning is connected with determination of training zones. In this step set of following 
action can be done: 
− User can fix number of calories to be consumed at 7 days duration;  
− User can choose training time: 30 min., 45 min., 60 min. 

Next element of SSAT application is related to computation of training zones rest-
ing on data given by user. It helps to establish number of calories to be burnt in order 
to achieve training goals. Moreover, application recommend number of metabolic 
equivalences (MET) related to determined values of calories to be burnt. It is useful 
property and can be utilize in order to plan fitness training.  
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Fig. 4. SSAT: results presentation 

The last element of desktop application refers to verification of training results. 
User can update information on burnt calories based on calculation obtains from mo-
bile application. For comparison purpose it is possible to display on the same chart 
real and predicted values of burn calories. Moreover, as it is shown in Fig. 4 user can 
display measured values body weight, muscle mass, body fat and body water of the 
last 30 measurements. 

4. FINAL REMARKS 

In the work wearable sensor-based system for support athletes training is presented. 
Proposed solution based on wearable wireless sensors to record physiological and 
kinematic data. Transmitting sensed data is made through Bluetooth interface.  The 
second application of the system is called desktop application and it is designed to 
manage training process. It helps to plan intensity and volume of the training.  

Authors design and discussed architecture of the system and application in details. 
For application comprehensive analysis of functional and non-functional properties 
are given. Methods of data processing in desktop application are presented. Results of 
experimentation and system testing are given. 

Further works for presented system will be focused upon algorithms for support 
exercising routine and athlete monitoring while physical activities. It supplies system 
with additional feedback information which helps to design personalized and user 
oriented system.  
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SOLVING MINMAX DISCRETE OPTIMIZATION 
PROBLEMS WITH IMPRECISE COSTS 

In practical applications of operations research, we are often faced with the problem of uncertain 
data. This uncertainty is a basic structural feature of the technological and business environment and 
it must be considered as a part of the decision making process. In this work some basic discrete opti-
mization problems such as the shortest path, minimum spanning tree and minimum assignment are 
discussed. The uncertainty is modeled by specifying a finite scenario set and the minmax criterion is 
adopted to choose a solution. All the considered problems are known to be NP-hard. The aim of this 
work is to test the efficiency of the mixed integer programming formulation for these problems. 
Namely, what amount of time is required to solve the problems when their size changes, the number 
of scenarios increases or the structure of the input graph changes. Two popular solvers, namely glpk 
and cplex are used for the tests. 

1. INTRODUCTION 

Decision making under uncertainty is an important area of management science. If 
one tries to describe a particular situation in an organization, some data often appear to 
be not precisely known. This uncertainty is a basic feature of the nature, so we should 
accept it and make it part of decision making process [5].  

One of the most popular approaches to modeling the uncertainty is a scenario re-
presentation of uncertain data [5]. Each particular realization of the problem parame-
ters is called a scenario. The probability of occurrence of a scenario is only known to 
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be positive but its exact value may be unknown. Under uncertainty, the number of 
scenarios is greater than one and there is a set Γ of all the scenarios, called a scenario 
set. There are two methods of describing the scenario set. In the interval case, each 
parameter can take any value between an upper and a lower bound and Γ is the Carte-
sian product of all these intervals. In the discrete scenario case, the set Γ = {S1, S2, …, 
SK} is defined by explicitly listing all the possible scenarios. In this work only the 
second uncertainty representation is considered.   

In many applications we have to solve a discrete optimization problem (see, 
e.g.,[2]). In this class of problems we are given a finite set F of feasible solutions and 
we seek a solution X∈F which minimizes a cost f(X). In an uncertain situation, the 
solution cost depends on scenario S∈Γ and we denote it as f(X,S).  In the presence of 
more than one scenario, the minmax criterion for choosing a solution can be used [5]. 
Under this criterion we seek a solution which minimizes the maximum cost over all 
scenarios and the corresponding optimization problem is defined as follows: 

 ),(maxmin SXf
sFX Γ∈∈  (2) 

The problem (2)  is equivalent to the following mathematical programming problem: 
 
 Minimize     p,   
 Subject to    :Γ∈∀S   pSXf ≤),(       
                                        FX ∈  

 
Problem (2) belongs to the class of robust optimization problems (see, e.g.,[5]), 

where decision makers minimize the cost of a decision in the worst case. The robust 
approach is very popular and a description of the recent results in this area can be 
found in [1]. The aim of this work is to recall the formulation of the mixed integer 
programming (MIP) models for some basic discrete optimization problems and test the 
efficiency of these models by using two popular solvers glpk [8] and cplex [7]. We 
will discuss the models, where F is the set of all paths, spanning trees or assignments 
in a given graph. All the minmax problems considered in this work are NP-hard [5], so 
there is no hope to design exact and efficient algorithms for them. Therefore, the MIP 
formulation can be inefficient for large instances and the aim of this work is to check 
how large problems can be solved by using this formulation.  

This work is organized as follows. Section 2 recalls the formal models of shortest 
path, spanning tree, and assignment problems, with the minmax criterion. Next sec-
tions describe the background of research and contain the results of the tests. The last 
section contains the conclusions.  
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2. FORMAL MODELS 

2.1. MINIMUM ASSIGNMENT PROBLEM 

The assignment problem arises in many situations (see, e.g., [2,3]), when some 
pairs of elements such as machine-human represent a solution. The data of the assign-
ment problem consist of two equally sized sets M and N, |N|=|M|=n, and, in the de-
terministic case, a cost cij is associated with each pair (i, j) for i ∈ Μ, j ∈ Ν. We wish 
to pair, at the minimum possible cost, each object in N with exactly one object in M.  
Now we will use cijk to denote the cost of the pairing (i, j) under scenario Sk. The ma-
thematical model for the minmax assignment problem uses a decision binary variable 
xij which takes the value of 1 if object i is assigned to object j, and 0 otherwise. The 
model has the following form: 

 Minimize  p   

 Subject to  Γ∈∀ kS : pxc ij
Mi Nj

ijk ≤∑∑
∈ ∈

  

  Mi ∈∀ : ∑
∈

=
Nj

ijx 1  

 Nj ∈∀ : 1=∑
∈Mi

ijx   

 NjMi ∈∈∀ , : }1,0{∈ijx   

2.2. SHORTEST PATH PROBLEM 

Let G=(N,A) be a directed network defined by the set N of n nodes and the set A of 
m directed arcs with an associated cost (length) cij for each arc (i, j) ∈ Α. We wish to 
find a path of the minimum cost (length) from a source node s to a sink node t.  We 
will use cijk to denote the cost of the arc (i, j) under scenario Sk. The formal model for 
the shortest path problem with the minmax criterion is the following: 
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 Minimize  p,   

 Subject to  Γ∈∀ kS : pxc ij
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,  

                     ∑∑
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          :),( Aji ∈∀           }1,0{∈ijx  

2.3. MINIMUM SPANNING TREE PROBLEM 

A spanning tree of a given undirected graph G = (V, E) is an acyclic subgraph of G 
that contains all the vertices of G. It is important to notice that every spanning tree of n 
vertices has exactly n-1 arcs.  The cost of a spanning tree is the sum of the costs of all 
its arcs. In the deterministic case, the goal is to identify a spanning tree with the mini-
mum cost. We now use the model for the problem, which is based on the one proposed 
in [6].  Let A be the set of all arcs defined by ( ) EjiVVjiA ∈×∈= },{:,  and fij 

denote the flow on an the arc (i, j). Let cek by the cost of edge e ∈ Ε under scenario Sk. 
The minmax model for the considered problem is the following: 

 Minimize  p,   

 Subject to  Γ∈∀ kS :       pxc
Ee

eek ≤∑
∈

  

                      1
)1,(

1
),1(

1 −=− ∑∑
∈∈

nff
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j
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 }1{\Ni ∈∀ : 1
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  Eji ∈∀ },{ :   ijij xnf )1( −≤   

 Eji ∈∀ },{ :  ijji xnf )1( −≤   

                     1−=∑
∈
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Ee

e
  

  :Ee ∈∀    }1,0{∈ex  

  :),( Aji ∈∀    0≥ijf  

3. COMPUTATIONAL RESULTS 

In this section we present the results of some computational tests. All the tests were 
performed on the computer equipped with a Intel Core i5 M430 2,27 GHz processor 
with 4 GB RAM and a 64-bit operational system. The tests were performed by using 
the programming environment – IBM OPL IDE 6,3 with CPLEX 12.1 [7] and the 
open source LP/MILP IDE – Gusek based on the text editor – SciTE 1,76 and a GLPK 
solver [8]. The aim of the tests was to identify the parameters of the models which 
have the greatest influence on the efficiency of computations and determine the 
amount of time which is required to get an optimal solution.  

3.2. THE MINIMUM ASSIGNMENT PROBLEM 

We used the model from Section 2.1 to obtain the results which are presented in 
Table 1. If any computation lasted more than 20 minutes, then it was stopped. The 
number of scenarios varies from 2 to 10 and the value of n varies from 10 to 200. As 
we can see, the computational time increases with the number of assignments and the 
number of scenarios. The observed increase was, however greater for the number of 
scenarios. For larger problems, only the problems with a few scenarios can be solved 
efficiently. If one tries to compare the two solvers based on these tests, it is easy to 
notice that cplex is more efficient. 
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Table 1. The computational times in seconds for the assignment problem by using cplex (glpk).  
The empty place means that the computation time exceeded 20 minutes 

 The number of scenarios K 

n 2 3 4 5 6 7 8 9 10 

10 
0.0 

(0.0) 
0.0 

(0.2) 
0.0 

(0.6) 0.1 (1.3)
0.1 

(1.7) 
0.1  

(2.9) 
0.1 

 (6.9) 
0.1 

(15.0) 0.1 (17.7) 

20 
0.0 

(1.6) 
0.1 

(7.9) 
0.4 

(41.8) 
0.2 

(121.6) 
0.65 

 
2.0 

 
2.1 

 
8.1 

 
7.8 

 

30 
0.1 

(4.1) 
0.2. 

(11.6) 
0.2 

(60.8) 
0.8 

 
7.1 

 
18.4 

 
12.9 

 
90.3 

 
199.6 

 

40 
0.3 

(41.3) 
0.3 

(32.9) 
1.5 

 
3.8 

 
9.21 

 
62.1 

 
521.5 

 
537.2 

  

50 
0.3 

(44.8) 
0.4 

(118.1) 
1.6 

 
10.2 

 
53.8 

 
96.4 

    

60 
0.7 

(50.8) 
0.8 

 
3.5 

 
47.7 

 
134.8 

     

80 
1.1 

(275.8) 
0.9 

 
5.2 

 
26.8 

 
249.1 

     

100 
2.2 

(379.1) 
2.7 

 
27.0 

 
76.8 

      

120 4.2 4.7 45.2       

140 4.9 6.4 60.7       

160 10.1 14.2 106.7       

180 12.5 9.1        

200 12.6 13.8        

3.3. THE SHORTEST PATH PROBLEM 

In order to solve the model constructed in Section 2.2 we defined a class of layered 
graphs shown in Fig. 1. Each graph consists of a number of vertices n, a number of 
layers m and the probability of connection between two vertices p. We assume that the 
connections with the first/last layer from a source node and a sink node always exist. 
The number of vertices in the last layer is the sum of the number of vertices in each 
layer and the rest from division between the number of vertices and the number of 
|layers. 

In the first experiment we verified the question how does the size of the input data 
influence on the computational time. A network with 100 vertices and 10 layers was 
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Fig 1. A layered graph 

used to obtain the results, which are shown in Table 2. Three different values of the 
parameter p were chosen. As we can see the computational time increases with the 
number of scenarios. Although the number of vertices and layers remain the same, the 
number of connections has great impact on the computation times. The greatest com-
putational times were reported for p = 1. 

Table 2. The computational times in seconds for the  shortest path problem by using cplex (glpk) 

 
In the next experiment we explored 54 different graphs with the number of ver-

tices varying from 100 to 800. Each graph had a different number of layers m=2, 3, 
4, 5, 6, 10. The obtained results are presented in Table 3. According to final results, 
one can say that the number of layers had no impact on the computational times, 
which is interesting due to the fact that when this number increases the number of 
connections decreases.  

Source Sink 

The number layers m 

The number of vertices 
within one layer 

The rest from l/n 

p p

p 

p

 The number of scenarios K 

p 2 4 6 8 10 12 14 16 18 20 

1 
0.2 

(1.4) 
0.3 

(6.8) 
1.9 

(41.7) 
3.2 

(522.2) 
5.1 

(596.3) 
26.3 

 
27.9 

 
59.7 

 
70.4 

 
168.1 

 

0,5 
0.7 

(1.4) 
1.1 

(6.4) 
0.9 

(19.9) 
0.7 

(30.3) 
3.9 

(211.4) 
4.6 

 
4.8 

 
4.7 

 
6.5 

 
13.1 

 

0,2 
0.0 

(0.0) 
0.1 

(0.0) 
0.0 

(0.4) 
0.1 

(0.8) 
0.1 

(1.0) 
0.7 

 
0.2 

 
1.5 

 
0.8 

 
0.5 
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Table 3. The computational times in seconds for the shortest path problem by using cplex (glpk) 

 M 

n 2 3 4 5 6 10 

100 
2.3 

(7.5) 
0.2 

(18.6) 
0.3 

(0.3) 
0.3 

(8.3) 
2.5 

(5.0) 
0.2 

(3.0) 

200 
2.2 

(5.4) 
1.1 

(16.1) 
1.0 

(1.9) 
0.8 

(83.9) 
1.1 

(7.1) 
0.7 

(16.7) 

300 
6.0 

(34.5) 
2.8 

(70.0) 
2.9 

(101.7) 
2.1 

(144.3) 
2.0 

(46.1) 
1.2 

(249.1) 

400 
7.9 

(48.2) 
4.2 

(76.4) 
3.6 

(22.5) 
6.5 

(172.9) 
5.3 

(530.6) 
4.1 

(2255.7) 

500 9.9 7.3 7.3 11.3 10.0 7.5 

600 10.8 13.7 13.0 9.4 10.6 12.2 

700 11.2 16.8 26.6 26.8 18.0 13.1 

800 15.0 25.8 23.9 37.8 31.6 22.6 

3.3. THE MINIMUM SPANNING TREE PROBLEM 

In this section we investigate the model shown in Section 2.3. This model turned 
out to be more difficult to solve than the models for the problems discussed in the pre-
vious sections. Hence, we used only cplex solver, because the performance of glpk 
was poor. In the first experiment the network with 30 vertices and 3 layers was ex-
plored (see Fig. 1). The number of scenarios varies from 2 to 6. For each number of 
scenarios we generated and solved 10 instances of the problem. The obtained results 
are shown in Table 4. We present the minimum, maximum and average computational 
times in seconds. The problem seems to be complex due to the enormous deviations 
from the average in every single test. The average values show that the number of sce-
narios has great influence on the final computational time.  

Table 4. The computation times in seconds for a different number of scenarios.  
Min – minimum computation time, max - maximum computation time,  

avg – average time for 10 instances by using cplex 

  min Max Avg 

K 

2 0.2 3.6 1.0 

3 1.0 9.1 2.8 

4 1.5 211.4 26.0 

5 0.4 522.7 96.6 

6 5.2 442.7 130.0 
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A network with 2 layers and 2 scenarios was chosen to the next experiment. The 
number of vertices varies from 10 to 80. For each number of vertices we generated 
and solved 10 instances of the problem. If any computation lasted more than 20 mi-
nutes, then it was stopped. The obtained results are shown in Table 5. The average 
values show that the number of vertices has great impact on the final computational 
time.  

Table 5. The computation times in seconds for a different number of vertices.  
Min – minimum computation time, max - maximum computation time,  

avg – average time for 10 instances by using cplex 

  min max  avg 

N
um

be
r o

f v
er

tic
es

 10 0,07 0,63 0,28
20 0,25 0,97 0,52
30 0,39 1,35 0,96
40 1,01 5,08 2,99
50 1,38 86,13 30,78
60 120,07 >20min 353,27
70 16,05 >20min 388,59
80 746,27 >20min 1282,7

 

3.5. CONCLUSIONS 

In this work we have tested the minmax versions of some classical optimization 
problems such as the minimum assignment problem, minimum shortest path, mini-
mum spanning tree for the discrete scenario case. We performed the computational 
tests for a special class of layered graphs. The tests included the factors connected to 
the structure of generated graph. We used two different solvers, namely cplex and 
glpk, and compared them. In the discussed cases the presented approach leads to prob-
lems which are computationally complex. Having a particular problem, one can try to 
apply a mixed integer programming formulation to obtain a solution. If it is impossible 
to achieve in reasonable time, then some approximate algorithms (see, e.g.,[4]) can be 
applied.  
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Arkadiusz LEWICKI* 

USING INTELLIGENT DYNAMIC FILTER  
IN DIGITAL SIGNAL PROCESSING  

 A very important issue in various fields of engineering problem is recognition the actual state of 
the test object and the related dynamic processes. Recognition of this condition is based on informa-
tion collected and additional information. However, the accumulated information is burdened with 
some errors. Therefore, in this work is presented an attempt to build the neural filter, allowing the 
identification of a discrete signal, so that it can be assigned by the neural network to a class of sig-
nals. The problem of filtering of such signals is not new, but the methods that were used for this pur-
pose so far are mainly based on a simplified and thus quite distant from the reality of the mathemati-
cal theory of signals, while the proposed approach involves the use of neural networks, which have 
the ability to adapt and self-organization during the workout. The results of the evaluation of the so-
lution presented in this publication shows that these networks capable of very high accuracy and 
probability to identify noisy and distorted signal. 

1. INTRODUCTION 

The main important advantage of artificial neural network that differs from pro-
grams performing deterministic processing of information is their ability to general-
ize knowledge to new data that were previously unknown, and therefore they were 
not presented during learning. The advantages of this are mainly due to the ability 
of neural networks to approximate values of functions of several variables, in con-
trast to the interpolation possible to obtain the algorithmic processing. Thus, for 
example, expert systems generally require the assembly and the current access to all 
knowledge on issues about which they are to rule [1, 2, 3, 4]. Neural networks re-
quire only a one-time learning, but they exhibit a high tolerance to discontinuity, 

 __________  
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random disturbances or even gaps in the training set [4, 5, 6, 7]. This allows you to 
use them where they cannot solve the problem in any other, efficient manner Due to 
the specific properties of artificial neural networks, where information processing is 
incomplete or distorted, after its entry on the same signals only slightly distorted, 
the output should be set to similar values. This method of detection signals, which 
rely on assigning a signal to a certain category is called filtering and neural network, 
which meets this target – neural filter [8, 9, 10]. 

To be evaluated and the description of filters that are considered by the pre-
sented experiments should be done with respect to some discrete dynamical system. 
Such a system can be described by the following equations:  

 x(k+1) = f (x(k), u(k), k) + w(k), (1) 

 y(k+1) = h(x (k + 1), k + 1) + v(k + 1), (2) 

where: 
f(), h() – nonlinear vector functions, 
k – discrete time, 
x(k) – object state vector, 
y(k) – output vector object 

The solution to the equations of the system described above is a linear Kalman [11] 
filter, whose character can be represented by the following equations: 

 x(k+1 | k) = A(k) x  k | k) + B(k) u(k), (3)  

 P(k + 1 | k) = A(k) P(k | k) AT(k) + Q(k),  (4)  

 V(k + 1) = H(k + 1) P(k + 1 | k) HT(k + 1) + R(k + 1), (5)  

 K(k + 1) = P(k + 1 | k) HT(k + 1)V-1(k + 1), (6)  

 v(k + 1 ) = y(k + 1) – H(k + 1) x(k + 1 | k), (7)  

 x(k + 1 | k + 1) = x(k + 1 | k) + K(k + 1) v(k + 1), (8) 

 P(k + 1 | k + 1) = P(k + 1 | k) – K(k + 1) H(k + 1) P(k + 1 | k), (9) 

where: 
 x( i | j ) – value of x in the i-th time, determined based on data from the time of j-th, 
 P – filtering error covariance matrix, 
 K –strengthening matrix 
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Defined in this way the filter is an algorithm computing, the convergence, un-
derstood as the convergence estimate x (k | k) to the actual value is determined by 
accurate mathematical model of the test object and the knowledge of the characte-
ristics of the disturbances occurring in this model. Estimation of signals by the 
described filter is implemented through the appointment of successive approxima-
tions of the signal on the basis of previous states and previous and current input 
values. 

2. THE APPROACH 

Adopted a set of trains in the experiments conducted by the author consisted of six 
pairs of values, where each pair corresponds to a particular signal. For example, if we 
give input signal sampled sin(x), then the first network output was set to 1, while the 
remaining to 0. In the case of the network if the input signal is given sampled sine of 
2x, the second output of the network has been set at one. 

Neural networks are a relatively young field of science and therefore there is no 
mathematical relations, which can unambiguously determine the optimum network 
architecture. Therefore, the number of layers and the number of neurons in each layer 
was determined experimentally by trial and error. The model adopted had the follo-
wing parameters: 

- number of layers: 2 
- the number of neurons in each layer: 12, 6 
- number of epochs: 100 

To assess the quality of filtration of discrete signals (Fig. 2) using neural networks 
in Java author has created a practical application, whose main objective was the im-
plementation presented in the work linear neural filter. Panel application, which is 
responsible for creating neural networks and set all its parameters, is presented in Fig-
ure 1. It can be seen on all the text fields for the initialization parameters. In the 
process of designing an application uses both the right approach for the purposes of 
the basic model and functional model. So that the application has a very high degree 
of scalability. If the results are unsatisfactory filtration, we may at any time to return 
to the Network Wizard and verify its performance without changing the training set. 
All stages of development are available through the menu appearing on the left side of 
the window. In connection with the specific purpose of neural network implemented 
when creating the structure of neurons in the output class should be set on 6, because 
only that number of classes of signals are defined in the training set. This collection 
can be always modified. 
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Fig. 1. The panel implementation of the new neural network  

(double-layer networking with the number of epochs equal to 100 and learning rate 0.5) 

In the process of network learning parameters visible in Figure 1 was obtained 
characteristics of the error, which is shown in Figure 3. It shows that with the succes-
sive epochs of network training error, and thus the difference between the baseline and 
the expected decreases to a value close to zero. Network results obtained by such 
learning may be subjected to further testing and diagnosis. 

 

 
Fig. 2. Computer simulation of a linear filter 
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Fig. 3. Neural network learning process 

One of the key elements of the evaluation process is carried out in the process of 
diagnosis. It involves the administration of the network inputs and outputs of the 
same patterns that were used to her teaching. Obtain relevant results are the basis for 
further testing of the network. The network can not be allowed to continue to use 
(filter) if it does not work correctly with the pre-established vectors of the reference.  
In the case of the proposed approach, most of the experiments carried out correctly 
recognize a network of signals provided on input. It should be noted, however, that 
the selection of appropriate parameters, and construct an ideal, which is fully com-
plete set of patterns is extremely difficult to aim and requires no small experience 
and time-intensive. 

The process of testing the network, associated with the verification, if the network 
maintains its properties when administered on its entry into the incomplete or distorted 
is shown in Figure 4. 

Made by the author of this publication experimental analysis shows that filtration 
produces satisfactory results. Only when we superimpose the large signal distortion 
equal to about 1/3 the amplitude of the input signal is not recognized. The following 
are illustrations 5 and 6, which show how neural filter filters the distorted signals. The 
first of these represents an unsuccessful attempt to identify the signal sin (½x).  In this 
case, we should consider the selection of other, more relevant parameters, or com- 
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Fig. 4. Neural network diagnostics panel 

 
Fig. 5. Incorrectly recognized input signal sin (1/2 x) for noise level 0.5 
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pletely change the structure or size of the network's training set. The second figure 
illustrates a successful attempt to filter the (identification) signal sin(2x). We can see 
how distorted, sampled waveform is smoothed by a network. 

 

 

Fig. 6. Correctly identified the input signal cos (2x) for the noise level 0.5 

3. EXPERIMENTS 

  In order to determine the functional quality of the proposed neural filter was made 
a series of different experiences for different network parameters. All results are sum-
marized in three tables. Each table corresponds to the learning network with different 
learning algorithm to improve convergence. Tested neural network was constructed of 
two layers. The first one contains 12 neurons and one sixth. Number of output layer 
neurons is equal to the number of signals that the network has identified. In this expe-
riment assumed the number of learning epochs equal to 100 and noise level of the 
amplitude of input signals, which was set to 0.2. In the table “x” indicates that the 
signal was not recognized. Button “OK.” shows the correct identification of the same 
course. The following summary of the results are only a small part of the whole field 
of different combinations. Therefore, in future area of input sets will be expanded to 
perform a clear assessment of the functionality and performance of the filter presented 
independent of the type of data. 
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Table 1. Results of learning without momentum 

Speed 
learning Error sin(x) sin(2x) sin(½x) cos(x) cos(2x) cos(½x) 

0.001 4.684892 x x x x x x 
0.003 4.0485783 x x x x x x 
0.005 3.37754 x x x x x x 
0.007 2.9859042 x x x x x x 
0.009 2.5055244 x x x x x x 
0.01 2.3927903 x x x x x x 
0.03 1.5676018 x x x x x x 
0.05 1.634029 x x x x x x 
0.07 1.6036175 x x x x x x 
0.09 1.4303061 x x x x x x 
0.1 1.2519013 x x x x x x 
0.3 0.66513526 x OK x x OK x 
0.5 0.1955844 OK OK OK x OK x 
0.7 0.11131621 OK OK OK x OK x 
0.9 0.06272577 OK OK x x OK x 

 

Table 2. Network learning results from the momentum of RHW (Rumelhart, Hinton, Wiliams) 

Speed 
learning Error sin(x) sin(2x) sin(½x) cos(x) cos(2x) cos(½x) 

0.001 4.5155964 x x x x x x 
0.003 3.7249584 x x x x x x 
0.005 3.1264515 x x x x x x 
0.007 2.474944 x x x x x x 
0.009 2.2009308 x x x x x x 
0.01 2.093015 x x x x x x 
0.03 1.5740893 x x x x x x 
0.05 1.611268 x x x x x x 
0.07 1.4975618 x x x x x x 
0.09 1.0795106 x x x x x x 
0.1 1.2386699 x x x x x x 
0.3 0.37836367 OK OK OK x OK x 
0.5 0.13880399 OK OK OK x OK x 
0.7 0.0608855 OK OK x x OK x 
0.9 0.04913237 OK OK x x OK x 
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Table 3. Network learning results from the momentum of SR (Sejnowski, Rosenberg) 

Speed 
learning Error sin(x) sin(2x) sin(½x) cos(x) cos(2x) cos(½x) 

0.001 4.842132 x x x x x x 
0.003 3.75667 x x x x x x 
0.005 2.67768 x x x x x x 
0.007 1.70070 x x x x x x 
0.009 1.452459 x x x x x x 
0.01 0.98926 x x x x x x 
0.03 0.4723 x x x x x x 
0.05 0.114842 x x x x x x 
0.07 0.0785516 x x x x x x 
0.09 0.0466969 x x x x x x 
0.1 0.0262080 x x x x x x 
0.3 0.0166733 OK OK OK x OK x 
0.5 0.0157773 OK OK OK OK OK x 
0.7 0.0106855 OK OK X OK OK OK 
0.9 0.0099274 OK OK X x OK x 

4. CONCLUSION 

Data from different sources are often disrupted. Classical methods allow us to 
remove noise elimination of a random noise, but do not lead to the elimination of 
systematic distortions. Meanwhile, artificial neural network can learn, for example 
identify a number of reference objects. These patterns may be fragments of the se-
ries or images. If a variation of one of these patterns, disturbed by the noise will be 
given to enter the network, which has been properly taught, then this network will 
be able to recreate the original pattern, which has learned. Increasingly, therefore, 
the ability to use neural networks as data filters. This approach was also adopted in 
this work. 

After analyzing all the results obtained we can conclude that the error decreases 
fastest network learning algorithm using momentum SR. In each of the three cases 
studied, we can see that there is a learning rate value for which the neural network 
works best. Below and above this limit results that we expect are less common. Both 
for learning without improving the convergence of the algorithm as well as with 
algorithms and SR RHW best results were obtained for the speed of learning at the 
level of 0.5. 
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MULTILAYER PERCEPTRON REALIZED USING 
SYSTOLIC ARRAY APPROACH 

The chapter is a proposal related to partial parallel realisation of retrieving phase of Multilayer 
Perceptron algorithm. The method is based on pipelined systolic arrays – SIMD architecture. The 
discussion is realised based on operations which create the following steps of the algorithm. The effi-
ciency of proposed approach is discussed based on implementation quality criteria for systolic arrays. 
The results of discussion show that it is possible to create the architecture which provides massive 
parallelism and reprogrammability. 

1. INTRODUCTION 

The work is related to partial parallel realisation of retrieving phase of Multilayer 
Perceptron algorithm. The method proposed is based on pipelined systolic arrays. The 
described methodology can be used as the theoretical basis for hardware of software 
simulators of Multilayer Perceptron [2]. The discussion is based on the assumptions: 

– the outcome of algorithms realised true to proposed methodology is exactly the 
same like the outcome of classical Multilayer Perceptron algorithm, 

– three-layer Multilayer Perceptron is taking into account, the approach can be eas-
ily adopted to more sophisticated Multilayer Perceptron networks, 

– the systolic structure is realised using only digital elements, input and output data 
are represented in proper binary code, 

– the number of Multilayer Perceptron neurons is unrestricted, but the maximum 
number of elementary processors can be limited. 
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2. MULTILAYER PERCEPTRON ALGORITHM 
 – RETRIEVING PHASE 

The Multilayer Perceptron network is composed by sets of neurons which create the 
layers. The classical net includes three layers: input layer, hidden layer, output layer. 
Each layer consists of the proper number of neurons. The size of input layer equals to the 
size of input vector, the size of output layer is related to the code used for the output of 
the network description and finally the number of hidden layer neurons is estimated by 
different ways. For our discussion let assume that we have: N neurons in input layer, K 
neurons in hidden layer, L neurons in output layer. It means that we operate with  
N-elements size input vectors and L-elements size output vectors. It is possible – of 
course – to discuss more than single hidden layer, but it does not change the general idea 
of presented approach. here are no connections among the neurons from the same layer, 
but output signal from single neuron is transmitted as input signal to all neurons from the 
next layer. So the outputs from the input layer neurons are inputs from the hidden layer 
neurons and the outputs from the hidden layer neurons are the inputs for the output layer 
neurons. The only task related to the neurons from input layer is input vector compo-
nents transfer to neurons from hidden layer. This way there is no need to discuss their 
implementation – we have only to guarantee the input vector components transfer to all 
neurons from hidden layer. Neurons from hidden and output layers realise exactly the 
same operation, but using different data. For hidden layer neurons we can describe the 
following equation [2]: 

 )(
1

)1(∑
=

=
N

l
lili wxfu  (1) 

where: 
ui – output value calculated by single neuron from hidden layer – single compo-

nent of K-elements size vector generated by neurons from hidden layer, 
xl  – component of N-elements size input vector, 
wli

(1) – weight associated with connection from component of input vector xl and 
neuron from hidden layer indexed by i, 

f( ) – non-linear, usually sigmoid, neuron activation function. 
For output layer neurons we can describe the following equation: 

 )(
1

)2(∑
=

=
K

l
lili wufy  (2) 

where: 
yi – output value calculated by single neuron from output layer – single compo-

nent of L-elements size vector generated by neurons from output layer, 
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ul – component of K-elements size vector generated by neurons from hidden 
layer, 

wli
(2) – weight associated with connection from component of vector generated by 

neurons from hidden layer ul and neuron from output layer indexed by i, 
f( ) – non-linear, usually sigmoid, neuron activation function. 
As we can notice each neuron calculates the weighted sum which is an argument 

of neuron activation function. Calculations related to neurons from the same layer 
can be done in parallel mode, but the sequence of operations ought to be preserved 
in order to succeeding layers. We assume – of course – that the values of weights 
are fixed and ready to use – as a product of any proper for Multilayer Perceptron 
learning algorithm. 

3. DATA DEPENDENCE GRAPHS FOR  
MULTILAYER PERCEPTRON  
DURING RETRIEVING PHASE 

A Data Dependence Graph is a directed graph that specifies the data dependen-
cies of an algorithm. In a Data Dependence Graph nodes represent computations and 
arcs specify the data dependencies between computations. For regular and recursive 
algorithms, the Data Dependencies Graphs are also regular and can be represented 
by a grid model. Design of a locally linked Data Dependence Graph is a critical step 
in the design of systolic array [6]. The Data Dependence Graphs for Multilayer Per-
ceptron retrieving algorithm ought to be discuss individually for each layer. Let’s 
start from the hidden layer. The input layer – as we noticed before is responsible 
only for proper distribution of input vector components. The hidden layer includes 
K neurons and each neuron from this layer collects signals from N neurons related to 
input layer. For such topology there are (N × L) weights – obtained during learning 
phase [6]. The hidden layer ought to be described by rectangular Data Dependence 
Graph (Fig. 1.). Each node in this graph – excluding the last horizontal line of nodes 
– is responsible for elementary multiplication product calculation. This means that 
each node realises the operations described by rule (1), but without summing using 
proper value of component of N-elements size input vector and the proper weight 
and without the value of activation function calculation. The local memory of each 
node should put the value of the single weight obtained earlier after learning  
algorithm. The size of the graph equals to the size of the weight matrix plus single 
extra horizontal line with nodes responsible for activation function 
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calculation. Each node of the graph should be loaded by two signals. The first one is 
the component of the input vector. The second one is the current value of weighted 
sum calculated by single neuron of Multilayer Perceptron. So each node ought to add 
thecalculated product of multiplication to the loaded previous value of weighted sum 
signal (1) an pass updated value to the next node in the same column. Such proposed 
solution requires capacity of the local memory of each node large enough to store 
the single weight, but this way reduces to minimum the number of data which ought 
to be transmitted during retrieving algorithm realisation by presented Data Depend-
ence Graph. The operations realised by single neuron from Multilayer Perceptron 
are described by the single column of the graph. The components of input vector are 
loaded to nodes by horizontal arcs of the Data Dependence Graphs. These values are 
passed to the next neighbour on the right hand. The current value of weighted sum 
generated by single neuron of Multilayer Perceptron is loaded by vertical arcs (Fig. 
1.). The update this value is passed to the next bottom neighbour. This way we can 
observe only point-to-point communication among the nodes which means that pre-
sented Data Dependence Graph is local graph. This property guarantees construc-
tion of well defined systolic array to realise the retrieving algorithm of Multilayer 
Perceptron [4]. The nodes from the last – extra horizontal line calculates the value 
of activation function when the previously calculated weighted sum is the argument. 
We propose to realise this operation using lookup table instead of analytical calcula-
tion. The only problem is that the local memory ought to store the lookup table. 
Now let’s try to discuss the Data Dependence Graph for output layer of Multilayer 
Perceptron. In general steps which ought to be realised are the same, but the number 
of neurons is different and neurons are loaded by the vector generated by neurons 
from hidden layer. The output layer includes L neurons and each neuron from this 
layer collects signals from K neurons related to hidden layer. For such topology 
there are (L × K) weights – obtained during learning phase [6]. The output layer 
ought to be described by rectangular Data Dependence Graph (Fig. 1.). Each node in 
this graph – excluding the last horizontal line of nodes – is responsible for elemen-
tary multiplication product calculation. This means that each node realises the op-
erations described by rule (2), but without summing using proper value of compo-
nent of K-elements size vector generated by hidden layer neurons and the proper 
weight, and without the value of activation function calculation. The local memory 
of each node should put the value of the single weight obtained earlier after learning 
algorithm [4]. 
The size of the graph equals to the size of the weight matrix plus single extra horizontal 
line with nodes responsible for activation function calculation. Each node of the graph 
should be loaded by two signals. The first one is the component of the vector gen- 
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Fig. 1. Data Dependence Graphs of Multilayer Perceptron during retrieving algorithm: 

for hidden layer (left) and for output layer (right) 

erated by hidden layer neurons. The second one is the current value of weighted sum 
calculated by single neuron of Multilayer Perceptron. So each node ought to add the 
calculated product of multiplication to the loaded previous value of weighted sum signal 
(2) an pass updated value to the next node in the same column. Such proposed solution 
requires capacity of the local memory of each node large enough to store the single 
weight, but this way reduces to minimum the number of data which ought to be transmit-
ted during retrieving algorithm realisation by presented Data Dependence Graph. The 
operations realised by single neuron from Multilayer Perceptron are described by the 
single column of the graph. The components of the vector generated by hidden layer 
neurons are loaded to nodes by horizontal arcs of the Data Dependence Graphs. These 
values are passed to the next neighbour on the right hand. The current value of weighted 
sum generated by single neuron of Multilayer Perceptron is loaded by vertical arcs 
(Fig. 1.). The update this value is passed to the next bottom neighbour. This way we can 
observe only point-to-point communication among the nodes which means that pre-
sented Data Dependence Graph is local graph. This property guarantees construction of 
well defined systolic array to realise the retrieving algorithm of Multilayer Perceptron 
[4]. The nodes from the last – extra horizontal line calculates the value of activation 
function when the previously calculated weighted sum is the argument. We propose to 
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realise this operation using lookup table instead of analytical calculation. In general Data 
Dependence Graphs presented above are quite similar and this is a chance to create the 
single set of Elementary Processors (PE) with switched functions to operate first with 
hidden layer and next with output layer [5]. 

4. MAPPING DATA DEPENDENCE GRAPHS ONTO 
SYSTOLIC ARRAY STRUCTURE 

4.1. PROCESSOR ASSIGNMENT VIA LINEAR PROJECTION 

Mathematically, a linear projection is often represented by a projection vector 
r
d . Be-

cause the Data Dependence Graph of a locally recursive algorithm is very regular, the 
linear projection maps an n-dimensional Data Dependence Graph onto an (n-1) dimen-
sional lattice of points, known as processor space [3]. We use a linear projection for 
processor assignment, in which nodes of Data Dependence Graph along a straight line 
are projected to an Elementary Processor in the processor array (Fig. 1.). 

4.2. SCHEDULE ASSIGNMENT VIA LINEAR SCHEDULING 

A scheduling scheme specifies the sequence of the operations in all Elementary Proc-
essors. More precisely, a schedule function represents a mapping from the 
n-dimensional index space of the Data Dependence Graph onto a 1-D schedule (time) 
space. Linear scheduling is very common for schedule assignment (Fig. 1.). A linear 
schedule is based on a set of parallel and uniformly spaced hyperplanes in the Data De-
pendence Graph. A linear schedule can also be represented by a schedule vector rs , 
which points in the direction normal to the hyperplanes. For any computation node in-
dexed by a vector n in the Data Dependence Graph, its scheduled processing time is rsn . 

4.3. MAPPING POLICIES 

Given a Data Dependence Graph and the projection direction 
r
d  not all schedule vec-

tors rs are valid for the Data Dependence Graph. Some may violate the precedence rela-
tions specified by the dependence arcs. For systolic design, the schedule vector rs in the 
projection procedure must satisfy the following two conditions [3]: 

– causality condition: 
r rs eT > 0  (3) 

 re  – represents any of the dependence arcs in the Data Dependence Graph 
– positive pipeline period: r r

s dT ≠ 0  (4) 
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This way the rectangular Data Dependence Graphs are converted into linear pipelined 
systolic arrays. This situation we can observe both for hidden and output layers for Mul-
tilayer Perceptron (Fig. 3.). The number of elementary processors which are used for 
array construction equals to the number of neurons in simulated layers of Multilayer 
Perceptron neural network. Each elementary processor combines all functions described 
by nodes of Data Dependence Graph placed at the same column of single slab of Data 
Dependence Graph. If we want to reduce the number of elementary processors we can 
change the classical systolic structure into ring structure. Of course the reduction of 
number of elementary processors ought to be done in the way which preserve the same 
number of neurons for single processor [1]. 

5. EFFICIENCY OF PROPOSED APPROACH 

The computation time is the interval between starting the first computation and fin-
ishing the last computation of problem. Given a coprime schedule vector rs , the computa-
tion time of a systolic array can be computed as [1]: 

 ( ){ } 1max
,

+−=
∈

qpsT T

Lqp

rrr
rr

 (5) 

where L is the index set of the nodes in the Data Dependence Graph. In the presented 
architecture the schedule vector is defined as: rs = [1,1]. The total computation time is a 
sum of computation time related to hidden layer and computation time related to output 
layer. These two values ought to be calculated independently because operations of each 
layer are realised in sequence and we have two independent Data Dependence Graph. 
 

  
Fig. 2. Systolic array of Multilayer Perceptron during retrieving algorithm: 

for hidden layer (left) and for output layer (right) 

So total computation time equals: 

 sysoutsyshidsystol TTT +=  (6) 

where: Tsyshid  – computation time for hidden layer,  Tsysout  – computation time for output 
layer 
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For hidden layer we have N+1 elements within vertical axis and K within horizontal 
axis of space. For output layer we have K+1 elements within vertical axis and L  
within horizontal axis of space (Fig. 1.). Based on this remarks the computation time 
we can estimate as [5]: 

 ( )τKNTsyshid +=       ( )τLKTsysout +=  (7) 

Based on (6) finally we can say that: 

 ( )τLKNTsystol ++= 2  (8) 

where τ – processing time for elementary processor 

5.2. PIPELINING PERIOD 

This is the time interval between two successive computations in a processor. As 
previously discussed, if both 

r
d  and 

rs  are irreducible, then the pipelining period is [1]: 

 ds T
rr

=α  (9) 

In the presented approach the schedule vector is defined as: 
rs = [1,1], the projection 

direction vector equals: 
r
d  = [0,1]. The pipelining period is constant: α = 1. It means the 

time interval between two successive computations in an elementary processor is as short 
as possible. The pipelining period is exactly the same for both Data Dependence Graphs 
and there is no sense to combine them into single value. 

5.3. PROCESSOR UTILIZATION RATE 

Lets define the speed-up factor as the ratio between the sequential computation time 
and the array computation time, then the utilization rate is the ration between the speed-
up factor and the number of processors [3]. 

 speed up sequential computation time
array computation time

− =     utilization rate speed up
number of processors

=
−  (10) 

Sequential computation time always is proportional to the number of nodes, which 
are responsible for calculations. On the other hand time of computations related to each 
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layer ought to be analysed independently because of operation sequence in Multilayer 
Perceptron. Based on these remarks the total sequential computation time equals: 

 seqoutseqhidseq TTT +=  (11) 

For hidden layer sequential computation time we can estimate as: 

 ( ) τKNTseqhid 1+=       ( ) τLKTseqout 1+=  (12) 

 ( )( )τLKLNTseq +++= 1  (13) 

For systolic implementation we need K elementary processors to realise calculations 
for hidden layer and L elementary processors to realise calculations for output layer re-
spectively. If we assume that all elementary processors need the same time-period to 
proceed their calculations the speed-up and utilization rate factors for three layer Multi-
layer Perceptron can be estimated as [4]: 

 ( )
LKN

LKLNupspeed
++
+++

=−
2

1       ( )
( )( )LKLKN

LKLNratenutilizatio
+++
+++

=
2

1  (14) 

6. CONCLUSION 

Summarising, the work proposed a new methodology for retrieving algorithm of 
Multilayer Perceptron neural network simulation based on systolic array structure. The 
discussion is focused on operations which are realised during the following steps of algo-
rithm and the data which are transferred among the calculation units. It is clear which 
operations can be done in parallel way and when the sequence is necessary. We can no-
tice as very promising the results of estimation of total computation time, speed-up and 
utilization rate parameters. The proposed methodology is presented for three layer net-
work – because such Multilayer Perceptron is very often used in different tasks. On the 
other hand there are no barriers to adapt the solution for more sophisticated Multilayer 
Perceptrons. The main idea is to create next Data Dependence Graphs for next layers and 
transfer them into linear systolic structures. The time parameters in efficiency calculation 
will increase in additive way. The proposed approach generates no barriers to tune the 
Multilayer Perceptron to completely new tasks. 
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Andrzej KOZIK*, Bartosz TOMECZKO* 

SOLVING BLOCK PACKING INTO RECTILINEAR 
OUTLINE PROBLEM BY SIMULATED ANNEALING 

In this work, we consider a simulated annealing (SA) based solution to the block packing into 
rectilinear outline problem. The goal is to place a set of blocks into a given rectilinear outline such 
that no two blocks overlap and a given cost function (involving blocks interconnection structure) is 
minimized. 

Contrary to the previous approaches, we primarily limit the set of random moves performed by 
basic SA algorithm to those, which lead to feasible solutions. In each iteration of our SA algorithm, 
we perform a neighborhood pruning, i.e., we apply an incremental SP neighborhood evaluation algo-
rithm, to create the set of all feasible solutions, letting SA to perform a random selection from this 
set.  

Numerical experiment, in which we compare our algorithm with basic SA (without neighborhood 
pruning) clearly showed that the presented algorithm is stable, i.e.,  assuming the initial solution is 
feasible – the delivered solution is also feasible. On the other hand, the competing algorithm often 
fails to provide a feasible solution at all. 

Importantly, the obtained costs of delivered solutions (total length of interconnections between 
blocks) are far better than those of the competing algorithm, often being better than the best recorded 
in the literature so far. 

1. INTRODUCTION 

The recent advances in VLSI (Very Large Scale of Integration) digital circuits pro-
duction [8, 11] were possible with the shift towards new methods in physical design 
automation. Namely, the fixed-outline paradigm in floorplanning [1, 2, 3], in which 
circuits building blocks (transistors, cells or modules) are placed within bins of deter-
mined shape (rectangle) and size, proved to produce wirelength-optimized designs. As 
 
 __________  
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the problem is new and not much have been done so far, a Simulated Annealing (SA) 
[7] approach is used as a solution search framework. In this work we propose a modi-
fied SA, in which we limit the set of random moves performed by plain SA algorithm 
to those, which lead to feasible solutions. The rest of the work is organized as follows. 
The nest section formulates the problem and describes Sequence Pair solution repre-
sentation. Section 3 describes Simulated Annealing approach. In Section 4 results of 
an numerical experiments are presented and discussed. Finally, Section 5 concludes 
the work. 

2. PROBLEM FORMULATION 

There is given a set { }nB ,,1K=  of n rectangular blocks. Each block Bi∈  is 
characterized by its width iw , height ih  and area iii hwa ⋅= . The goal of a block 
packing into rectilinear outline problem (fixed-outline packing problem) is to find 
such a packing, i.e., placement coordinates of a bottom-left corner ( )ii yx ,  and orien-
tation (horizontally or vertically laid) of each block Bi∈ , that no two blocks overlap, 
all blocks fit into a given rectangular (or more complex rectilinear) outline and 
a length of circuit interconnections (a wirelength) is minimized [10]. 

The interconnect structure of the circuit naturally decomposes into separate nets, 
where each net connects together some terminals of the circuit. There are two types of 
terminals: pins, attached to the blocks, and pads, having fixed locations over the pack-
ing, typically along the sides of a rectangle called a frame. A sample packingsolution 
is presented in Fig. 1. 

 

 
Fig. 1. Sample packing of 7 blocks; black squares represent pins, circle represents a pad,  

terminals are connected by net; dotted box represents bounding-box of the net 
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The net wirelength is defined as the length of its routing-tracks in metal layer, and 
the circuit wirelength is the sum of wirelengths of all nets [4]. Because accurate wire-
length is not available at the floorplanning stage, a half-perimeter-wirelength (HPWL) 
is widely accepted in the floorplanning field as an sufficient estimate. In such an ap-
proach, the wirelength of a net is approximated by a half of the perimeter of a mini-
mum rectangle enclosing all net terminals – bounding-box of interconnections (see, 
Fig. 1). The HPWL of a packing is the sum of the HPWLs over all nets.  

To represent a packing solution and to create a solution space to be traversed for 
the optimal packing we make use of a packing representation called Sequence-Pair 
(SP), introduced by Murata et al. [6]. A sequence pair, say ( )−+ ΓΓ , , is a pair of 
n-element sequences (permutations), each representing some order of elements of the 
set B of blocks having orientations and dimensions fixed. Sequence-Pair, as well as 
other known representations, is useful only for reflecting a packing solution into its 
appropriate coding. The solution space provided by SP consists of ( )2!n  sequence-
pairs, each of which can be mapped to a packing in polynomial time, and at least one 
of which corresponds to an optimal solution. SP, however, is not free from redundan-
cies, since there is no one-to-one mapping between floorplan and coding. 

3. SIMULATED ANNEALING 

The Simulated Annealing (SA) algorithm [7] searches the search-space spanned by 
Sequence-Pair representation, starting from an initial solution 0s  delivered by GIT 
algorithm [5]. The GIT constructive heuristic neglects HPWL issues in floorplanning, 
it provides, however, a feasible solution with low dead-space ratio (dead-space ratio 
(DS) determines a percentage of free space inside a given rectilinear outline in com-
parison with sum of areas of all blocks). 

Then, at each iteration a solution )(ss Ν∈′  is randomly sampled from the 
neighborhood of the actual solution s . The new solution s′  replaces the old solution 
s  if )()( sfsf <′  or, in the case )()( sfsf ≥′ , with a probability computed follow-

ing the Boltzmann distribution T
sfsf

e
)()( −′

−
, where T is so-called temperature parame-

ter and )(sf  is HPWL of solution s . The temperature T is decreased during the solu-
tion search process by a cooling schedule, which defines the value of T at each 
iteration k=1,2,.. . In this work we have applied two cooling schedules: logarithmic 

law 
)1ln(

0

+
=

k
TTk  and geometric law 1−= kk TT α  where )1,0(∈α . 
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The traditional application of the Simulated Annealing to the fixed-outline packing 
problem defines a neighborhood of the current solution )(sN  as a set of all sequence 
pairs that can be obtained by performing a single insert move (changing positions of 
some element in ( )−+ ΓΓ , ). This can often lead the algorithm to fail to find a feasible 
solution (better than 0s ) at all. Contrary to the previous approaches, we primarily 
limit the set of random moves performed by basic SA algorithm to those, which lead 
to feasible solutions – the neighborhood )(sN  consists of feasible solutions only. To 
this end, in each iteration of our SA algorithm, we perform a neighborhood pruning, 
i.e., we apply an incremental SP neighborhood evaluation algorithm [9], to create the 
set of all feasible solutions, letting SA to perform a random selection from this set.  

To evaluate the impact of redundancy of Sequence Pair representation, we intro-
duced yet another definition of neighborhood, i.e., )(sN  is limited to contain geomet-
rically different solutions only – it contains sequence pairs that are decoded into dif-
ferent placements.  

4. COMPUTATIONAL RESULTS AND DISCUSSION 

This section describes an numerical experiment, in which we compare our algo-
rithms with basic SA (without any neighborhood pruning). Table 3 presents results 
obtained by Parquet [2], the leading-edge floorplanning algorithm. We recorded 
minimal HPWL from 10 runs on default algorithm settings. In the case of DS equal 
1.13 and 1.15 all runs terminated with feasible solutions; in the case of 1.11 four runs 
and in the case 1.10 five runs failed to deliver feasible solution, respectively (Parquet 
starts with random solution). 

Table 1. Results of plain SA 

Circuit 
DS 

1.10 1.11 1.13 1.15 
n50 201222 191131 197424 192654 

n100 332941 335597 344671 338437 
 

We developed four variants of SA: A1 using geometric cooling schedule without 
neighborhood reduction, A2 using geometric cooling schedule with neighborhood re-
duction, A3 using logarithmic cooling schedule without neighborhood reduction, and  
A4 using logarithmic cooling schedule with neighborhood reduction. 

To evaluate the quality of proposed algorithms we measured their performance on 
commonly used GSRC benchmarks (n50 composed of 50 blocks and 485 nets and 
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n100 composed of 100 blocks and 885 nets). The experiments were ran on Intel Core 
2 Quad 2,66GHz CPU with 4GB of RAM memory.  

In the case of n50 we set number of iterations 10000= , 10000 =T , 9997,0=α , 
and in the case of n100 we set number of iterations 1000= , 10000 =T , 997,0=α .  

Results are gathered in Table 2 and 3 and presented in Fig. 2 and 3. In both cases 
(n50 and n100) we noticed a big improvement in HPWL comparing to the initial 
value. Importantly, the obtained costs of delivered solutions are better than those of 
the competing algorithm, often being better than the best recorded in the literature so 
far, especially in the range of low dead-space ratios, where the neighborhood size is 
small due to area constraint and competing algorithm is not stable. 

Surprisingly, algorithms with reduced neighborhood fare badly in comparison with 
algorithms without reduction. This contradicts the common belief, that SP redundancy 
is a major flaw of SP. Observe, that even SA seems to be deadlocked in the same solu-
tion (in the geometrical sense), the underlying sequence pairs differ, allowing to es-
cape from local minima after some number of moves.  

1,1 1,11 1,12 1,13 1,14 1,15 1,16 1,17 1,18 1,19 1,2
160000

170000

180000

190000

200000

210000

220000

230000

240000

250000

initial SA geom SA geom red. SA log SA log red.  
Fig. 2. HPWL results for n50 circuit as a function of dead space ratio 

In Fig. 4 the sizes of the neighborhood with and without reduction for different DS 
ratios are presented. Note, that in plain SA approach, the sizes equal to 25000 and 
60000, in the case of n50 and n100, respectively. In comparison with our approach, 
a plain SA traverses rather unfeasible region of solution-space. Observe also a big 
reduction of neighborhood size caused by excluding geometrically identical solutions 
from the search process. Apart of the high computational overhead needed to prune 
the neighborhood (depicted in Fig. 5), such obtained solutions are far worse than solu-
tions delivered by SA without reduced neighborhood. 
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Fig. 3. HPWL results for n100 circuit  

as a function of dead space ratio 
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Fig. 4. Sizes of neighborhoods with and without reduction 
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Fig. 5. Computation time for SA with and without neighborhood reduction 

5. CONCLUSIONS 

 In this work we developed a novel Simulated Annealing based solution to the 
block packing into rectilinear outline problem. Contrary to the previous approaches, 
we limited the set of random moves performed by basic SA algorithm to those, which 
lead to feasible solutions. In each iteration of our SA algorithm, we perform 
a neighborhood pruning, i.e., we apply an incremental SP neighborhood evaluation 
algorithm, to create the set of all feasible solutions, letting SA to perform a random 
selection from this set.  

Numerical experiment, in which we compare our algorithm with basic SA (with-
out neighborhood pruning) clearly showed that the presented algorithm is stable, 
i.e.,  assuming the initial solution is feasible – the delivered solution is also feasible. 
On the other hand, the competing algorithm often fails to provide a feasible solution 
at all. 

Importantly, the obtained HPWL values are far better than those of the compet-
ing algorithm, often being better than the best recorded in the literature so far. 
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Table 2. Computation results for n50 test circuit 

algorithm DS initial minimal average maximal time (s)

A1 

1,10 243773 182613 185844 196836 2846
1,11 230829 178827 182369 195869 3812
1,12 236029 179649 180537 185464 3222
1,13 240630 178241 179853 186745 2869
1,14 237047 179318 179012 181457 2859
1,15 236594 178624 180192 186789 2880
1,16 233370 176819 181946 193637 3146
1,17 238704 176762 179068 185307 3216
1,18 239046 179465 180756 183102 2845
1,19 226683 180849 179649 181845 3189
1,20 236019 178071 178906 181109 3920

A2 

1,10 243773 189213 192138 203529 3187
1,11 230829 181916 184804 200558 3682
1,12 236029 180161 182933 188901 4590
1,13 240630 181143 184335 191511 4606
1,14 237047 181076 181707 182593 5811
1,15 236594 180027 182299 185485 5653
1,16 233370 176937 181177 185599 7242
1,17 238704 179982 181090 183523 9869
1,18 239046 183161 181803 189930 11209
1,19 226683 177608 180126 181772 11432
1,20 236019 178653 180911 182850 15178

A3 

1,10 243773 181681 188055 206482 2353
1,11 230829 177487 182545 195898 3757
1,12 236029 176431 182641 192371 3736
1,13 240630 175999 178793 195757 4444
1,14 237047 176297 179485 190324 3756
1,15 236594 176035 177908 186899 3374
1,16 233370 175921 177941 185389 3527
1,17 238704 175370 176949 184508 4353
1,18 239046 176943 178556 183329 4487
1,19 226683 175160 177588 183061 3977
1,20 236019 175570 176504 181119 3461

A4 

1,10 243773 185348 191797 206089 3161
1,11 230829 180964 183544 192547 2869
1,12 236029 179487 185111 203354 4150
1,13 240630 180493 184633 194827 3306
1,14 237047 177738 179088 182609 4832
1,15 236594 178035 179641 190545 6195
1,16 233370 178440 181325 191765 4992
1,17 238704 178549 178467 184075 6352
1,18 239046 177986 182895 189655 6988
1,19 226683 178058 180017 191886 8613
1,20 236019 177974 179038 181570 9567
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Table 3. Computation results for n100 test circuit 

algorithm DS initial minimal average maximal time [s]

A1 

1,10 401058 341918 353886 373573 2282
1,11 398517 350700 359857 373048 1888
1,12 398476 346261 355069 367390 1903
1,13 400488 344512 356282 375489 1942
1,14 398154 345740 353806 366758 2329
1,15 400483 332628 343025 367287 1930
1,16 390797 330091 341259 356862 1947
1,17 399805 325516 339418 361847 1917
1,18 400777 332466 347310 363985 2321
1,19 390517 344909 346489 356551 2588
1,20 397976 336269 341329 351156 2341

A2 

1,10 401058 366282 375301 385658 3672
1,11 398517 344774 360367 373968 5031
1,12 398476 350266 360584 381828 6482
1,13 400488 346066 362342 375774 12103
1,14 398154 347744 359161 370067 11947
1,15 400483 348011 356561 371924 17539
1,16 390797 324680 340192 367177 28073
1,17 399805 330293 342263 370657 29451
1,18 400777 334241 349594 368481 26540
1,19 390517 326644 340381 367295 48953
1,20 397976 321351 335271 354462 47644 

A3 

1,10 401058 340597 358666 382840 2294
1,11 398517 340469 354646 377055 2168
1,12 398476 341391 350926 369568 2579
1,13 400488 327964 342130 366280 2635
1,14 398154 332740 346236 367282 2348
1,15 400483 334430 349199 377742 2480
1,16 390797 319145 332660 350864 2079
1,17 399805 317264 331122 359445 2391
1,18 400777 323412 335034 356265 2161
1,19 390517 330116 337192 359441 2040
1,20 397976 328779 342067 358889 2014

A4 

1,10 401058 354490 366769 383247 3533
1,11 398517 340748 354585 372989 5556
1,12 398476 341610 356264 373785 5932
1,13 400488 334851 353412 378751 10857
1,14 398154 345275 358902 378799 11702
1,15 400483 343081 353095 370513 19842
1,16 390797 336536 347610 366369 23520
1,17 399805 327277 339740 367361 21636
1,18 400777 325220 341193 371138 19217
1,19 390517 327543 339470 360370 31904
1,20 397976 320847 337666 359871 43487
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 TSP/ACO PARAMETER OPTIMIZATION  

The Traveling Salesmen Problem (TSP) is one of the most successful application areas of the Ant 
Colony Optimization techniques  (ACO). The ACO algorithm is controlled by a number of parame-
ters. The selection of proper parameters values for the ACO is done mainly in an experimental man-
ner. This is due to the complexity of both the TSP problem and the ACO algorithm itself. The work 
attempts to automate the process parameter optimization using an algorithm which is inspired by  
a combination if Evolutionally Programming (EP) and Simulated Annealing (SA). Each of genes 
making up a chromosome represents a single parameter of the ACO algorithm. The population of 
chromosomes evolves using the typical for EP selection and mutation mechanisms. The mutation is 
controlled by an algorithm adopted from Simulated Annealing. The work first presents the original 
versions of the basic algorithms and their proposed modifications. The usefulness of the proposed al-
gorithm is verified by a number of experiments. 

1. INTRODUCTION 

Metaheuristics are approaches to solve a complex problem by iteratively improving 
candidate solutions. They are not guaranteed to find the optimum or even a satisfacto-
ry near-optimal solution. Despite this deficiency, in the case of the NP-hard or even 
NP-complete problems they are the often the only available choice. Theoretical analy-
sis of metaheuristics is very difficult. Usually such analyses are not available for every 
method at all. The existing analysis make often a number of simplifying assumptions 
which limit their validity in real world optimization scenarios. Therefore the perfor-
mance and convergence aspects of metaheuristic optimizers are usually demonstrated 
empirically. 

 __________  
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The work deals with the optimization of the parameters of the AntTSP metaheuris-
tics. It is designed to solve the well known Traveling Salesmen using Ant Colony 
Optimization. The problem consists in finding a shortest possible tour that visits each 
city exactly once. It is a NP-hard problem. It is the problem that had originally in-
spired the Ant Colony Optimization techniques  (ACO) and still remains one of their 
most successful application areas. An ACO algorithm is controlled by a number of 
parameters. The selection of proper parameters values for the ACO is done mainly in 
an experimental manner. The work attempts to automate the process parameter opti-
mization using other mataheuristics namely Simulated Annealing (SA) and Evolution-
ally Programming  (EP).  

The work is organized as follows. The second Section describes the basic version 
of the used metaheuritics: Ant Colony Optimization, Evolutionally Programming and 
Simulated Annealing. The Section 3 presents the implementation details and proposed 
modifications to the basic metaheuristics and the describes the way in which they coo-
perate. The 4th Section summarizes the results of the conducted experiments. The 
work ends with a brief presentation of future research work. 

2. USED METAHEURISTICS 

2.1.  ANT COLONY SYSTEM 

The Ant Colony System (ACS) was first proposed by M. Dorigo in his PhD thesis 
[4] in 1992. The ACS was inspired by the behavior of real ants. An ant could be re-
garded  as an extremely simple agent. It is capable only of  going from one node  to 
another laying a pheromone trail on its way. The mental capabilities of an ant are very 
limited. It can remember its current position, the nodes it has visited so far and sense 
the direct distances from its current position to other nodes together with the amount 
of pheromone laid on them. The selection of a next node is takes into account the 
above mentioned factors but is at the same time to certain extend random. The amount 
of pheromone laid by an ant depends on the length of the route it follows. As in real 
life, the pheromone laid on routes evaporates with time. 

U. Chirico [2] described and made available to the research community the JACSF 
– Java Ant Colony System Framework. The following description refers to his imple-
mentation of the framework on TSP. The implementation with only marginal modifi-
cations is used also in the experiment discussed in the Section 4.  

The behavior of an ant is controlled by the following rules: 
• a State Transition Rule used for selecting the next node to visit;  
•  a Local Updating Rule which updates the pheromones deposited by the ant on 

the route it walked in;  
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•  a Global Updating Rule which is used to update the pheromones deposited on 
the routes when an ant ends its trip;  
In what follows: 

• r, t and u denote graphs’ nodes; 
• η(r, t) denote the function of the distance separating the r and t nodes, the values 

of the function are in the range [0..1]. 
• τ(r, t) denotes the function of pheromone deposit on the that was laid on the 

route from nodes r to t; its values are guaranteed to be >=0; there is no prede-
fined upper limit of its values. 

• Av(a) denotes the set of available that is not yet visited  nodes for ant a. 
The State Transition Rules selects an available (not yet visited node) using one of 

two algorithms: exploration or exploitation. The parameter Q0 specifies the probabili-
ty of employing  the exploitation.  

The exploitation algorithm is a deterministic one and it selects a node which max-
imizes the route quality function qf: 

 βητ ),(*),(),( trtrtrqf =   (1) 
Where r and t are the two nodes and β is a parameter. The qf function selects the 

best node exploiting the gained so far collective knowledge of the ACS. The influence 
of the distance depends of the parameter I. It is greater than 1. As the direct distance 
between nodes is always <=1 then increasing β gives more prominence to pheromone 
level.  

The exploration on the other hand is non deterministic process. It selects t – the 
next node with the probabilities defined by the Formula 2: 
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The exploration algorithm prefers to choose nodes with high values of the qf func-

tion but it could select any other available node. Exploration is used to search for al-
ternative solutions and mitigate the danger of being trapped in a local minimum. 

Both local and global updating rules control the amount of pheromone deposited 
on the route from s to t. Let GB denote the global (found by any ant) best path found 
so far and L(GB) its length. The local updating function is evoked after each move-
ment of an ant and it changes the amount of pheromone in the following way: 
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If an ant takes a route that does not belong to GB then its pheromone level decreas-
es, what mimics the process of pheromone evaporation. Otherwise its level dos not 
change or increases. The evaporating intensity is controlled by the parameter ρ. 

The global updating function is evoked after each iteration, that is whenever all 
ants have completed their search. It changes the pheromone level on all routs in the 
graph. The Formula 5 specifies the resulting level: 

 ),(*),(*)1(),( srsrsr Δ+−= ατατ    (5) 

The Formula 5 is very much like the Formula 3, the only difference is that it evapo-
ration intensity is controlled by still another parameter α.  

The initial values of the pheromone level for all paths (τ0) of a network with n 
nodes is not parameterized and is calculated using the Formula 6: 
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Another not optimized parameter is the maximal number of iterations. It was set to 
300. Performed tests have shown that increasing the value is not justified as it does not 
lead to the decreasing of the average value for the best route. 

Despite its simplicity of each individual ant, the ACS is capable of efficiently solv-
ing NP-hard tasks such as the TSP. This is due to the pheromone trails which 
represents the collective search experience of all ants. 

2.2.  SIMULATED ANNEALING 

Simulated annealing was independently described by S. Kirkpatrick at al. in 1983 
[8] and by V Černý in 1985 [1].  It is often used for discrete and huge search spaces. 
Each point of space represents a possible solution. The usability function Uf(p) defines 
the quality of solutions represented by point p. As the name suggests inspiration of 
this metaheuristics comes from the metallurgical process of annealing. As in real life 
annealing process the temperature play an important role. At start of the process a 
single particle is put an randomly selected a point in the search space. The temperature 
is set to a high value (see Section 3.3).  The particle attempts then to move to another 
point. When the temperature is high a particle has much freedom and moves in an 
almost random mode. As it lowers the freedom of movement is more and more re-
stricted.  

Let p and r denote respectively the current ant the next prospective point in search 
space. It Uf(r) > = Uf(p)  then the movement always takes place. In the opposite case 
the probability of moving to r is defined by the Formula 7. 
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Where T is the temperature.  If it is high enough the particle has a good chance of 
moving to a “worse” point. This helps the algorithm  to avoid being taped in a local 
minima. As usual the best so far solution is memorized. The process of moving from 
one point (solution) to the next one continues till the temperature drops to 0 and then 
the values of the Uf function does not decrease. 

To implement the SA mataheuristics the following elements must be specified: 
• S – a space of all possible solutions; 
•  Gen(s) – a function that for a starting point s generates next possible element of S. 
•  Uf(s) – a function that specifies a value of the element s ∈ S 
•  Anneal – an annealing schema that specifies the initial temperature and the rules 

of lowering it. 
The selection of an annealing schema ant other implementation details are dis-

cussed more deeply in the Section 3.1.  

2.3.  EVOLUTIONARY PROGRAMMING 

Evolutionary programming is one of the oldest metaheuristics. It was first intro-
duced in the early 1960’s by L. Fogel [6]. A solid works summarizing the past and 
present development in the field can be found in [7]. The aim of the approach is to 
exploit the mechanisms of evolution to optimize complex tasks. Now it is regarded as 
member of a broader field of evolutionary algorithm paradigm. Common to all of ap-
proaches in the field is the use of a (large) population of possible solutions that evolve 
concurrently. A solution is represented by a sequence of genes, each gene being as-
signed to a single property. Such a sequence defies a specimen. A fitness function 
defines the quality of the solution represented by a specimen. The evolutionary prin-
ciple “survival of the fittest” controls the chances of a specimen to stay in life or to 
evolve.  The principle is implemented e.g. by a simple yet effective roulette algorithm. 
It picks the specimens for mutation or crossover with probabilities proportional to 
their usefulness. 

The process goes on until a candidate solution with sufficient quality is found or a 
previously defined computational limit is reached.  

What differs the Evolutionary Programming from other similar approaches is that 
to generate a new solution the mutation of genes in a single population member is 
used. The other Evolutionary Algorithms rely heavily on the crossover of genes of two 
population members. The mutation plays a marginal role or is eliminated altogether.  
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Each gene represents one of the parameters of  the JACSF algorithm described in 
Section 3.1. Their values are floating point numbers and using the crossover is not 
sensible and in some cases may lead to generating not valid numbers. The remedy is to 
digitize the values but a far more natural way to obtain new values is to work directly 
with floating point numbers. The Simulated Annealing offers a proven method for 
generating new parameter values 

3. PUTTING IT ALL TOGETHER 

Optimizing of the parameters for JACSF proceeds as follows. A specimen is de-
fined by a sequence of genes. Each of the genes describes one parameter of the JACSF 
implementation, see the Section 3.1. Let TspAl(p) denote the minimal average length 
found by JACSF implementation that is controlled by set of parameters p. Algorithm 1 
specifies the steps of the optimization process.  

Algorithm 1. 
1.  Set initial conditions. 

• Assign 0 to generation number. 
• Generate a set of N specimens with random gene values gene. 
• Store the first generated specimen as BS – best so far specimen. 

2. Calculate the value of  TspAl function for each member of the generation i. 
3. Find the GB – the best specimen in the generation i. 
4.  Store the GB in generation i+1. 
5.  If (TspAl(GB)<TspAl(BS)) then store GB as BS. 
6.  Generate N-1 elements in the following manner 

• Select a specimen from generation i using the roulette rule. The number of 
best specimens used for selection declines with lowering the temperature. 

• Modify the genes of the selected specimen using the Formula 8. As in pt.  
a the formula includes temperature. 

• Place the modified specimen in the i+1 generation. 
7. Change the temperature according to the annealing schema. 
8. It there in no change in the GB in two consecutive steps then STOP the 

processing. 
9.  Increment i. 

10.  Go to step 2. 
The implementation details are described below. 
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3.1. ACS 

The ACS has many variations as described e.g. in a recent paper [5]. In the study 
we have not tried to propose still another one. Instead of that the standard version of 
JACSF for TSP is used is used and the and the aim it to optimizing its parameters. Due 
to the complexity of the TSP problem and the JACSF itself there is no analytical solu-
tions. Their values proposed in the literature are the result of several test.  

The Table 1 recapitulates the description for of the JACSF Tsp parameters. It in-
cludes the both their suggested values and the tested range of values. The ranges were 
selected to encompass the suggested value and a broad range of possible, making 
sense values. 

Table 1. ACO parameters description  

Name Description Suggested
Value 

Tested 
Range 

N Number of Ants 20 10–50 
Q0 Probability of selecting exploitation over exploration 0.8 0.10–0.99 
α Aging factor used in the global updating rule 0.1 0.01–0.5 
β Moderating factor for the cost measure function 2.0 1.0–4.0 
ρ Aging factor in the local updating rule 0.1 0.01–0.5 

3.2. GENETIC ALGORITHM 

The parameters of the TSP Run are represented by a sequence of genes. Each gene 
is characterized by three floating point values: 

•  min V – minimal allowed value and 
• max V – maximal allowed value. 
•  Curr V – current  gene value; 
The first two values are taken from the Table 1.  
Each gene supports the following operations: 
• Randomizing – assigning a random value to currVal from within the range. The 

operation is performed at the start of work for each gene. 
• Annealing – changing the value of a gene. The operation could increase, de-

crease or keep the old value and is controlled by the Formula 8: 
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Where: 
 cVp and cVn are respectively the previous and next value a gene. 
 Rand1 and Rand2 are a randomly generated values in the range from 0.0 to 1.0. 

The Formula 8 guaranties that the new value will not trespass the range allowed for a 
gene and the scope of change decreases with lowering of temperature. In one third of 
all cases the value does not change. 

3.3. SIMULATED ANNEALING 

Standard SA procedure works with a single particle. The proposed solution differs 
from the standard one in three important points: 

1. It is applied not to 1 but to M specimens representing parameters; 
2. It is uses on two levels: 

• To select the number of specimens for reproduction 
• To influence the modification of value of individual genes. 

3. All generated specimens or genes are accepted, the annealing is used just to 
gradually limit the range of possible changes their values. 

Each SA algorithm starts with the selection of T0 the initial temperature. In the 
study it was set to 1.0. The consecutive values of Ti are calculated according to  the 
Formula 9. 
 ii TT α=+1                                         (9) 

As it is suggested in the literature the value of α was set to 0.95. The temperature is 
used in the Step 8 of Algorithm 1. This is a simplified version of annealing mechanism 
it is meant as a reference solution during further studies. 

4. VERIFICATION 

The verify the approach series of experiments were performed. The optimization 
process was applied to two networks with 30 and 50 nodes. M – the number of speci-
mens testes in each step was set to 20.  Every one  JACSF specimen optimization was 
performed by a separate process controlled by a its set of parameters. The maximal 
number of iterations had a  fixed  equal to 300.  

A supervising Simulating Annealing process controlled the JACSF sub processes.  
The Tables 2 and 3 show the values of average route best iteration number and the 

parameters values for of three best specimens for the networks with 30 and 50 nodes 
respectively. The first raw is devoted to the “optimal” set as it is defined in [2]. The 
path length of all three generated solutions is better than the reference path. It should 
be also stressed that in both cases the number of annealing steps was very small, it was 
equal to just 5.  
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The data clearly show how tricky the task of parameter setting is. It seems rather 
unlikely, that an analytical solution to that task could be found. The solution proposed 
in the work is capable of producing in an automated way that the proposed metahetris-
tics is capable of obtaining parameters that are better then the standard solutions. 

Table 2. Best specimens for a network of 30 nodes 

Path length Best 
Iter. 

Ant 
No. Αlpha Βeta ρ Q0 

2.2055 114 30 0.100 2.00 0.100 0.800 
2.1338 31 37 0.410 1.64 0.092 0.478 
2.1475 115 49 0.433 3.94 0.04 0.200 
2.1755 16 38 0.359 3,79 0.167 0.676 

Table 3. Best specimens for a network of 50 nodes 

Path length Best 
Iter. 

Ant 
No. Αlpha Βeta ρ Q0 

2.2055 36 30 0.100 2,00 0.100 0.800 
2.1338 19 40 0.459 1.75 0.313 0.776 
2.1475 45 40 0.433 2.95 0.127 0.776 
2.1755 6 40 0.359 2.90 0.089 0.907 

5. CONCLUSIONS AND FUTURE WORK 

The JACSF algorithm is a carbon copy Chirico algorithm. The  modifications that 
were introduced were solely for providing an interface to other parts of the software 
used in the experiment. This is a deliberate decision. The aim was to optimize the pa-
rameter setting of an existing algorithm not to find a new variants. he annealing me-
chanism is an adaptation of general SA principles to a specific problem. What differs 
it from conventional cases is the way it is applied. It is used on twice. On the first 
place it controls the whole process of parameter setting. It is also applied to change the 
genes values in all ants. It was hoped, that this feature would make the process more 
robust. 

Both the simulated annealing and TSP are do not differ significantly from standard 
versions. The choice of Evolutionary Programming over other versions of Genetic 
Algorithms was due to the fact that the aim is to find optimal values of floating point 
numbers. The crossover mechanism works best with discrete values of genes. One can 
still argue that this does not block the evolution. The asexual reproduction has started 
it and it is present even now. The mutation mechanism is far more elaborate than 
usual.  
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While evaluating the TSP algorithm performance many factors could be taken into 
account. The two most obvious are the average route length and the computational 
effort necessary find a solution. The latter one could be estimated by the best iteration 
number. During the test the quality function took only the first criteria into account. 
This was solely driven by the desire to compare the experiments results with the re-
sults obtained by other researches. In future we plan to study more elaborate evalua-
tion functions that would encompass the mentioned above factors and e.g. stability of 
results achieved in different environments.  

Each metaheuristics is complex on its own. The interplay of several metarauristics 
is even more intricate. The work describes an early stage of study of their interplay. 
Far more experiments are necessary to obtain clues or insights into that complex problem. 
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BUS ROUTE OPTIMIZATION:  
EVALUATION OF ALGORITHMS 

In this work, we analyze the school bus route optimization problem. It is a crucial social issue 
that concerns faster and more comfortable transport of students to their schools. Moreover, the route 
optimization allows to decrease the ticket price, i.e., to maximize the profit of the provider. Since the 
problem belongs to hard optimization problems, thus, we adapted four meta-heuristic algorithms: 
Tabu Search, Simulated Annealing, Genetic Algorithm, Complete Overview, and invented by the au-
thors algorithm called Constructor, and additionally Bellman-Ford algorithm used as a helper. In or-
der to measure the efficiency of the considered algorithms we create our own evaluating function 
called Balance and compare results given by algorithms to the maximum found with Complete Over-
view. Finally, we designed and implemented an experimentation system to test these algorithms on 
various problem instances, to emerge the most efficient one. 

1. INTRODUCTION 

 Since banking crisis from 2008 many companies were forced to cut expenses and 
look for more savings. Moreover, nowadays a lot of pressure is put on being green – 
environmentally-friendly, especially when it comes to industry or transport. A lot of 
effort must be put in analysis and planning process to come across these challenges. 
This work, based on [6], focuses on optimization of a school bus route and proposes 
the direction of searching optimal solutions. The main goal is to find the most profit-
able route.  

This optimization belongs to non-polynomial problem and has a huge solution 
space, meaning we cannot find the best solution in polynomial time. For small in-
stances it is easy to search through the whole solution space but when instance begins 
to grow, the required time may become unacceptable. The only one reasonable way to 

 __________  
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solve this is to use meta-heuristic algorithms that were invented to struggle with such 
problems. An idea to consider such algorithms based on artificial intelligence like 
Tabu Search (e.g. described in [4]), Simulated Annealing (e.g. explained in [8]) and 
Genetic Algorithm (e.g. illustrated in [2]) seems to be promising. 

In addition, we tried to invent on our own a new algorithm and we created the al-
gorithm called Constructor which is described in this work. To determine the shortest 
path from the starting point to the ending point through all possible bus routes we 
implemented Bellman-Ford Algorithm.  

To assess algorithms' efficiency we implemented a simulation system that allows 
user to perform series of tests, returns the average values and presents them on plots. 

The rest of work is organized as follows: Section 2 defines the problem to be 
solved. Section 3 describes the considered algorithms and their roles in optimization 
process. Section 4 shortly presents the implemented simulation system. The results of 
the research appear in Section 5. Last but not least Section 6 provides some remarks 
and conclusion.  

2. PROBLEM STATEMENT 

There is given a certain urban area (Fig. 1), that consists of links and Bus Stops 
(BSs). Lines represent links, numbers next to them represent their lengths and red 
circles symbolize Bus Stops. The beginning of the route is marked by a green rectan-
gle, but ending point (blue rectangle) represents the location of the school. It is neces-
sary to determine the most profitable constant for a certain time period route of a 
school bus to maximize profits of a bus provider. Once the route is planned the bus 
may omit some BSs which are not on this specified route.  

 

Fig. 1.  An example of an instance 

The basis for making decision on which BS should stop is the observation of statis-
tics that deliver the number of students  (pupils) waiting at a BS on a given time. 
These values are represented by a matrix, in which each row corresponds to the next 
hour in bus transit and the columns show the number of pupils on each BS (4). 
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2.1.  BASIC TERMS 

Good understanding of this problem requires an adequate mathematical descrip-
tion, similar to ones encountered in [1], [10]. This section provides such sufficient 
explanation.  

Bus Stop (BS) is a point on a map where pupils wait for a bus to school. Each BS 
has its coordinates x and y on a map. 
 
 [ ]yxBS ,=    (1) 

 

List of Potential BSs (LBS) is a collection of all BSs on a map, where LBS(N) may 
be defined by (2). 
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where: 
N – number of BSs in LBS 
 
Link (L) is an array defined by (3) that describes lengths of links between BSi and 

BSj. Some BSs may not be directly linked to others but each BS must have at least one 
link. 
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where:

 
li,j = lj,i

      

 
Pupils Statistics (P) is an array that provides the number of pupils waiting for a 

bus on each BS for a Bus on specified time. 
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where: 
K – number of transits per day 
Route (R) is a path consisting starting point, ending point and going through BSs 

chosen from LBS. A Route may contain smaller amount of BSs than LBS. 
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where: 
 

         1 if BSi is on a route R directly before BSj, i, j ∈ {1, 2, 3, …, N} 
ri, j=    
          0 otherwise  
 
Ticket Price (T) informs how much each pupil must pay for taking a bus. 
Driver's Cost (DC) equals money paid to a driver for driving one unit of a length 

of a Route. 
Bus Exploitation Cost (BC) equals expenses for fuel used by a bus after driving 

one unit of a length of a Route.   

2.2. EVALUATING FUNCTION 

The evaluating function introduced by us is called the Balance (6) interpreted as a 
daily balance – obtained after one day of work. If Q(R) is less than 0  the provider gets 
such loses, if greater than 0 the provider gets profits.  
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where: 
T – ticket price 
N – number of BSs in LBS 
K – number of transits per one day 
Moreover, to make sure that the bus will not go from starting point right to the 

destination point, we introduce a constraint. The constraint describes the minimal 
percentage number of all pupils from the statistics that should be delivered to the 
school (7). 
 



Comparative Analysis of Efficiency of Evolutionary and Meta-heuristic Algorithms...  265

 ( )RP
p

rp

N

i

K

k
ik

N

i

N

j

K

k
jiik

%

1 1
,

1 1 1
,,

%100 ≥

⋅

⋅

∑ ∑

∑ ∑ ∑

= =

= = =   (7) 

3. ALGORITHMS 

3.1.  BASIC IDEAS 

For experiment purposes we implemented four meta-heuristic algorithms as the 
main algorithms, including three known algorithms (but specially adopted) : TS – 
Tabu Search, SA – Simulated Annealing, GA – Genetic Algorithm, and the Construc-
tor (originally proposed by the authors of the work). The Route Length is calculated 
by us using Bellman-Ford algorithm. 

3.2.  SIMULATED ANNEALING 

In each iteration the solution is replaced by a new one randomly chosen from the 
neighbourhood if the new one is better. If the new solution is worse it has (100–π)% of 
chances to replace the previous one. In this particular implementation we do not have 
such thing as temperature that changes the probability of replacing solutions. Here 
probability is constant. Moreover, SA has parameter called %precision that indicates 
the minimal percentage difference value of evaluation function between two solutions. 
These are the only two differences between our SA and the one described in [9]. 

3.3.  TABU SEARCH 

Tabu Search is more complex algorithm than SA because it is searching through 
the whole neighbourhood of a solution and choosing the best one unlike SA. More-
over TS is more resistant to loops thanks to the taboo list. The best found solution may 
replace the previous one only if it differs from all the records in a taboo list more than 
a certain percentage value. The length of the taboo list is limited and when it is full, 
the old records are overwritten. 

3.4.  GENETIC ALGORITHM 

This algorithm is based on evolutionary mechanisms. The main idea is to create a 
population of a constant size and observe its evolution meanwhile registering the best 
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ones. DNA chain is represented in this situation as a single solution. All the solutions 
have a chance to hand over gens but the higher the Balance function value of the solu-
tion, the higher possibility of being picked as a parent. As the population size is con-
stant, the newborns must replace the old solutions regardless of their breeding history. 

3.5. CONSTRUCTOR 

The Constructor was invented by us – an inspiration was the idea of searching 
through a whole neighbourhood while one iteration as in TS. Moreover, we assumed 
that splitting a big instance to smaller ones, solving them separately and joining all 
together may come up with quite good results.  

At the beginning the Constructor splits the whole instance to smaller instances. 
The next step is to search through a neighbourhood of each small instance and modify 
them. After this operation, the algorithm combines in pairs small instances making 
them bigger. These operations last until the joining gives back the initial instance. 

4. SIMSULATION SYSTEM 

The application was designed, mainly in order to visualize the tested algorithms. It 
was created using Visual Studio 2008. The implementation language was C#. Figure 2 
shows a screenshot of the application window. 

At the beginning the user defines an instance of problem, next selects the 
considered algorithm and fixes its parameters. After clicking on “start simulation” 
button the application is searching for an optimal solution. 

 

 
Fig. 2. Application window 
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5. RESEARCH 

At the beginning we had to determine appropriate parameters of problem in-
stance which would give reliable results and allow us to use CO in order to be able 
to observe exact differences between used algorithm and the optimal solution. The 
second step was to find inner parameters of each algorithm such that the perform-
ance of all algorithms would be as good as possible. The last but not least phase, 
was to compare all calibrated algorithms and emerge one that gives results the clos-
est to the optimal solution. The performance indicator for algorithms is called the 
average inaccuracy (8). 

 %100Δ ⋅
−

=
Q

QQ
A

CO

ACO    (8) 

where:  
QCO – solution calculated using CO  
QA – solution calculated using selected Algorithm (TS, SA, GA, Constructor). 

5.1.  INSTANCE PARAMETERS, ALGORITHMS’ PARAMETERS 

These parameters were defined after numerous simulations. Main goal while set-
ting instance parameters was to determine ones, that would give authoritative and ob-
jective results. Algorithms’ parameters were set such that the algorithms would give 
results as good as possible. Instance parameters are presented in Table 1, algorithms’ 
parameters are shown in Table 2. 

Table 1. Instance parameters 

parameter |LBS|
instances to 

test 
test  

iterations 
K DC BC T P% 

[%] 
value 18 40 10 4 1 1 1 50 

Table 2. Inner parameters of algorithms 

SA TS GA Constructor 
parameter value parameter value parameter value parameter value 

iter 500 iter 500 iter 500 temp_l 2 
π 60 tabu_l 6 Pop_l 256 repeat 1 

prec 1 prec 1 par_l 192 repeat_p 3 

5.2.  COMPARISON – ALL ALGORITHMS 

The next part of research was to compare to CO all four other algorithms with the 
best inner parameters. Instances of parameters were the same as in previous part  
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(Table 1) apart from minimal percentage passengers served (% passengers) which is 
variable in this test. 

According to Fig. 3 the smallest inaccuracy was found for TS – from 10% to less 
than 1% for 90% passengers. The second efficiency takes GA – from 0% to less than 
20%. Third was  Constructor and the last place for SA. SA presents the biggest inac-
curacy for 10% passengers (almost 35% inaccuracy) but its performance improves 
when constraint becomes more strict – 90%  passengers.  
 

 
Fig. 3. The average inaccuracy (1) 

This test presented the performance of algorithms according to inner parameters set 
in Section 5.1 but one aspect was not taken into account: number of solutions visited 
by each algorithm during the calculation. This number is equal (9) for SA, (10) for TS, 
(11) for GA, and (12) for GA. 
 iterZ SA =  (9)  

 ( )2−⋅= LBSiterZTS  (10) 

 lPopiterZ GA _⋅=  (11) 

 ( )ltempLBSprepeatrepeatLBSZ CON _:)_1(|| ⋅+⋅⋅=     (12) 

Table 3. Number of visited solutions 

size Z SA
 Z TS

 Z GA
 Z CON

 

65536 500 8000 128000 648 
 
According to equations (9), (10), (11), (12) Table 3 presents the number of solu-

tions checked by algorithms and size is actual size of a solution space. 
This information forces to make another tests, this time setting such iterations pa-

rameter that all the algorithms would search through comparable amount of point in 
solution space as TS. The iterations parameter for algorithms are presented in Table 4 
and the results are shown in Fig. 4.  
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Table 4. Iter parameter 

SA TS GA 
iter 8000 500 32 

 
This test brings us closer to answer for the question which algorithm is the most ef-

ficient. There is no difference in Constructor’s results because there was no change in 
iteration number (this algorithm lacks such parameter). GA is below expectations 
which we could have had after previous test. SA and TS give similar results and there 
is needed one more comparison, but this time only TS and SA will be compared.  

 

 
Fig. 4. The average inaccuracy (2) 

5.3.  TS AND SA COMPARISON 

This part is supposed to emerge the algorithm which is capable of finding solutions 
closer to optimum searching through less points in solution space.  

 

 
Fig. 5. Comparison of alghoritms: TS vs SA 

Results are presented on Fig. 5. This test justifies an observation that the number 
of iterations has significant impact on the obtained results. The more iterations, the 
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better results is given by the algorithm. The main observation is that TS gives better 
results than SA regardless of the number of iterations, and the results are more 
constant and stable (inaccuracy always below 5%). 

6. CONCLUSION 

To sum up, series of performed experiments revealed that, from all implemented 
meta-heuristic algorithms – Tabu Search, Simulated Annealing, Genetic Algorith and 
Constructor – the two first give the best results. The final simulation emerged the most 
efficient algorithm: Tabu Search. 

Genetic Algorithm in this version appeared to be the worst. In comparison to result 
of TS it was far below expectations. GA needed to search through too much point in 
solution space. Constructor turned out to be not as bad as we anticipated – inaccuracy 
never reached 30% even for the most difficult constraints. Unfortunately this result 
cannot be improved in any other way but introducing somehow the iterations number 
parameter and further work on this algorithm should be focused on this aspect. 

The main goal for solving school bus problem is to provide an opportunity to every 
single pupil to reach school on time. According to this statement and research 
presented in this work, the proposed and recommended algorithm for route planning is 
Tabu Search (TS). 
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DECLARATIVE APPROACH 

In this work, we deal with the cyclic scheduling problem usually observed in the FMS producing 
multi-type parts where the AGVS plays a role of a material handling system. Finding the conditions 
guaranteeing the AGVs deadlock-free and collision-free movement policy is the aim of this work. 
The AGVs co-sharing the common parts of the transportation route while executing repetitive 
processes, i.e. being assigned to AGVs passing along machines in a cyclic way, can be modeled in 
terms of Cyclic Concurrent Process Systems (CCPS) [13]. Schedulability analysis for a given CCPS 
answers the question whether a cyclic schedule exists in the reachability space of the modeled AGVS 
system or not. The work suggests a novel approach for schedulability analysis employing the declara-
tive modeling. A reference model of constraint satisfaction cyclic scheduling problem shows that un-
schedulability can be caused by a relation among an initial state and dispatching rules selected. The 
sufficient conditions guaranteeing CCPS schedulability are discussed and the recursive approach to 
their designing is proposed. 

1. INTRODUCTION 

The Flexible Manufacturing System (FMS) [9], [12] produces multi-type parts, in 
which the Automated Guided Vehicle System (AGVS) is used as a material handling 
system. The Automated Guided Vehicles (AGVs) scheduling problem is a special case 
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of the cyclic blocking flow-shop one, where the jobs might block either the machine or 
the AGV at the processing time. A cyclic schedule [11], [17] is one in which the same 
sequence of states is repeated over and over again. A cycle in such a schedule begins 
at any state and ends when that state is encountered next. Finding the conditions gua-
ranteeing the AGVs deadlock-free and collision-free movement policy is the aim of 
this work. 

The AGVs co-sharing the parts of the transportation route and executing repetitive 
tasks assigned to the vehicles passing along machine tools in a cyclic way, can be 
modeled in terms of Cyclic Concurrent Process Systems (CCPS) [2], [3], [4], [13]. 
The existing constraints connected with the available traveling route width (not allow-
ing for vehicle passing by), the topology of travelling routes and itineraries of individ-
ual vehicles, lack of simultaneous access to the stations, etc. imply the necessity to 
investigate conditions leading to possible vehicle collisions and deadlocks [7], [16]. 
This means that the cyclic scheduling, i.e. guaranteeing the AGVs, collision-free and 
deadlock-free schedules problem belongs to the class of NP-hard problems [10].  

The existing approach to solving the problem base usually upon the simulation 
models, e.g. the Petri nets [1], [16], the algebraic models, e.g. upon the (max,+) alge-
bra [13] or the artificial intelligent methods e.g. upon the genetic algorithms [6]. In 
this context, this work constitutes some continuation of the investigations conducted in 
[2], [3], [4], [13].  

Moreover, since the cyclic scheduling of CCPS can be seen as a kind of Diophan-
tine problem [5], hence its solvability, i.e. schedulability, plays a pivotal role [8], [15]. 
Schedulability analysis for a given (CCPS) answers the question whether a cyclic 
schedule exists in the reachability space of this system or not. Therefore the problem 
considered in this work reduces itself to determination of the sufficient conditions 
ensuring the collision-free and deadlock-free execution of the concurrent cyclic 
processes. In that context, we suggest a novel approach for schedulability analysis 
employing the declarative modeling as well as the recursive approach to sufficient 
conditions designing.   

The work is organized as follows. In the next section, the reference model of the 
AGVS scheduling problem is defined. In the third section, the schedulability of AGVs 
is discussed. Sufficient conditions for CCPS deadlock avoidance are proposed. Fol-
lowing that, the cyclic steady states space and a way of precedence digraphs designing 
are described. In the fourth section, an illustrative example of AGVS redeveloping is 
shown. 

 
 
 
 



A Reference Model of AGVs Cyclic Scheduling Problems: Declarative Approach 275 

2. A REFERENCE MODEL 

2.1 AGVS MODEL  

The AGVs can be modeled in terms of a CCPS, wherein the cyclic processes (ve-
hicles) are interconnected one with another by use of the AGVS common resources. In 
Fig. 1, there is presented an illustration of the FMS with distinguished AGVS Fig. 1 
a), and its CCPS model Fig. 1 b).  

 
Fig. 1. An example of  the FMS: AGVS a), CCPS model of AGVS b) 

Three processes are considered ଵܲ, ଶܲ, and ଷܲ, that reflect operation of individual 
vehicles. The transportation route consists of six parts, treated as resources ܴଵ– ܴ଺ the 
vehicles have to pass by. For the systems of that type, it is assumed that the coopera-
tion of the processes is determined by the following constraints [13]: 
• the processes share the common resources in the mutual exclusion mode,  
• commencement of a successive process operation happens immediately after com-

pleting of the current operation provided that there is a possibility of making use of 
the successive resource requested by the given process,   

• during waiting for a busy resource, the process does not release the resource allo-
cated for execution of the previous operation,  

– the machine tool, AGV, 
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• the process in not pre-emptive, i.e. the resource may not be taken of the process 
while it is using it,    

• the processes are executed cyclically, 
• in one cycle, a process may pass via any resource once only.  
In the model of CCPS the following definitions are used [4], [13]:  
• A sequence ݌௜ ൌ  ሺ݌௜,ଵ, ,௜,ଶ݌ . . . , -௜,௟௥ሺ௜ሻሻ specify the route of the process ௜ܲ, its com݌

ponents define the numbers of the resources used in course of process operations 
execution, where: ݌௜,௝ א ܴ (set of resources: ܴ ൌ ሼܴଵ, ܴଶ, . . . , ܴ௠ሽ), in the rest of 
the work the ݆-th operation executed on the resource ݌௜,௝ along the process ௜ܲ is de-
noted as follows ݋௜,௝; ݈ݎሺ݅ሻ – denotes a length of cyclic process route. 

௜,௝ሺ݇ሻݔ • א Գ the moment operation ݋௜,௝ starts its execution in the ݇-th cycle.    
• ௜ܶ  ൌ  ሺݐ௜,ଵ, ,௜,ଶݐ . . . ,  ௜,௝ denotes the time of execution of the ݆-th operation by the ݅-the process. For theݐ  ௜,௟௥ሺ௜ሻሻ specifies the operations time in the ݅-th process, whereݐ

sake of simplicity let as assume the all operation times are the same equal to the 1 
unit of time. 

߆ • ൌ ሼߪଵ, ,ଶߪ . . . , ௜ߪ ௠ሽ the set of the priority dispatching rules, whereߪ  ൌ  ሺݏ௜,ଵ,. . . ,  ௜,௟௣ሺ௜ሻሻ – is the sequence, the components of which determine the order processݏ
can execute on the ݅-th resource, ݏ௜,௝ א ܲ (set of processes: ܲ ൌ ሼ ଵܲ, ଶܲ, . . . , ௡ܲሽ).  

In that context a CCPS can be defined as the following quadruple [4]:  

ܥܵ  ൌ ሺܴ, ,ߎ ܶ,  ሻ (1)߆

where:  ܴ ൌ ሼܴଵ, ܴଶ, . . . , ܴ௠ሽ – the set of resources,  ߎ ൌ ሼ݌ଵ, ,ଶ݌ . . . , ܶ ,௡ሽ – the set of process routes݌ ൌ ሼ ଵܶ, . . . , ௡ܶሽ – the set of process operations times, ߆ ൌ ሼߪଵ, ,ଶߪ . . . ,   .௠ሽ – the set of dispatching priority rulesߪ
The model considered (1) specifies parameters characterizing the CCPS’s structure. 

In that context the main question concerns of CCPS cyclic behavior and a way this 
behavior depends on direction of local process routes ߎ as well as on priority rules ߆, 
and a set of initial states, i.e. initial processes allocation to the system resources. As-
suming such a cyclic steady state the next question regarding of its periodicity evalua-
tion plays a pivotal role. 

  
2.2. CSP-DRIVEN CYCLIC SCHEDULING  

Since parameters describing the CCPS are usually discrete, and linking them rela-
tions can be seen as constraints, hence related to them cyclic scheduling problems can 
be presented in the form of the Constraint Satisfaction Problem (CSP) [2], [14]. More 
formally, CSP is a framework for solving combinatorial problems specified by pairs: 
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(a set of variables and associated domains, a set of constraints restricting the possible 
combinations of the variable values). In this context, the CSP is defined as follows: 

ൌ ܵܥ   ሺሺܸ, ,ሻܦ  ሻ  (2)ܥ

where:  ܸ ൌ  ሼݒଵ, ,ଶݒ … , ൌ ܦ  ,௟௩ሽ – a finite set of discrete decision  variablesݒ  ሼܦ௜ ௜ܦ |  ൌ  ሼ݀௜,ଵ, ݀௜,ଶ, … , ݀௜,௟ௗሽ, ݅ ൌ  1, … , ൌ ܥ ,ሽ – a family of finite domainsݒ݈  ሼܥ௜ | ݅ ൌ  1, … , ݈ሽ – a finite set of constraints limiting the domains of vari-
ables. 

The solution to the ܵܥ is a vector ൫݀ଵ,௜ , ݀ଶ,௞, … , ݀௡,௝൯ coordinates of which satisfy 
each constraint of the set ܥ. The inference engine consists of the following two com-
ponents: constraint propagation and variable distribution [14].  

In the considered case of CCPS the relevant CSP can be stated as follows [14]:  

ൌ ܵܥ   ሺሺሼܴ, ,ߎ ܶ, ,߆ ܺ, ܶܿሽ, ሼܦோ, ,௽ܦ ,்ܦ ,௵ܦ ,௑ܦ ,௖ሽሻ்ܦ  ሻ (3)ܥ

where: 
• ܴ, ,ߎ ܶ, ܺ are the decision variables see (1), and߆ ൌ ሼ ଵܺ, ܺଶ, … , ܺ௡ሽ is the set of 

sequences of  ௜ܺ ൌ  ሺݔ௜,ଵ, ,௜,ଶݔ . . . ,  ௜,௟௥ሺ௜ሻሻ, and  ܶܿ is the CCPS periodicity. Eachݔ
variable ݔ௜,୨ enables to determine the moment of ݋௜,௝ beginning in any (the ݇-th) 
cycle:  ݔ௜,୨ሺ݇ሻ ൌ ௜,୨ݔ ൅ ݇ · ܶܿ. 

• the following domains of decision variables are considered: ܦோ– the set of resources, ܦ௽–the family of sets of admissible routings,  ்ܦ–the family of sets of admissible operation times,  ܦ௵– the family of sets of admissible dispatching priority rules, ܦ௑–the family of sets of admissible coordinate values  ௜ܺ, ݔ௜,୨ א Ժ, ்ܦ௖– the sets of admissible values of variables ܶܿ,  
• constraints are specified as follows:  ݔ௜,ଵ ൌ ௜,௟௥ሺ௜ሻݔ൛൫ݔܽ݉ ൅ ௜,௟௥ሺ௜ሻݐ െ ܶܿ൯, ൫ݔఈሺ௜,ଵሻ ൅ 1 ൅ ,ሺ݅ߚ 1ሻ൯ൟ, ݅ ൌ 1, . . , ௜,௝ݔ ;݊ ൌ ௜,ሺ௝ିଵሻݔ൛൫ݔܽ݉ ൅ ,௜,ሺ௝ିଵሻ൯ݐ ൫ݔఈሺ௜,௝ሻ ൅ 1 ൅ ,ሺ݅ߚ 1ሻ൯ൟ, ݅ ൌ 1, . . , ݊;  ݆ ൌ2, … ,  ;ሺ݅ሻݎ݈

where: ߙሺ݅, ݆ሻ ൌ  ቐ ሺ݅, ݆ െ 1ሻ if ݋௜,௝ executes on unshared resourceሺܽ, ܾ ൅ 1ሻ if ݋௔,௕ executes on shared resource  before  ݋௜,௝  
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,ሺ݅ߚ ݆ሻ ൌ ۔ۖەۖ
–              ሺ௜,௝ሻ݋   ఈሺ௜,௝ሻexecutes in the same cycle as݋ if   0   ۓ ܶܿ if ݋ఈሺ௜,௝ሻ has been executed in the cycle preceding      the cycle of ݋ሺ௜,௝ሻ execution         ܶܿ if ݋ఈሺ௜,௝ሻ is executed in the cycle  cuceeding the        cycle of ݋ሺ௜,௝ሻ execution                  

 
Solution to the problem (2) aimed at determination of ܺ sequences’ values guaran-

teeing CCPS cyclic behaviour while following the set of constraints ܥ is of primary 
importance. The conditions sufficient for collision-free and deadlock-free processes 
execution (deadlock-freeness for any ݇-th cycle) are presented in  [3].  

Because the CCPS model consists of a set of local cyclic processes, the considered 
CS problem can be stated in a reference structure shown in Fig. 2. The reference 
model allows to consider the CCPS designing process as recurrent designing of con-
straints linking elementary problems ܥ ଵܵ, ܵܥଶ and ܵܥଷ.   

 

 
Fig. 2. The CSP reference model following CCPS from Fig. 1 

2.3. PROBLEM STATEMENT  

Consider a CCPS specified by a given set of dispatching rules and initial processes 
allocation. The main question concerns of CCPS periodicity. In case it behaves peri-
odically the next question regards of the CCPS’s period. Other questions regard of 
admissible initial processes allocation (i.e. the possible AGV dockings), the dispatch-
ing rules guaranteeing a given CCPS periodicity while preserving assumed frequency 
of local processes execution within a global period Tc. In general, besides of straight 
problem formulation the reverse ones can be considered, e.g. Does there exist the 
CCPS’s structure such that an assumed steady cyclic state can be achieved?  

 
 
 
 

ܥଶଵܵܥࡿ࡯ ଵܵ ܵܥଶ ଶଵܥ ଷܵܥ ଷଶଵܥ
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3. AGVS SCHEDULABILITY 

3.1. STATE SPACE  

Consider the ݇-th state ܵ௞ (4) composed of the sequence of processes allocation ܣ௞, the sequence of semaphores (encompassing the rights of process’s access to  
a resource)  ܼ௞, and the sequence of semaphore indices ܳ௞:    

 ܵ௞ ൌ ሺܣ௞, ܼ௞, ܳ௞ሻ (4) 

where: 
௞ܣ • ൌ  ൫ܽଵ௞, ܽଶ௞, … , ܽ௠௞൯ െ the processes allocation (݉ – a number of CCPS’s 

resources). ܽ௜௞ א ܲ ׫ ሼ∆ሽ  means the process allotted to the ݅-th resource ܴ௜ in the ݇-th state, ܽ௜௞ ൌ ௚ܲ means, the ݅-th resource ܴ௜ is occupied by the process ௚ܲ, and ܽ௜௞ ൌ ∆ – the ݅–th resource ܴ௜ is unoccupied; ܲ ൌ ሼ ଵܲ, ଶܲ, … , ௡ܲሽ – the set of proc-
esses. In the case considered (see Fig. 1) the processes allocation is specified by the 
sequence: ܣ଴ ൌ ሺ ଷܲ, ∆, ଶܲ, ∆, ∆, ଵܲሻ. 

• ܼ௞ ൌ ൫ݖଵ௞, ,ଶ௞ݖ … , ௠௞൯ݖ െ the sequence of semaphores corresponding to the ݇-th 
state, where ݖ௜௞ א ܲ means the name of the process (specified in the ݅-th dispatch-
ing rule ߪ௜, allocated to the ݅-th resource) allowed to occupy the ݅-th resource ܴ௜. 
For instance ݖ௜௞ ൌ ௚ܲ means that at the moment the process ௚ܲ is allowed to oc-
cupy the ݅-th resource ܴ௜. For the CCPS from Fig. 1 the sequence of semaphores 
has the following form: ܼ଴ ൌ ሺ ଷܲ, ଶܲ, ଶܲ, ଶܲ, ଷܲ, ଵܲሻ. 

• ܳ௞ ൌ ൫ݍଵ௞, ,ଶ௞ݍ … ,  ௠௞൯ െ the sequence of semaphore indices corresponding toݍ
the ݇-th state, where ݍ௜௞ means the position of the semaphore ݖ௜௞ in the priority 
dispatching rule ߪ௜: ݖ௜௞ ൌ ௜௞ݍ ,௜ߪ൫௤೔ೖ൯݀ݎܿ א  Գ (ܿ݀ݎ௜ܦ ൌ  ݀௜, for ܦ ൌሺ݀ଵ, … , ݀௜, … , ݀௪ሻ . For instance, ݍଶ௞ = 2 means the value of semaphore ݖଶ௞ which 
is placed at the 2nd position in the priority dispatching rule ߪଶ. For the CCPS from 
Fig. 1 the sequence of semaphores ܼ has the following form: ܳ଴ ൌ ሺ1,1,1,1,1,1ሻ. 
The state ࢑ࡿ is feasible only if for any of its co-ordinate ܽ௜௞ the following condi-

tions hold:  

ሼଵ,ଶ,…,௠ሽאሼଵ,ଶ,…,௡ሽ∃!௝א௜׊  ൫ ௜ܲ ൌ  ௞൯ (5)ܣ௝݀ݎܿ
௞ܣ ௜݀ݎሼଵ,ଶ,…,௠ሽ൫ܿא௜׊  א ܲ∪ሼ∆ሽ൯. (6) 

The set of all feasible states is called a state space ॺ, i.e., ܵ௞ א ॺ. Consider two fea-
sible states ܵ௞ and ܵ௟:  
  ܵ௞ ൌ ሺ൫ܽଵ௞, ܽଶ௞, … , ܽ௠௞൯, ൫ݖଵ௞, ,ଶ௞ݖ … , ,௠௞൯ݖ ൫ݍଵ௞, ,ଶ௞ݍ … ,  ௠௞൯ሻ, (7)ݍ
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  ܵ௟ ൌ ሺ൫ܽଵ௟, ܽଶ௟, … , ܽ௠௟൯, ൫ݖଵ௟, ,ଶ௟ݖ … , ,௠௟൯ݖ ൫ݍଵ௟, ,ଶ௟ݍ … ,  ௠௟൯ሻ. (8)ݍ

The state ࢒ࡿ is directly reachable from the state ࢑ࡿ if the following conditions hold:  ׊௜אሼଵ,ଶ,…,௠ሽ׊௝אሼଵ,ଶ.,,,.௡ሽ ቂ൫ܽ௜௞ ൌ ∆൯ ר ሺܽఉ೔ሺ௉ೕሻ௞ ൌ ௜௞ሻݖ ֜ ൫ܽ௜௟ ൌ ሼଵ,ଶ.,,,.௡ሽא௝׊ሼଵ,ଶ,…,௠ሽא௜׊ ௜௞൯ቃ,  (9)ݖ ቂ൫ܽ௜௞ ൌ ∆൯ ר ሺܽఉ೔ሺ௉ೕሻ௞ ് ௜௞ሻݖ ֜ ൫ܽ௜௟ ് ௝ܲ൯ቃ,  (10) ׊௜אሼଵ,ଶ,…,௠ሽ ቂ൫ܽ௜௞ ൌ ∆൯ ֜ ൣ൫ݖ௜௟ ൌ ௜௞൯ݖ ר ൫ݍ௜௟ ൌ ሼଵ,ଶ,…,௠ሽሾ൫ܽ௜௞א௜׊ ௜௞൯൧ቃ     (11)ݍ ് ∆൯ ר ൫ܽ௜௟ ് ∆൯ ֜ ሾ൫ݖ௜௟ ൌ ௜௞൯ݖ ר ൫ܽ௜௟ ൌ ܽ௜௞൯ ר ൫ݍ௜௟ ൌ ሼଵ,ଶ,…,௠ሽא௜׊ ௜௞൯ሿሿ, (12)ݍ ൤൫ܽ௜௞ ് ∆൯ ר ሺܽ௜௟ ൌ ∆ሻ ֜ ሾሺݖ௜௟ ൌ ௜ሻߪ൫௤೔೗൯݀ݎܿ ר ሺݍ௜௟ ൌ ሼଵ,ଶ,…,௠ሽא௜׊ ௜௞൯ሻሿ൨, (13)ݍ௜൫ߛ ቂ൫ܽ௜௞ ് ∆൯ ר ሺݖఈ೔ሺ௔೔ೖሻ௞ ൌ ܽ௜௞ሻ ֜ ሺܽఈ೔ሺ௔೔ೖሻ௟ ൌ ܽ௜௞ሻ ר ൫ܽ௜௟ ൌ ∆൯ቃ, (14)  ׊௜אሼଵ,ଶ,…,௠ሽ ൤൫ܽ௜௞ ് ∆൯ ר ሺݖఈ೔ሺ௔೔ೖሻ௞ ് ܽ௜௞ሻ ֜ ൣ൫ܽ௜௟ ൌ ܽ௜௞൯ ר ൫ݍ௜௟ ൌ  ௜௞൯൧൨, (15)ݍ

where: ݉ – a number of resources, ݊ – a number of processes, ߚ௜ሺ ௝ܲሻ – the index of resource directly proceeding the resource ܴ௜, in the ݆-th proc-
ess route ݌௝,ߚ௜ሺ ௝ܲሻ א ሼ1,2, … , ݉ሽ, ߙ௜ሺ ௝ܲሻ –the index of resource directly succeeding the resource ܴ௜, in the ݆-th proc-
ess route ݌௝,ߙ௜ሺ ௝ܲሻ א ሼ1,2, … , ݉ሽ, ߛ௜൫ݍ௜௞൯ – the function defined by (16):  

௜ሺܽሻߛ  ൌ ൜ܽ ൅ 1 1 ܽ ݎ݋݂  ൏ ܽ ݎ݋݂ ሺ݅ሻ݌݈ ൌ ሺ݅ሻ݌݈  (16) 

where: ݈݌ሺ݅ሻ – the number of processes dispatched by the rule ߪ௜. 
Consider the CCPS and its state space ॺ (the set of all feasible states defined by 

(4)). The set ܵܿ ൌ ሼܵ௔, ܵ௕,  ܵ௖, … ,  ܵௗሽ, ܵܿ ؿ ॺ is called a cyclic steady state generated 
by an initial state ܵ௔∈ ॺ if the following condition holds:  

 ܵ௔   ՜  ܵ௕   ՜ ܵ௖   ՜ …   ՜ ܵௗ   ՜  ܵ௔ (17) 

where: ܵ௔   ՜  ܵ௕ – the transition defined by (9)–(15).   
In other words a cyclic steady state consists of such a set of states in which starting 

from any distinguished state it is possible to reach the rest of states and finally reach 
this distinguished state again. Each cyclic steady state is determined by so called pe-
riod of cyclic steady state ܶܿ.  
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A cyclic steady state period ܶܿ is defined in the following way: ܶܿ ൌ ԡܵܿԡ. Of 
course, for any ܵ௞ א ܵܿ the following property holds ܵ௞  ்௖ିଵሱۛ ሮۛ  ܵ௞. 

Therefore, searching for a cyclic steady state ܵܿ in a given CCPS can be seen as a 
reachability problem where for an assumed initial state ܵ଴ the state ܵ௞, such that fol-

lowing transitions ܵ଴  ௜ ՜ ܵ௞  ்௖ିଵ ሱۛ ۛሮ  ܵ௞ holds, is sought. 
Note that cyclic steady state behavior of the CCPS (ܵܵܤCCPS for short) follows 

from assumption that the quadruple (1) has been extended by an initial state ܵ଴ א ܵܿ 
and the state transition function ߜ. So, in general case one may consider the cyclic 
steady state space defined as sixtuple, where ܵܵ consists of states belonging to a cyclic 
steady state (ܵܿ א ܵܵ).  

CCPSܤܵܵ  ൌ ሺߎ, ܶ, ܴ, ,߆ ܵܵ, δሻ (18) 

The graphical illustration of the state space following assumption from Fig. 1 is 
shown in Fig. 3. There are two cyclic steady states periodicity of which are equal to 5 
(ܵܿଵ) and 7 (ܵܿଶ), respectively.  

 

 
Fig. 3. The state space of the CCPS from Fig. 1, following dispatching rules: σଵ  ൌ  ሺ ଶܲ, ଷܲሻ,  σଷ  ൌ  ሺ ଶܲ, ଵܲሻ, σହ  ൌ  ሺ ଷܲ, ଵܲሻ and assumption limiting the all operation times to the same equal 

to 1 unit of time 

3.2. OPERATIONS PRECEDENCE DIGRAPH  

Let us consider the operations precedence digraph associated to the cyclic steady 
state ܵܿଵ (see Fig. 3) shown in Fig. 4. States from the cyclic steady state Fig. 4 a) 
 

ܵ଴
ܵଵ ܵଶ

ܵସܵଷܵܿଵ
The deadlock state 

The initial state leading 
to the deadlock

The initial state leading to the 
cyclic steady state 

The state (ܵଶ) of the 
cyclic steady state

ܵܿଶ 
The transition: ܵସ ՜ ܵ଴ 
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correspond to the stages of prisms in operations precedence digraph (see Fig. 4 b)). 
Prisms about the triangular basis correspond to particular local cyclic processes ௜ܲ, 
and linking them arcs correspond to particular moments ݔ௜,௝ of operations ݋௜௝ begin-
ning. In the case considered there are following potential initial states: 

…   ՜ ܵ଴   ՜  ܵଵ   ՜ ܵଶ   ՜ ܵଷ    ՜ ܵସ   ՜  ܵ଴   ՜ … 

corresponding to operations:  

…   ՜ ൫݋ଵ,ସ, ଶ,ଷ൯݋   ՜  ሺ݋ଶ,ଵ, ଷ,ହሻ݋   ՜ ሺ݋ଵ,ଷ, ଶ,ଶሻ݋   ՜ ሺ݋ଷ,ଵሻ    ՜ ሺ݋ଵ,ହ, ଷ,଺ሻ݋   ՜ …  
Each operation is repeated within the same period equal to 5 units of time.  
 

 

Fig. 4. The cyclic  steady state of the CCPS  following dispaching rules: σଵ  ൌ  ሺ ଶܲ, ଷܲሻ,  σଷ  ൌ  ሺ ଶܲ, ଵܲሻ, σହ  ൌ  ሺ ଷܲ, ଵܲሻ a), the operations precedence digraph associated with ܵܿଵ b) 
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Fig. 5. The CCPS following dispaching rules: σଵ  ൌ  ሺ ଷܲ, ଶܲሻ, σଷ  ൌ  ሺ ଶܲ, ଵܲሻ,  σହ  ൌ  ሺ ଵܲ, ଷܲሻ and the initial state ܵ଴ a),  the operations precedence digraph corresponding to 

a deadlock state occurrence b) 

3.3. DEDALOCK AVOIDANCE CONSTRAINTS 

Let us note that arcs within the period ܶܿ zone, and distinguished by double line 
arcs create contours.  

It can be proved, in case the one of the contours become a cycle, e.g., ݔଶ,ଶ, ݔଵ,ଶ, ݔଵ,ଷ, ݔଵ,ଵ, ݔଷ,ଶ (see Fig. 5b) the relevant initial state, e.g., ܵ଴, leads to a deadlock [2].  
That follows from the set of contradictory conditions (i.e., the set of constraints of (3) ܵܥ) below: ݔଵ,ଵ ൌ max ሼݔଵ,ଷ ൅ 1 െ ܶܿ; ଵ,ଷݔ ൅ 1 െ ܶܿሽ, ݔଵ,ଶ ൌ max ሼݔଵ,ଵ ൅ ଶ,ଵݔ ;1 ൅ 1ሽ, ݔଵ,ଷ ൌ max ሼݔଵ,ଶ ൅ ଷ,ଵݔ ;1 ൅ 1ሽ, ݔଶ,ଵ ൌ max ሼݔଶ,ଷ ൅ 1 െ ଵ,ଷݔ ;ܿܶ ൅ 1 െ ܶܿሽ, ݔଶ,ଶ ൌ max ሼݔଶ,ଵ ൅ 1; ଷ,ଶݔ ൅ 1 െ ܶܿሽ, ݔଶ,ଷ ൌ max ሼݔଶ,ଶ ൅ 1; ଶ,ଶݔ ൅ 1ሽ ݔଷ,ଵ ൌ max ሼݔଷ,ଶ ൅ 1 െ ܶܿ; ଷ,ଶݔ ൅ 1 െ ܶܿሽ, ݔଷ,ଶ ൌ max ሼݔଷ,ଷ ൅ ଵ,଺ݔ ;1 ൅ 1 ൅ ܶܿሽ ݔଷ,ଷ ൌ max ሼݔଶ,ଷ ൅ 1 െ ଷ,ଵݔ ;ܿܶ ൅ 1ሽ 
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4. ILLUSTRATIVE EXAMPLE 

4.1. AGVS REDEVELOPING  

There is a given FMS of the structure depicted in the Fig. 1. Consider two proc-
esses ଵܲ, ଶܲ, corresponding to two AGVs. The relevant AGVS12 is modeled by CCPS 
shown in Fig. 6 a). The relevant CSP (3) has the following form:  

ܥ  ଵܵଶ  ൌ  ሺሺሼܴ, ,ߎ ܶ, ,߆ ܺଵଶ, ܶܿሽ, ሼܦோ, ,௽ܦ ,்ܦ ,௵ܦ ,௑ሽሻܦ  ଵଶሻܥ

where: 
• decision variables ଵܺଶ are following: 

ଵܺଶ ൌ ሼ ଵܺ, ܺଶሽ,   ଵܺ ൌ  ሺݔଵ,ଵ, ,ଵ,ଶݔ ,ଵ,ଷݔ ሻ, ܺଶ ൌ  ሺݔଶ,ଵ, ,ଶ,ଶݔ  ଶ,ଷሻݔ

• the set of constraints ܥଵଶ consists:   

ଵ,ଵݔ ൌ maxሼ ݔଵ,ଷ ൅ 1 െ ܶܿ; ଵ,ଷݔ  ൅ 1 െ ܶܿሽ, ݔଵ,ଶ ൌ max ሼݔଵ,ଵ ൅ ଶ,ଶݔ ;1 ൅ 1ሽ ݔଵ,ଷ ൌ max ሼݔଵ,ଶ ൅ ଵ,ଶݔ ;1 ൅ 1ሽ, ݔଶ,ଵ ൌ max ሼݔଶ,ଷ ൅ 1 െ ଵ,ଷݔ ;ܿܶ ൅ 1 െ ܶܿሽ ݔଶ,ଶ ൌ max ሼݔଶ,ଵ ൅ 1; ଶ,ଵݔ ൅ 1ሽ, ݔଶ,ଷ ൌ maxሼݔଶ,ଶ ൅ ଶ,ଶݔ ;1 ൅ 1ሽ 

Assume the AGVS12 considered has to be modernized by adding extra AGV, i.e. 
AGVS3 (see Fig. 6 b). 

ଷܵܥ   ൌ  ሺሺሼܴ, ,ߎ ܶ, ,߆ ܺଷ, ܶܿሽ, ሼܦோ, ,௽ܦ ,்ܦ ,௵ܦ ,௑ሽሻܦ  ଷሻܥ

where: 
• decision variables ଵܺଶ are following: 

ܺଷ ൌ  ሺݔଷ,ଵ, ,ଷ,ଶݔ  ଷ,ଷሻݔ

• set of constraints ܥଷ 

ଷ,ଵݔ ൌ maxሼݔଷ,ଷ ൅ 1 െ ܶܿ; ଷ,ଷݔ ൅ 1 െ ܶܿሽ, ݔଷ,ଶ ൌ max ሼݔଷ,ଵ ൅ ଷ,ଵݔ ;1 ൅ 1ሽ 
ଷ,ଷݔ  ൌ max ሼݔଷ,ଶ ൅ ଷ,ଶݔ ;1 ൅ 1ሽ 
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The AGVS12 and AGVS3 have to be connected by common shared resources ܴଵ, 
and ܴହ. Let us assume the following priority dispatching rules: σଵ  ൌ  ሺ ଶܲ, ଷܲሻ,  σହ  ൌ ሺ ଵܲ, ଷܲሻ.  The question regards of the resultant (see Fig. 6c)) AGVS’s periodicity.  

 
Fig. 6. An illustration of CCPS redeveloping: components a) b), the final structure c)  

 
4.2. AGVS DOCKING PLACES SELECTION 

The process of considered AGVS redeveloping can be illustrated using component 
operations precedence digraphs (see Fig. 7 a) b)) and the resultant operations prece-
dence digraph shown in Fig. 7 c).  

ൌ ܵܥ  ൫ሺሼܴ, ,ߎ ܶ, ,߆ ܺ, ܶܿሽ, ሼܦோ, ,௽ܦ ,்ܦ ,௵ܦ ,௑ሽሻܦ  ,൯ܥ

where: ܺ ൌ ଵܺଶ ׫  ܺଷ – the set of  decision variables  following constraints:  

ଵ,ଵݔ ൌ maxሼ ݔଵ,ଷ ൅ 1 െ ܶܿ; ଵ,ଷݔ  ൅ 1 െ ܶܿሽ, ݔଵ,ଶ ൌ max ሼݔଵ,ଵ ൅ ଶ,ଶݔ ;1 ൅ 1ሽ, ݔଵ,ଷ ൌ max ሼݔଵ,ଶ ൅ ଷ,ଷݔ ;1 ൅ 1ሽ, ݔଶ,ଵ ൌ max ሼݔଶ,ଷ ൅ 1 െ ଵ,ଷݔ ;ܿܶ ൅ 1 െ ܶܿሽ ݔଶ,ଶ ൌ max ሼݔଶ,ଵ ൅ 1; ଷ,ଵݔ ൅ 1 െ ܶܿሽ, ݔଶ,ଷ ൌ maxሼݔଶ,ଶ ൅ ଶ,ଶݔ ;1 ൅ 1ሽ ݔଷ,ଵ ൌ maxሼݔଷ,ଷ ൅ 1 െ ܶܿ; ଷ,ଷݔ ൅ 1 െ ܶܿሽ, ݔଷ,ଶ ൌ max ሼݔଷ,ଵ ൅ ଵ,ଵݔ ;1 ൅ 1ሽ 
ଷ,ଷݔ  ൌ max ሼݔଶ,ଷ ൅ ଷ,ଶݔ ;1 ൅ 1ሽ 

Let us note that introduced newly obtained constraints ݔଵ,ଷ, ,ଶ,ଶݔ  ,ଷ,ଶݔ  -ଷ,ଷ are reݔ
cursive representation of the previous ones. The modernized AGVS is deadlock-free 
and its periodicity is equal to 7.  

The possible initial states of CCPS model, i.e. AGVs docking places, being the so-
lution of the ܵܥ problem (where: ଵܺ ൌ ሺ0, 5, 6ሻ, ܺଶ ൌ ሺ0, 4, 5ሻ, ܺଷ ൌ ሺ3, 8, 9ሻ ) con-
sidered are provided by the following subsets: 

 

ଵܲ ܴ଺: ଵܲ

ܴଷ: ଶܲ ሺ ଶܲ, ଵܲሻ 
ܴଶ: Δ 

ଶܲ ܴଵ: Δ 

ܴହ: Δ
ܴ଺:  ଷܲ

ଵܲ

ଷܲ ܴଵ: Δ ? 
ܴହ: Δ ? 

ܴସ:  ଵܲ 

ܴଷ: ଶܲ ሺ ଶܲ, ଵܲሻ
ܴଶ: Δ ଶܴܲଵ: ଷܲଷܲ ܴଵ: Δ 

ܴହ: Δ

a) c)b)
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Fig. 7. An illustration of CCPS redeveloping: component operations precedence digraphs a) and b), 

the final structure of the operations precedence digraph c) 

 ܵ଴:             ܴଵ, ܴଶ, ܴଷ, ܴସ, ܴହ, ܴ଺ܣ଴ ൌ ሺ∆, ∆, ଶܲ, ଵܲ, ∆, ଷܲሻܼ଴ ൌ ሺ ଷܲ, ଶܲ, ଶܲ, ଵܲ, ଷܲ, ଷܲሻܳ଴ ൌ ሺ2, 1, 1, 1, 2, 1ሻ
 ܵଵ:ܣଵ ൌ ሺ∆, ∆, ଶܲ, ଵܲ, ଷܲ, ∆ሻ        ܼଵ ൌ ሺ ଷܲ, ଶܲ, ଶܲ, ଵܲ, ଷܲ, ଷܲሻ   ܳଵ ൌ ሺ2, 1, 1, 1, 2, 1ሻ ܵଶ:  ܣଶ ൌ ሺ ଷܲ, ∆, ଶܲ, ଵܲ, ∆, ∆ሻܼଶ ൌ ሺ ଷܲ, ଶܲ, ଶܲ, ଵܲ, ଵܲ, ଷܲሻܳଶ ൌ ሺ2, 1, 1, 1, 1, 1ሻ

ܵଷ: ଷܣ ൌ ሺ∆, ∆, ଶܲ, ଵܲ, ∆, ଷܲሻܼଷ ൌ ሺ ଶܲ, ଶܲ, ଶܲ, ଵܲ, ଵܲ, ଷܲሻܳଷ ൌ ሺ1, 1, 1, 1, 1, 1ሻ
ܵସ:ܣସ ൌ ሺ ଶܲ, ∆, ∆, ଵܲ, ∆, ଷܲሻ ܼସ ൌ ሺ ଶܲ, ଶܲ, ଵܲ, ଵܲ, ଵܲ, ଷܲሻ ܳସ ൌ ሺ1, 1, 2, 1, 1, 1ሻ ܵହ:  ܣହ ൌ ሺ∆, ଶܲ, ଵܲ, ∆, ∆, ଷܲሻܼହ ൌ ሺ ଷܲ, ଶܲ, ଵܲ, ଵܲ, ଵܲ, ଷܲሻܳହ ൌ ሺ2, 1, 2, 1, 1, 1ሻ

ܵ଺:ܣ଺ ൌ ሺ∆, ଶܲ, ∆, ∆, ଵܲ, ଷܲሻ ܼ଺ ൌ ሺ ଷܲ, ଶܲ, ଶܲ, ଵܲ, ଵܲ, ଷܲሻܳ଺ ൌ ሺ2, 1, 1, 1, 1, 1ሻ
 

 

ଵܲ

ଵ,ଵݔ

ଵ,ଶݔ
ଵ,ଷݔ

 ଶ,ଵݔ
 ଶ,ଶݔ

 ଶ,ଷݔ
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-1 
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σଵ ൌ ሺ ଶܲ, ଷܲሻ
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Zasób ܴ଺ jest elementem 
podzbioru potencjalnych 
miejsc dokowania wózków 
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5. CONCLUDING REMARKS  

CCSP that can be seen as a model of AGVS lead to two fundamental questions: 
Does there exist a control procedure (i.e. a set of dispatching rules and an initial state) 
enabling to guarantee an assumed steady cyclic state (e.g. following requirements 
caused by AGVS at hand) subject to AGVS’s structure constraints? Does there exist 
the AGVS’s structure such that an assumed steady cyclic state (e.g. following re-
quirements caused by AGVS at hand) can be achieved? Response to these questions 
determines our further works.  

We believe that this approach leads to solutions based on sufficient conditions that 
allow the designer to compose elementary systems in such a way as to obtain the final 
AGVS scheduling system with required quantitative and qualitative behavior features. 
So, we are looking for a method allowing one to replace the exhaustive search for the 
admissible control by a step-by-step structural design guaranteeing the required sys-
tem behavior. 
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Multiprocessing computer system,  
programs scheduling, resources allocation  

Zbigniew BUCHALSKI* 

SCHEDULING SETS OF PROGRAMS AND MEMORY 
PAGES ALLOCATION IN MULTIPROCESSING 

COMPUTER SYSTEM 

The aim of the work is present results of research on the problem of time-optimal programs sche-
duling and primary memory pages allocation in computer system consisting of a group of parallel 
processors for special type of programs processing time function. We consider an multiprocessing 
computer system consisting of m parallel processors, common primary memory and external mem-
ory. The primary memory contains N pages of identical capacity. This system can execute n inde-
pendent programs. Because our problem belongs to the class of NP-complete problems we propose an 
heuristic algorithm to minimize schedule length criterion, which employs some problem properties. 
Some results of executed computational experiments for basis of this heuristic solution procedure are 
presented. 

1. INTRODUCTION 

In last years the time-optimal problems of tasks scheduling and resources allocation 
are intensive developing [4, 6, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. Scheduling 
problems can be understood very broadly as the problem of the allocation of resources 
over time to perform a set of tasks. By resources we understand arbitrary means tasks 
compete for. They can be of a very different nature, e.g. energy, tools, money, manpow-
er. Tasks can have a variety of interpretation starting from machining parts in manufac-
turing systems up to processing information in computer systems. The further develop-
ment of the research has been connected with applications, among other things in 
multiprocessing computer systems [1, 2, 3, 5, 7, 20]. 

 __________  
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In multiprocessing computer systems is usually used common primary memory with 
limited capacity and external memory. The external memory has significantly longer 
access time and this is why minimization of the number of demands to the external 
memory during programs processing is necessary. 

In this work the problem optimization of programs scheduling and optimal allocation 
of primary memory pages to the processors are considered. We propose an heuristic 
algorithm for solving of a optimization problem. In the second section formulation of 
optimization problem is presented. In the third section an heuristic algorithm is given and 
in the fourth section several experimental results on the base this heuristic algorithm are 
presented. Last section contains final remarks. 

2. FORMULATION OF OPTIMIZATION PROBLEM 

We consider an multiprocessing computer system (as shown in Fig.1) containing m 
processors, common primary memory and external memory. This system can execute n 
independent programs.  
 

 
Fig. 1. Multiprocessing computer system 

This system can execute n independent programs. We assume about this system, that 
it is paged virtual memory system and that: 

• the primary memory contains N pages of identical capacity, 
• each the processor has access to every one of N primary memory pages and may 

execute every one of n programs, 
• the external memory contains Nz pages (the external memory pages capacity is 

equal to the primary memory pages capacity), NNz > , 
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• during execution of all n programs, the number of uk primary memory pages is al-

located to the k-th processor; Nu
m

k
k ≤∑

=1

. Each processor may use only allocated 

to him the primary memory pages. 
Let },...,2,1{ nJ =  be the set of programs, },...,2,1{ NU = − set of primary memory 

pages,  P denotes the set of processors },...,2,1{ mP = . Processing time of i-th program 
on k-th processor is given by following function: 

 ,,1,,),( JimkUu
u
bakuT k

k

ik
ikki ∈≤≤∈+=  (1) 

where aik > 0, bik > 0 − parameters characterized  i-th  program and  k-th  processor. 
This programs scheduling and primary memory pages allocation problem in multi 

processing computer system can be formulated as follows: find scheduling of n indepen-
dent programs on the m processors running parallel and partitioning of N primary memo-
ry pages among m processors, that schedule length criterion is minimized.  

Let mk JJJJ ,...,,...,, 21  be defined as subsets of programs, which are processing on the 
processors 1, 2,..., k,..., m. The problem is to find such subsets mk JJJJ ,...,,...,, 21  and 
such pages numbers ,,...,,...,, 21 mk uuuu which minimize the Topt of all set J:  

 ( )
⎪⎭

⎪
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under the following assumptions:  
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The assumption (iii) is causing, that the stated problem is very complicated therefore 
to simplify the solution our problem we assume in the sequel that primary memory pages 
are continuous. The numbers of pages obtained by this approach are rounded to the in-
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teger numbers (look Step 12 in the heuristic algorithm) and finally our problem can for-
mulated as following minimizing problem: 

 ( )
⎪⎭
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∈

≤≤
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m Ji
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,...,,
,...,,
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 (3) 

under the following assumptions: 
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where +→× RmNTi },...,2,1{],0[:~  is the extension of function ×},...,2,1{: NTi  
+→× Rm},...,2,1{  and formulated by function: 

 .,1],,0[,),(~ JimkNu
u
bakuT k

k

ik
ikki ∈≤≤∈+=  (4) 

     Taking into account properties of the function ),(~ kuT ki , it is easy to show the truth 
of the following theorem: 
 
Theorem 1. 
If the sets  mkJu kk ,...,2,1,, ** =   are a solutions of minimizing problem (3), then: 

.,...,2,1,:const, ),(~)(
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We define function ),...,( 21 mJJJF , which value is solution following system of eq-
uations: 
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On the basis of  Theorem 1 and (5), problem (3) will be following: 

 ),...,,(min 21,...,, 21
mJJJopt JJJFT

m

=  (6) 

under the assumptions: 
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If ∗∗∗
mJJJ ,...,, 21  are solutions of problem (6), it ∗∗

kk Ju , k = 1, 2, ..., m are solutions of 
problems (3), where: 
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3. THE HEURISTIC ALGORITHM  

We assume that the first processor from the set P has highest speed  and the last pro-
cessor from the set P has least speed. We assume also if be of assistance in pages alloca-
tion so-called partition of pages coefficient α; α > 1. To the last m processor is allocated 
um pages according to the following formula: 
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To the remaining processors are allocated pages according to the formula: 
 
 .1...,,2,1;)( −=⋅⋅−= mkukmu mk α    (9) 

The proposed heuristic algorithm is as follows: 

Step 1.   For given 
m
Nuk =  and random generate parameters ikik ba , calculate the 

processing times of programs ),( kuT ki  according to the formula (1). 
Step 2.   Schedule programs from longest till shortest times ),( kuT ki  and formulate the 

list L of these programs. 
Step 3.   Calculate mean processing time meanT  every processors according to follows 

formula: 

.,,;
),(

1

m
NuPkJi

m

kuT
T k

n

i
ki

mean =∈∈=
∑
=  

Step 4.   Schedule first m longest programs from the list L to the succeeding m proces-
sors from first processor to the m-th processor and eliminate these programs 
from the list L. 

Step 5.    Allot in turn shortest and longest programs from the list L to the succeeding 
processor from first processor to the m-th processor for the moment, when the 
sum of processing times these programs to keep within the bounds of time 
Tmean and eliminate these programs from the list L. If list L is not empty go to 
the next step, if is empty go to the Step 7. 

Step 6.   Remainder of programs in the list L allotte to the processors according to the 
algorithm LPT (Longest Processing Time) to moment of finish the list L. 

Step 7.   Calculate total processing time Topt of all programs for scheduling J1, J2, …, Jm, 
which was determined in the Steps 3÷6 and for given numbers of pages 

m
Nuk = . 

Step 8.   For given partition of pages coefficient α allot pages uk, Pk ∈  to succeeding 
processors as calculated according formula (8) and (9). 

Step 9.  For programs scheduling which was determined in Steps 3÷6 and for numbers 
of pages uk, Pk ∈  allotted to processors in the Step 8 calculate total process-
ing time Topt of all programs. 

Step 10.  Repeat the Step 8 and Step 9 for the next nine augmentative succeeding an-
other  values of coefficient α. 
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Step 11.  Compare values of total processing times Topt of all programs calculated after 
all samples with different values of coefficient α (Steps 8÷10). Take this coef-
ficient α when total processing time Topt of all programs is shortest. 

Step 12.  Find the discrete numbers kû of pages, k = 1, 2, ..., m according to follows 
dependence: 
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where ⎣ ⎦∑
=

−=
m

j
juN

1

Δ  andβ is permutation of elements of set P ={1, 2, ..., m} 

such, that ⎣ ⎦ ⎣ ⎦ ⎣ ⎦)()()2()2()1()1( mm uuuuuu ββββββ −≥≥−≥− K . 

4. NUMERICAL EXAMPLES 

On the base this heuristic algorithm were obtained results of computational experi-
ments for ten another values of coefficient α = 3,  6,  9, … , 30. For the definite number 
of programs n = 50, 100, 150, 200, 250, number of processors m = 4, 8, 12, 16, 20, 24 
and number of primary memory pages N =10.000 were generated parameters ikik ba ,  
from the set {0.3,  0.6, ... , 9.6, 9.9}. For each combination of n and m were generated 40 
instances. The results of comparative analysis of heuristic algorithm proposed in this 
work and the algorithm LPT are showed in the Table 1. 

Table 1. The results of comparative analysis of heuristic algorithm and algorithm LPT 

n/m 
Number of instances, when: HΔ  HS  LPTS  

LPT
opt

H
opt TT <  LPT

opt
H

opt TT =  LPT
opt

H
opt TT >  % sec sec 

50/4 20 1 19 1,9 2,5 1,8 
100/4 22 0 18 2,2 4,7 3,2 
150/4 23 1 16 3,4 8,8 7,2 
200/4 23 2 15 4,6 12,6 9,2 
250/4 24 2 14 5,9 14,3 10,6 
50/8 21 1 18 2,1 2,8 2,1 
100/8 23 2 15 3,1 5,6 4,2 
150/8 24 0 16 3,7 9,8 7,9 
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continue Table 1 
200/8 25 1 14 4,2 13,9 11,5 
250/8 26 0 14 5,5 15,6 13,1 
50/12 19 3 18 2,3 2,9 2,2 
100/12 21 1 18 3,5 7,2 5,9 
150/12 23 1 16 4,6 10,5 8,4 
200/12 24 2 14 4,8 14,7 10,8 
250/12 26 2 12 5,9 16,2 13,4 
50/16 20 2 18 2,3 3,9 2,8 
100/16 22 1 17 3,6 8,1 6,5 
150/16 24 1 15 4,7 12,5 9,9 
200/16 26 2 12 5,5 16,4 13,2 
250/16 28 1 11 5,9 18,5 14,8 
50/20 21 1 18 2,6 5,6 4,3 
100/20 23 0 17 3,8 8,4 5,9 
150/20 24 2 14 4,6 11,6 9,5 
200/20 25 1 14 5,4 16,4 13,6 
250/20 26 2 12 6,4 18,7 15,2 
50/24 21 1 18 2,9 6,2 4,9 
100/24 23 0 17 3,8 9,4 7,1 
150/24 24 2 14 4,9 12,4 9,5 
200/24 26 2 12 6,1 17,4 13,9 
250/24 29 1 10 7,6 19,8 16,4 

 
In the Table 1 there are the following designations: 
 n –  number of programs,  
 m    –  number of processors, 

H
optT  –  total processing time of all set of programs J for the heuristic algorithm, 
LPT

optT –  total processing time of all set of programs J for the algorithm  LPT, 
HΔ  –  the mean value of the relative improvement H

optT  in relation to LPT
optT :  

%100⋅
−

= H
opt

H
opt

LPT
optH

T
TT

Δ ,  

HS   –  the mean time of the numerical calculation for the heuristic algorithm, 
LPTS –  the mean time of the numerical calculation for the algorithm LPT. 
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5. FINAL REMARKS 

Computational experiments presented above show, that quality of programs schedul-
ing in parallel multiprocessing computer system based on the proposed in this work heu-
ristic algorithm increased in compare with simple LPT algorithm. The few percentages 
improvement of time HT in compare with LPTT  can be the reason why heuristic algo-
rithms researches will be successfully taken in the future.  

Application of presented in this work heuristic algorithm is especially good for multi-
processing computer systems with great number of programs because in this case the HΔ  
improvement is the highest. Proposed heuristic algorithm can be used not only to pro-
grams scheduling in multiprocessing computer systems but also to task scheduling in 
parallel machines or even to operations scheduling in workplaces equipped with produc-
tion machines. 

REFERENCES 

[1] BIANCO L., BŁAŻEWICZ J., DELL’OLMO P., DROZDOWSKI M., Preemptive scheduling of 
multiprocessor tasks on the dedicated processors system subject to minimal lateness. Information 
Processing Letters, 46, 1993, 109–113. 

[2] BIANCO L., BŁAŻEWICZ J., DELL’OLMO P., DROZDOWSKI M., Linear algorithms for 
preemtive scheduling of multiprocessor tasks subject to minimal lateness, Discrete Applied Ma-
thematics, 72, 1997, 25–46. 

[3] BŁAŻEWICZ J., DROZDOWSKI M., WERRA D., WĘGLARZ J., Scheduling independent multi-
processor tasks before deadlines. Discrete Applied Mathematics 65 (1–3), 1996, 81–96. 

[4] BŁAŻEWICZ J., ECKER K., SCHMIDT G., WĘGLARZ J., Scheduling in Computer and Manu-
facturing Systems. Springer-Verlag, Berlin-Heidelberg, 1993. 

[5] BŁAŻEWICZ J., LIU Z., Scheduling multiprocessor tasks with chain constraints. European Journal 
of Operational Research, 94, 1996, 231–241. 

[6] BOCTOR F., A new and efficient heuristic for scheduling projects will resources restrictions and 
multiple execution models. European Journal of Operational Research, vol. 90, 1996, 349–361. 

[7] BRAH S.A., LOO L.L., Heuristics for scheduling in a flow shop with multiple processors, Euro-
pean Journal of Operational Research, Vol. 113, No. 1, 1999, 113–122. 

[8] BUCHALSKI Z., Application of heuristic algorithm for the tasks scheduling on parallel machines 
to minimize the total processing time. Proceedings of the 15th International Conference on Systems 
Science , vol. 2, Wrocław, 2004. 

[9] BUCHALSKI Z., Minimising the Total Processing Time for the Tasks Scheduling on the Parallel 
Machines System. Proc. of the 12th IEEE International Conference on Methods and Models in 
Automation and Robotics, Domek S., Kaszyński R. (Eds.), Międzyzdroje, Poland, MMAR 2006, 
28–31 August 2006, 1081–1084. 

[10] CHENG J., KARUNO Y., KISE H., A shifting bottleneck approach for a parallel-machine flow-
shop scheduling problem, Journal of the Operational Research Society of Japan, Vol. 44, No. 2, 
2001, 140–156. 

[11] GUPTA J.N.D., HARIRI A.M.A., POTTS C.N., Scheduling a two-stage hybrid flow shop with 
parallel machines at the first stage, Annals of Operations Research, Vol. 69, No.0, 1997, 171–191. 



Z. Buchalski 

 

298

[12] JANIAK A., KOVALYOV M., Single machine scheduling subject to deadlines and resources  
dependent processing times. European Journal of Operational Research, , vol. 94, 1996, 284–291. 

[13] JÓZEFCZYK J., Task scheduling in the complex of operation with moving executors, Oficyna Wy-
dawnicza Politechniki Wrocławskiej, Wrocław, 1996 (in Polish). 

[14] JÓZEFCZYK J., Selected Decision Making Problems in Complex Operation Systems, Monografie 
Komitetu Automatyki i Robotyki PAN, t. 2, Oficyna Wydawnicza Politechniki Wrocławskiej, War-
szawa–Wrocław, 2001 (in Polish). 

[15] JÓZEFOWSKA J., MIKA M., RÓŻYCKI R., WALIGÓRA G., WĘGLARZ J., Discrete-continuous 
scheduling to minimize maximum lateness, Proceedings of the Fourth International Symposium on 
Methods and Models in Automation and Robotics MMAR’97, Międzyzdroje, Poland, 1997, 947–
952. 

[16] JÓZEFOWSKA J., MIKA M., RÓŻYCKI R., WALIGÓRA G., WĘGLARZ J., Local search meta-
heuristics for discrete-continuous scheduling problems, European Journal of Operational Research, 
107, 1998, 354–370. 

[17] JÓZEFOWSKA J., WĘGLARZ J., Discrete-continous scheduling problems – mean completion time 
result, European Journal of Operational Research, vol. 94, No. 2, 1996,   302–310. 

[18] JÓZEFOWSKA J., WĘGLARZ J., On a methodology for discrete-continous scheduling, European 
Journal of Operational Research, Vol. 107, No. 2, 1998, 338–353. 

[19] NOWICKI E., SMUTNICKI C., The flow shop with parallel machines. A Tabu search approach. 
European Journal of Operational Research 106, 1998, 226–253. 

[20] WĘGLARZ J., Multiprocessor scheduling with memory allocation – a deterministic approach. 
IEEE Trans. Comput., C-29, 1980, 703–710.   

 



scheduling, learning effect, aging effect, 
 computational complexity, heuristic  

Agnieszka RUDEK*, Radosław RUDEK**  

FLOWSHOP SCHEDULING WITH POSITION 
DEPENDENT JOB PROCESSING TIMES 

In this work, we show that the makespan minimization problem in the two-processor flowshop 
environment becomes strongly NP-hard if the processing time of a job is described by an arbitrary 
function dependent on its position in a sequence (models learning or aging). Moreover, we construct 
the fast NEH algorithm with complexity lower than its standard version. Efficiency of the proposed 
method was numerically analysed for the problems with the aging effect. 

1. INTRODUCTION 

Flowshop scheduling problems constitute a significant part of scheduling theory, 
since they describe settings, where a task has to flow through all produc-
tion/processing stages to be completed (see [3]). However, the accuracy of solving 
real-life problems strongly depends on a reliability of mathematical models used dur-
ing designing process of solution algorithms. Therefore, flowshop scheduling prob-
lems that assume constant job processing times are not sufficient for modelling prob-
lems that occur in the real-life systems ([3]), inter alia where the processing times of 
jobs depend on the number of earlier performed jobs that model learning or aging 
effects (see [1], [5], [6]).  

In this work, we analyse a flowshop scheduling problem with processing times de-
pendent on the number of performed jobs (that are also called position dependent job 
processing times). If job processing times decrease with the number processed jobs 
then it is called the learning effect, otherwise we called such phenomenon the aging 
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effect. We show the two-processor flowshop problem with the makespan minimization 
becomes strongly NP-hard if the processing time of a job is not a constant value, but it 
depends on its position in a sequence (i.e., the number of already performed jobs) for 
learning and aging effects. Furthermore there is a lack of efficient heuristic algorithms 
for the makespan flowshop problem with learning or aging effects. Therefore, we also 
provide the fast NEH algorithm that solves the general version of the problem, i.e., 
with arbitrary position dependent job processing times that can describe both learning 
and aging effects. 

2. PROBLEM FORMULATION 

There are given a set J = {1,..., n} of n jobs and m processors, namely 
M = {M1,..., Mm}. Each job j consists of a set O = {O1,j,..., Om,j} of m operations. Each 
operation Oz,j has to be processed on processor Mz (z = 1,..., m). Moreover, operation 
Oz+1,j may start only if Oz,j is completed. It is assumed that processors have to process 
jobs in the same order that is called a permutation flowshop. Moreover, each processor 
can process one operation at a time, and there are no precedence constraints between 
jobs. Operations are non-preemptive and available for processing at time 0 on M1. 
Further, instead of operation Oz,j , we say job j on processor Mz.  

Each job j is characterized by its processing time )()( vp z
j that is a non-increasing 

(learning) or non-decreasing (aging) function of its position v in a sequence on proces-
sor Mz (z = 1,...,m), in other words a function dependent on a number of previously 
processed jobs. In this work, we consider two models of job processing times. In the 
first one that describes learning, the processing time of job j on processor Mz is given 
by the following function: 

 nvjgvbavp z
j

z
j

z
j

z
j ,,1,},,1min{)( )()()()( K=−−=  (1) 

where )( z
ja is the normal processing time of job j on Mz, )(z

jb  is the learning ratio of job 

j on Mz and )( z
jg is the learning threshold of this job on Mz (z = 1, 2); moreover 

,0)1()()( >−− nba z
j

z
j  for j = 1,..., n and z = 1, 2. 

The second model describes the aging effect and the processing time of job j on 
processor Mz is given as follows: 

 nvjgvbavp z
j

z
j

z
j

z
j ,,1,},0,1min{)( )()()()( K=−−+=  (2) 
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where )( z
jb and )(z

jg denote the aging ratio and the aging threshold of job j on Mz 

(z = 1, 2), respectively. 
Note that both functions (1) and (2) depend on a position v of job j. But it can be 

observed that it is a function dependent on a number of previously performed jobs (v-
1), and this interpretation suits better for a description of real-life problems. However, 
for convenience and simplification of the further mathematical considerations, we will 
use the “position dependent” terminology and interpretation. 

In (1) and (2), we use the same symbols (i.e., )( z
jb and )(z

jg ) for learning and aging 
parameters due to the similar meaning. If a function describing processing times is 
non-increasing (1), then the symbols describe learning parameters otherwise they de-
scribe aging parameters (2). 

For the considered flowshop problem, the schedule of jobs on the processors can be 
unambiguously defined by their sequence (permutation) π. Thus, for each job )(iπ , 
i.e., scheduled in the i-th position in π, we can determine its completion time )(

)(
z
iCπ on 

machine Mz: 

 )(},max{ )(
)(

)(
)1(

)1(
)(

)(
)( ipCCC z

i
z
i

z
i

z
i ππππ += −

−   (3) 

where )0(
)1(πC  = )(

)0(
zCπ = 0 for z = 1,...,m and )(

1
)1(

)(
)1(

)( lpC i

l li ∑=
= ππ  is the completion time of a 

job placed in position i in the permutation π on M1. The objective is to find such sche-
dule π of jobs on the processors that minimize the makespan }{maxmax jJj CC ∈=  (in the 

considered problems )(
)(max

m
nCC π= ). The considered problem, according to the standard 

three field notation scheme γβα || , with model (1) will be denoted as F2|LE|Cmax, 
with (2) as F2|AE|Cmax and with the general model as Fm| )()( vp z

j |Cmax.  

3. COMPUTATIONAL COMPLEXITY 

In this section, we will show that the problems F2|LE|Cmax and F2|AE|Cmax are 
strongly NP-hard. In order to do that, we will show that the strongly NP-complete 
problem 3-PARTITION ([2]) can be transformed in a pseudopolynomial time to the 
decision versions of these scheduling problems.  
3-PARTITION (3PP) ([2]): There are given positive integers m, B and x1,...,x3m of 3m 
positive integers satisfying ∑ =

=
m

q q mBx3

1
 and B/4<xq<B/2 for q = 1,..., 3m. Does there 

exist a partition of the set X = {1,...,m} into m disjoint subsets X1,..., Xm such that 
Bx

iXq q =∑ ∈
 for i = 1,...,m? 
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3.1. AGING EFFECT 

Theorem 1 The problem F2|AE|Cmax is strongly NP-hard. 

Proof. First, decision version of the problem F2|AE|Cmax, (Decision Problem with 
Aging Effect, DPAE) is defined. Does there exist such a schedule π of jobs on the 
processors M1 and M2 for which Cmax(π) is lower or equal than the given value y? 

A pseudopolynomial time reduction from 3PP to DPAE is given. The constructed 
instance of DPAE contains 3m partition jobs and m2B enforcer jobs. The parameters 
of partition jobs are defined as follows: 

;0;2)1( )1()1( =++= jj gmBbbmmBNa  

;)1( mBbbj =  

;0;12)1(4)1(4 )2()2( =++++= jjjj gmxNxmmmmBNa  

);(4)2(
jj xBmb −=  

for j = 1,...,3m and m2B enforcer jobs defined as follows: 

( )( ) ;4;;3114 )1()1(
1

)1( −==+−−++= − NigybimNDa
iii

llil
 

( ) ;0;0;313 )1()2()2( ==+++=
iii

lll gbimNba  

where: mBiimBli ,,1)1)(( K+−=  (for I = 1,..., m), )3( += mBN , 32mNb = , 

)1(12 imNDi ++=   and ( )[ ] [ ]( ) [ ] .334)1(33)1(14
1

1 ⎥
⎦

⎤
⎢
⎣

⎡
++++−+++−−++= ∑

=
−

m

i
mi mNDimNbimNDmBy  

From the reduction follows that before each enforcer job il le
i
∈  at last v = Ni -4 

jobs can be scheduled, otherwise for M1 we have yvpCC
il

>>= )()1()1(
maxmax , where 

)1(
maxC is the completion time of all jobs on M1. Note also that )1()1( )(

ii ll avp = for )1(
il

gv ≤  

and ii El ∈  (i = 1,..., m), hence the processing times of the enforcer jobs on M1 are 
constant in an optimal solution π, otherwise Cmax > y. 

On the other hand, assuming that processing times of enforcer jobs are constant in 
π (i.e., before il le

i
∈ at last Ni – 4 jobs are scheduled), from the reduction follows that 

)1(
maxC  is smaller if partition jobs occupy the lowest possible positions in schedule π. It 

follows from )()( )1()1( vpvp j =  and from the fact that )()1( vp  is a non-decreasing func-
tion of v. 

Therefore, using inductive principle, we can easily prove that )1(
maxC  is minimum for 

such a schedule π, which satisfy the following conditions. The enforcer jobs are parti-
tioned into m sets Ei, such that },,1)1)({( mBiimBEi K+−=  for i=1,..., m and jobs 
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from Ei are scheduled one after another. Since jobs from Ei are identical they are sche-
duled in an arbitrary order within Ei. Next, between each pair Ei and Ei+1 for i=1,..., m-
1 exactly one set Xi of partition jobs is scheduled, such that the cardinality of Xi is 
equal 3 for i=1,..., m (i.e., |Xi|=3) and jobs from Xm are scheduled as the last one. 
Therefore, for the schedule π, we have the following sequence of performed jobs (E1, 
X1, E2, X2,..., Ei, Xi,..., Em, Xm), where },,1)1)({( mBiimBEi K+−=  and |Xi|=3 for 
i=1,..., m. For such schedule π, we have yvp

il
<)()1(  and the contribution of partition 

jobs to the criterion value is minimal. 
Let us now consider a schedule π' that is different than π, but from the reduction 

follows for π' that before each enforcer job il le
i
∈  at last Ni - 4 jobs must be sche-

duled, otherwise yCC >> )'()'( )1(
maxmax ππ . However, in a contradiction to π, let us as-

sume that in π' there exists a set of enforcer jobs Ei (i ∈ {2,..., m}) that is preceded by 
less than Ni - 4 jobs, thereby by less than 3(i – 1) partition jobs. In other words, for 
such Ei there exists a corresponding set Xi-1 for which |Xi-1| < 3, thus, 

)1()1(
max

1
max )()'( jbCC +> ππ , where j ∈ {1,..., 3m}. On this basis, we can estimate that 

yCC ≥> )'()'( )1(
maxmax ππ .  

Thus, any schedule π' that is not consistent with schedules such as π cannot be op-
timal. Therefore, there exists an optimal solution π for DPAE, where jobs must be 
scheduled as follows: (E1, X1, E2, X2,..., Ei, Xi,..., Em, Xm), where 

},,1)1)({( mBiimBEi K+−=  and |Xi| = 3 for i = 1,..., m. The sequence of jobs within 
each set Xi is arbitrary as well as in Ei. To make the calculations easier, we renumber 
the jobs in these sets, i.e., Xi = {3i-2, 3i-1, 3i} for i = 1,..., m. In the further part, we 
consider only schedules consistent with π.  

Let us introduce useful expressions: V(z)(Xi) and W(z)(Ei) denote the sum of 
processing times of the partition jobs from Xi and the enforcer jobs from Ei on Mz 
(z={1,2}), respectively, that are ordered according to π. Based on the reduction, these 
expressions are defined as follows: 

),1(3)()1( immBNbXV i ++=  
,48)1(4)( 1323

)2(
−∈ − ++−++= ∑ iXq iqii mxmxximmNmBDXV
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Since B/4 < xq < B/2 (for i = 1,..., 3m), then V (2)(Xi) can be estimated as follows: 
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∈

   
On this basis, the completion times of the last scheduled jobs in Ei and Xi on M1 

are: 
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for i=1,..., m, where ,0)1(
0
=XC  and on M2: 
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for i=1,..., m, where .0)2(
0
=XC  

Based on the above considerations, it can be shown that the answer for DPAE is 
yes (i.e., yCC mX ≤= )2(

max )(π  if and only if the answer for 3PP also is yes. However, 
due to the lack of space the rest of the proof is omitted.  □ 

3.2 THE LEARNING EFFECT 

The proof of the strong NP-hardness for F2|LE|Cmax is similar to the previous one. 
 

Theorem 2 The problem F2|LE|Cmax is strongly NP-hard. 
 
Proof. A decision version of the problem F2|LE|Cmax, (Decision Problem with Learn-
ing Effect, DPLE) is defined as follows: Does there exist such a schedule π of jobs on 
the processors M1 and M2 for which Cmax(π) ≤ y? 

The pseudopolynomial reduction from 3PP to DPLE is given as follows. The con-
structed instance of DPLE contains 3m partition jobs and m2B enforcer jobs. The pa-
rameters of partition jobs are: 

mNgmBbbmmBNa jj =−+= )1()1( 2)1(  

mBbbj =)1(  

mNgmxNxmmmmBNa jjjj =−+++= )2()2( 12)1(4)1(4  

)(4)2(
jj xBmb +=  

for j=1,..., 3m and the enforcer jobs are defined as follows: 
( )( ) );1(;;3114 )1()1()1(

1
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For the given instance of DPLE, we will provide the property of an optimal solu-
tion that is similar to the previous proof. Since the considered problem is a permutation 
flowshop, then the solution can be defined by the sequence of jobs (permutation) π. 

At first observe that from the reduction follows that before each enforcer job il le
i
∈  

minimum N(i – 1) jobs have to be scheduled, otherwise yC >)()1(
max π , where )()1(

max πC  is 
the completion time of jobs on M1. Therefore, processing times of enforcer jobs for π 
are lower than y if they are constant in reference to v, i.e., )1()1( )(

ii ll avp = . 
On the other hand, )()( )1()1( vpvp j =  (j = 1,..., n) and it is non-increasing in reference 

to v. Thus, it is easy to notice that )()1(
max πC  is smaller if partition jobs are performed 

after as many enforcer jobs as it is possible, but keeping yC <)()1(
max π , thereby 

)1()1( )(
ii ll avp =  for i = 1,..., m. 

Using inductive principle, we can easily prove that the completion time of jobs on 
M1 is minimum for such a schedule π, which satisfy the following conditions. First, 
enforcer jobs are partitioned into m sets Ei, such that Ei = {mB(i-1)+1, ..., mBi} for 
i = 1,..., m and jobs from Ei are scheduled one after another. Since jobs from Ei are 
identical they are scheduled in an arbitrary order within Ei. 

Second, between each pair Ei and Ei+1 for i = 1,..., m-1 exactly one set Xi of parti-
tion jobs is scheduled, such that |Xi|=3 for i=1,..., m. 

On this basis, jobs in π are scheduled as follows: (E1, X1, E2, X2,..., Ei, Xi,..., Em, Xm) 
where },,1)1)({( mBiimBEi K+−=  and |Xi| = 3 for i = 1,..., m. The sequence of jobs 
within each set Xi is arbitrary, however, to make the calculations easier, renumber the 
jobs in these sets, i.e., Xi = {3i-2, 3i-1, 3i} for i = 1,..., m.  

The criterion value for π can be estimated as follows: 

)334()()( )1(
maxmax mnDmByCC m +++−=> ππ . 

Similar as in the proof to Theorem 1, consider a schedule π’, which is different 
than π. Thus, we have )1()1(

max
)1(

max )'( jbCC +≥π  (for j ∈ {1,..., 3m}, hence 

ybCCC j >+≥> )1()1(
max

)1(
maxmax )()'()'( πππ . Therefore, we conclude that the optimal solu-

tion of DAEF is consistent with π. Hence, in the further part, we consider only sche-
dules as π. 

Now we introduce useful expressions. Let V(z)(Xi) and W(z)(Ei) denote the sum of 
processing times of partition jobs from Xi and enforcer jobs from Ei, respectively, on 
Mz for π (z = {1, 2}). Based on the reduction, these expressions are defined as follows: 
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,3))1(1(4)( 1
)1( mBBimmNmBDEW ii +−−++= −  

),1(3)()2( immBNbEW i −+=  

for i = 1,..., m. Note that V(1)(Xi)=W(2)(Ei) for i = 1,..., m. 
The rest of the proof is exactly the same as the proof to Theorem 1.  □ 

4. ALGORITHMS 

In this section, we propose Fast NEH algorithm (denoted as FNEH) with complexi-
ty O(mn2) that is the improved version of the classical NEH with complexity O(mn3) 
([4]). The proposed FNEH is presented (Algorithm 1). 

 
 

Algorithm 1 Fast NEH 
 1: Determine initial solution πinit, π* =Ø; 0)( =z

vq For v = 2,..., n + 1 and z = 1,..., m + 1, 

0)( =z
vf  For v = 1,..., n and z = 0,..., m, 0)( =z

vC  For v = 1,..., n and z = 0,..., m, 

 2: For i = 1 To n 
 3:    Insert job πinit(i) in the last (i.e., ith) position in π* 
 4:    Assign π = π* 
 5:    For z = 1 To m 
          { } )(,max )(
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i
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i
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 6:    Assign v = i - 1 and C* = )(m
iC  

 7:    For v = i - 1 To 1 
 8:       Swap jobs in positions v and v + 1 in the permutation π 
 9:       For z = 1 To m 
             { } )(,max )(
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1
)( vpfCf z

v
z

v
z

v
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10:       For z = m To 1 
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v
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11:       { })(
1

)(
1max max z

v
z

vmz qfC +≤≤ +=  

12:       If Cmax < C*   Then 
             Assign v* = v and C* = Cmax 
13:    If v* ≠ i   Then 
14:       Insert job πinit (i) in position v* in the permutation π* 
15:       For v = v* To i 
             For z = 1 To m 
                { } )(,max )(

)*(
)1()(

1
)( vpCCC z

v
z

v
z

v
z

v π+= −
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16: π* is the given solution 
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5. NUMERICAL EXPERIMENT 

The algorithm FNEH is designed for the general problem Fm| )()( vp z
j |Cmax, i.e., 

processing times are arbitrary functions dependent on a job position in a sequence 
)()( vp z

j  and the fixed number of processors m. 
The proposed algorithm FNEH is evaluated for the following problem sizes n=10 

and m = {2, 5, 10}. For each pair of n and m, 100 random instances were generated 
from the uniform distribution in the following ranges of parameters: )()( vp z

j  ∈ [1, 10] 

or [1, 30], where z ∈ {1,..., m} and v = 1,..., n such that processing times are non-
decreasing. The initial solution of FNEH is a random permutation.1 

The considered FNEH is evaluated, for each instance I, according to the relative er-

ror δA(I) that is calculated in the following way: %100*1
)(
)()( *

max

max
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

I

A
I

A C
CI

π
πδ , where 

)(max
A
IC π  denotes the criterion value provided by FNEH for instance I and )( *

max IC π  
is the optimal solution of instance I (for n = 10). 

The results concerning mean and maximum relative errors provided by the analysed 
algorithms and their mean running times are presented in Table 1 and 2, respectively. 

It can be seen in Table 1 that the mean and maximum relative errors for FNEH do 
not exceed 14% and 34%, respectively. Thus, the proposed algorithm is relevant to 
provide an initial solution for more advanced methods such as tabu search. Further-
more, the running times of FNEH are clearly shorten than for the standard NEH, 
i.e., for n = 100 FNEH is over 30 times faster than NEH (see Table 2). 

Table 1. Mean and maximum (in square brackets) relative percentage errors of the algorithms  

n m )()( vp z
j

 FNEH 

10 2 [1, 10] 13.42 [33.53] 
 [1, 30] 12.45 [28.34] 
 5 [1, 10] 10.22 [21.04] 
 [1, 30] 10.20 [24.02] 
 10 [1, 10] 6.86 [14.50] 
 [1, 30] 7.62 [15.46] 

 
It can be seen in Table 1 that the mean and maximum relative errors for FNEH do 

not exceed 14% and 34%, respectively. Thus, the proposed algorithm is relevant to 

 __________  
1The algorithms were coded in C++ and simulations were run on PC, Processor Intel®Core™ i7-930 

2.80 GHz and 4GB RAM.  
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provide an initial solution for more advanced methods such as tabu search. Further-
more, the running times of FNEH are clearly shorten than for the standard NEH, 
i.e., for n = 100 FNEH is over 30 times faster than NEH (see Table 2). 

Table 2. Mean running times (in seconds) of the algorithms for )()( vp z
j ∈[1, 10] 

n m FNEH NEH
10 2 <0.001 <0.001

5 <0.001 <0.001
10 <0.001 <0.001

100 2 0.001 0.025
5 0.002 0.074

10 0.005 0.158

6. CONCLUSIONS 

In this work, we showed that the makespan minimization problem in the two-
processor flowshop environment becomes strongly NP-hard if the processing time of a 
job is described by a piecewise linear function dependent on its position in a sequence. 
Moreover, we constructed the fast NEH with complexity O(mn2). Efficiency of the 
proposed method was numerically analysed for the problem with the aging effect. The 
numerical analysis revealed that Fast NEH is characterized by acceptable relative er-
rors and short running times that are significantly shorter than for the standard NEH. 

Our further research will focus on a construction of metaheuristic algorithms for 
the analysed problems. 
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EXACT AND APPROXIMATION ALGORITHMS FOR 
A SCHEDULING PROBLEM WITH LEARNING 

In many real-life cases the efficiency of a processor can change due to its learning. Therefore, 
new and more precise models have been proposed that take into consideration the varying nature of 
processors. On the other hand, the existing solution algorithms are inefficient for these new models. It 
implies that new methods have to be proposed to manage the real-life problems. Since the scheduling 
problems with learning are new in the scheduling theory, thus, the significant number of these prob-
lems have no efficient solution algorithms. Therefore, in this work, we provide exact methods such as 
dynamic programming. Furthermore, we also propose fast approximation algorithm NEH that have 
lower complexity than its standard version. Numerical experiments revealed the high efficiency of 
the algorithms. 

1. INTRODUCTION  

The learning effect usually causes decreasing time or cost of processed tasks 
(e.g., [2], [3]), therefore, it has a significant impact on the objectives of manufacturing 
and computer systems. Biskup [1] and Cheng and Wang [4] were among the pioneers 
who showed that objectives of a system can be improved if the presence of learning is 
taken into consideration during determining the sequence of processed tasks. Thus, 
this direction of research has attracted particular attention, since the proposed ap-
proach does not interfere in the system, but allows to utilize its learning ability, e.g., 
[2], [7], [11]. 

To exploit the learning effect efficiently, it is crucial to precisely describe this phe-
nomenon. In scheduling theory, it is modelled by the processing time of a job (task) 

 __________  
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** Wrocław University of Technology, Poland, e-mail: agnieszka.wielgus@pwr.wroc.pl 
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that is expressed as a non-increasing function (called learning curve) of an experience 
possessed by a processor (system). The experience is usually assumed to be equivalent 
to the number of previously performed jobs or to the sum of their normal processing 
times, where the normal processing time of a job is defined as the time required to 
process it if no learning exists, i.e., when the system is not learnt. More details con-
cerning the differences between these two approaches as well as the discussion on 
their application to model real-life systems are presented in [2]. 

Although the single processor total weighted completion time scheduling problem 
with the sum-of-processing time learning model was introduced into scheduling over 
three years ago (see [2] and [7] for survey) and it was analysed in the number of pa-
pers, its complexity status is not determined yet. Moreover, in the literature there is 
lack of solution algorithms for this problem. Therefore, to fill this gap, in this work, 
we will prove the considered problem is at least NP-hard. Moreover, we will construct 
a pseudopolynomial time algorithm based on dynamic programming that optimally 
solves the problem with step learning functions. Furthermore, for the general problem 
(where job processing times are described by stepwise functions dependent on the sum 
of the normal job processing times) efficient approximation algorithms are proposed, 
inter alia, fast version of NEH. 

The remainder of this work is organized as follows. The problem is formulated in 
the next section, whereas its computational status is determined in Section 2. The ex-
act and approximation algorithms dedicated for the considered problem are presented 
subsequently and their analysis is provided in Section 5. Finally, the last section con-
cludes the work. 

2. PROBLEM FORMULATION 

There is given a single processor (an autonomous agent, an algorithm, a human, an 
intelligent system or a learning system in general) and a set J = {1,…, n} of n jobs 
(e.g., tasks, packets or products) that have to be performed by the processor; there are 
no precedence constraints between jobs. The processor is continuously available and 
can process at most one job at a time. Once it begins processing a job it will continue 
until this job is finished. 

Each job j is characterized by its weight parameter wj and the processing time of 
job j if it is scheduled as the vth in a sequence is given as follows: 

 [ ] ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅= ∑

−

=

1

1

)(~
v

l
ljj pfpvp , (1) 
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where pj is the normal processing time that is the time required to perform the job if 
the processor is not influenced by learning (i.e., pj= pj(1)) and f : [1,+∞) →(0, 1] is the 
non-increasing function (learning curve) common for all jobs that depends on the sum 
of the normal processing times of jobs performed before job j, i.e., ,

1

1 ][∑ −

=

v

l lp  where p[l] 

denotes the normal processing time of a job scheduled in the lth position in a se-
quence. 

In particular, we focus on the following function characterizing the learning ability 
of the processor: 

 ,
,

,1
)(

⎩
⎨
⎧

≤
<

=
xg

gx
xf

α
 (2) 

where ( )∑ =
∈

n

j jpg
1

,0  is the learning threshold and α ∈ (0; 1] is a learning index com-

mon for all jobs, which determines the value of the job processing times after the pro-
cessor is learnt, i.e., the percentage value of the normal processing time. Note that α = 
1 means that there is no learning and the job processing times are constant. The value 
(1 – α) can be perceived as the learning ratio of the processor (the higher value the 
better learning performances of the processor). The considered shape of the learning 
curve characterizes inter alia computer systems working on the basis of machine 
learning algorithms (see [12]). It also can be used as an approximation of other learn-
ing curves in manufacturing or computer systems (see [6] or [8]). 

Let )(),(,),1( ni ππππ KK=  denote the sequence of jobs (permutation of the 
elements of the set J), where π(i) is the job processed in position i in this sequence. By 
Π we will denote the set of all such permutations. For the given sequence (permuta-
tion) π ∈ Π, we can easily determine the completion time Cπ(i) of a job placed in the ith 
position in π from the following formulae: 

 ∑
=

− =+=
i

l
liii lpipCC

1
)()()1()( )()( ππππ , (3) 

where Cπ(0) = 0 and according to (1), we have ( )∑ −

=
⋅=

1

1 ][)()(
i

l lii pfpp ππ . 

The objective is to find a sequence (schedule) π of jobs on the single processor, 
which minimizes the total weighted completion time criterion: 

 .)(
1

)()(∑
=

=
n

i
ii CwTWC πππ  (4) 

Formally the optimal schedule π* ∈ Π for the considered minimization objective is 
defined as follows )}({minarg* ππ π TWCΠ∈= . 
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For convenience and to keep an elegant description of the considered problems we 
will use the standard three field notation scheme X | Y | Z, where X describes the ma-
chine environment, Y describes job characteristics and constraints and Z represents the 
minimization objectives. According to this notation, the problems will be denoted as 

∑ jjCwLE ||1 . 

3. COMPUTATIONAL COMPLEXITY 

In this section, we show that the considered scheduling problem with learning 
∑ jjCwLE ||1  is NP-hard. To prove it, we transform EQUAL CARDINALITY 

PARTITION problem [5], that is known to be NP-complete, to the decision version of 
the considered scheduling problem with learning. 

 
Theorem 1 The problem is NP-hard. 

 
Proof. At first the definition of EQUAL CARDINALITY PARTITION problem [5] is 
given. 
 
EQUAL CARDINALITY PARTITION (ECP) ([5]): There are given positive integers 
m, B and x1,…, x2m of 2m positive integers satisfying ∑ =

=
m

q q Bx2

1
2  for q = 1,…, 2m. 

Does there exist a partition of the set X = {1,.., 2m} into two disjoint subsets X1 and X2 
such that Bxx

Xq qXq q ==∑∑ ∈∈ 21
and |X1| = |X2| = m? 

The decision version of the scheduling problem  is given as fol-
π of jobs on the lows (DPTWC): Does there exist such a schedule 

single processor for which the criterion value ∑=
=

n

i ii CwTWC
1 )()()( πππ is not greater 

than the given value y? 
On this basis, the polynomial time reduction from ECP to DPTWC is constructed: 
 

,2mn =        ,jj xAp +=         ,jj xAw +=        ,BmAg +=  

⎩
⎨
⎧

≤=
<

=
xg

gx
xf

,2/1
,1

)(
α

 , 

for j = 1,…, 2m and  

( )[ ] ,)(2)1(2)1(
2
1 2222 BmABBmAAmmy +++++++= α  

where A = 4B2. Obviously, this transformation is polynomial. 

∑ jjCwLE ||1

∑ jjCwLE ||1
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Observe that each element from X corresponds to one job from J. Therefore, we 
construct an arbitrary schedule π for DPTWC on the basis of elements from X. Note 
that for the considered scheduling problem two states of the processor can be distin-
guished: before it is learnt and after that. Therefore, for any schedule π the set of all 
elements X can be partitioned into two disjoint subsets X1 and X2 that correspond to 
jobs J1 and J2 that are performed before and after the processor is learnt, respectively. 

The further part of the proof is omitted due to the lack of space.  □ 

4. ALGORITHMS 

In this section, we construct a dynamic programming pseudopolynomial time algo-
rithm that solves optimally the considered problem ∑ jjCwLE ||1 . Furthermore, the 
fast NEH approximation algorithm is also provided.  

 
Algorithm 1 Dynamic Programming (DP) 
 1: Initialize TWC* = +∞ and π* = Ø 
 2: Schedule jobs within J according to non-increasing pj = wj 
 3: For each job q ∈ J 
 4:    For { }0,max qq pgS −=  To { }∑ =

−−
n

j qj ppg
1

,1min  

 5:    Cq = Sq + pq, q
B SP =max

, 
q

n

j j
A CpP −= ∑ =1max

 

 6:    For PB = 0 To PB
max 

 7:       For PA = 0 To PA
max 

 8:          F(0, PB, PA) = +∞ 
 9:    F(0, 0, 0) = Cqwq 
10:    For each j ∈ J \ {q} 
11:       For PB = 0 To PB

max 
12:          For PA = 0 To PA

max 
13:             Calculate F(j, PB, PA): 

⎪
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14:    TWC = F(n - 1, PB
max, PA

max)  
15:    If TWC < +∞ and TWC < TWC* Then 
16:       TWC* = TWC 
17:       Find the schedule π* that corresponds to TWC* using  
          backtracking from the state (n - 1, PB

max, PA
max) 

18: π* is the optimal schedule with the criterion value TWC* 
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4.1. DYNAMIC PROGRAMMING 

In this part, we construct an exact pseudopolynomial time algorithm that is based 
on the dynamic programming. Note that the dynamic programming approach assumes 
the finite number of states, therefore, only integer values of job processing times and 
of the threshold g are considered in the proposed algorithm. If it is not a case, then 
each pj (for j = 1,…,n) and g has to be calibrated to an integer value. 

Consider an arbitrary schedule of jobs. In such a schedule there can be distin-
guished job q such that gpq

l l <∑ −

=

1

1 ][ and q
q

l l ppq +<∑ −

=

1

1 ][ where q  denotes posi-

tion of job q in a sequence. Therefore, if job q is fixed, then the schedule can be 
represented by a partition of other jobs J\{q} into two disjoint subsets JB and JA of jobs 
that are scheduled before and after job q, respectively. 

In other words, we say that job j ∈ J\{q}is assigned to the set JB if gpq

l l <∑ −

=

1

1 ][  

otherwise it is assigned to the set JA. For each job q ∈ J and for each its possible start 
time Sq = g – pq,…, g – 1 that holds Sq < g and g ≤ Sq +pq, we calculate the partition of 
other jobs into two subsets JB and JA with the minimal criterion value. 

Let jobs within J\{q} be renumbered such that J\{q} = {1,… j,…, n – 1} and PB 
and PA denote the sum of processing times of jobs scheduled before and after job q, 
respectively. Define a function F(j. PB, PA) that represents the minimal value of the 
criterion for the partial schedules of the first j jobs in J\{q} where the sum of 
processing times of jobs assigned to the set Ji is ∑ ∈

=
iJj j

i pP  for i ∈ {B, A}. 

Consider a partial schedule in the state (j. PB, PA) and corresponding value of the 
criterion function F(j, PB, PA). If the last scheduled job (say j) is assigned to the set JB 
then PB is increased by pj (i.e., from PB – pj to PB), thereby the criterion value F(j -
 1, PB – pj , PA) is increased by PB · wj to F(j, PB, PA). On the other hand, if job j (sche-
duled as the last one) is assigned to the set JA then PA is increased by pj (i.e., from PA -
 pj to PA), thereby the criterion value is increased from F(j – 1, PB, PA – pj) to 
F(j, PB, PA) by (Cq+α·PA)·wj that considers the learning effect, where Cq = Sq+pq is the 
completion time of job q. The proposed dynamic programming algorithm (DP) is pre-
sented. 

4.2. FAST NEH 

The standard NEH algorithm is based on the method introduced in [9]. It starts 
with an initial sequence that determines the order of tasks that are inserted subsequent-
ly into the resulting solution. Namely, in each iteration the algorithm gets the first task 
from the initial sequence and adds it to the recent partial sequence of tasks such that it 
is inserted into a position in this partial sequence that minimizes the criterion value 
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and next this task is removed from the initial sequence. This new partial sequence is 
the starting sequence in the next iteration of NEH. This process is continued until the 
initial sequence is empty.  

The computational complexity of the primary NEH algorithm is O(n3) whereas the 
proposed Fast NEH is O(n2). The formal description of Fast NEH (FNEH) is given 
(see Algorithm 2). 

 
Algorithm 2 Fast NEH (FNEH) 
1: Initialize: 

Determine initial solution πinit, π*=〈 πinit (1)〉, Pinit = pπ(1), P = 0, W = 0 
2: For i = 2 To n 
3:    Insert job πinit (i) in the last (i.e., ith) position in π* 
4:    Pinit = Pinit + pπ*(i) 
5:    Calculate the criterion value TWC for the permutation π* and    

store TWC* = TWC and v* = i 
6:    For v = i - 1 To 1 
7:       If v ≠ i - 1 Then 

   P = P - pπ*(v) and W = W + w π*(v+2) 
8:       Calculate the criterion TWC for the new permutation 

〈 π*(1), ..., π*(v - 1), π*(i), π*(v), ..., π*(i - 1) 〉 as follows: 
TWC = TWC - p’π*(v)(P) ⋅ (W + w π*(v) + w π*(v+1)) - p’π*(v)(P +  pπ*(v)) ⋅ (W + wπ*(v+1)) 
+ p’π*(v+1)(P) ⋅ (W + w π*(v) + w π*(v+1)) + p’π*(v)(P +  pπ*(v+1)) ⋅ (W + wπ*(v)) 

9:       By swapping jobs in positions v and v + 1 in the permutation π* 
obtain the new permutation 〈 π*(1), ..., π*(v - 1), π*(i), π*(v), ..., π*(i - 1) 〉 

10:      If TWC < TWC* Then 
   TWC = TWC* and v* = v 

11:    Insert job π*(1) in position v* in the new permutation π* 
12:    P = Pinit - pπ*(i) and W = 0 
13: π* is the given solution with the criterion value TWC* 

5. NUMERICAL EXPERIMENTS 

The analysed algorithms WSPT (scheduling jobs according to the non-decreasing 
order of pj=wj ) and Fast NEH (FNEH) are evaluated for the following problem sizes n 
= {10, 25, 50}. For each n, 100 random instances were generated from the uniform 
distribution in the following ranges of parameters: pj ∈ [1, 10], wj ∈ [1, 10]; and the 
parameters α and g were chosen from the following sets: α ∈ {0.2, 0.5, 0.8} and 
g’∈ {0.2, 0.5, 0.8}, where g = g’ · ∑ =

n

j jp
1

.1 

 __________  
1 The algorithms were coded in C++ and simulations were run on PC, Processor Intel®Core™ i7-930 

2.80 GHz and 4GB RAM.  
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The algorithms WSPT and FNEH are evaluated, for each instance I, according to 
the relative error δA(I) that is calculated in the following way: 

%100*1
)(
)()( * ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
−=

I

A
I

A TWC
TWCI

π
πδ , where )(max

A
ITWC π  denotes the criterion value pro-

vided by algorithm A ∈ {WSPT, FNEH} for instance I and )( *
max ITWC π  is the optimal 

solution of instance I provided by the dynamic programming exact algorithm (DP). 
The results concerning the percentage values of mean and maximum relative errors 

provided by the analysed algorithms as well as the number of instances for which each 
algorithm found the optimal criterion value (per 100 instances) and their mean running 
times are presented in Table 1 and 2, respectively. 

Table 1. Percentage values of mean and maximum (in square brackets) relative errors of algorithms  
and the number of instances (in round brackets) for which each algorithm found  

the optimal criterion value (where pj ∈ [1, 10] and wj ∈ [1, 10]) 

n g α NEH WSPT 
10 0.2 0.2 9.92 [35.20] (23) 1.83 [11.59] (51) 

0.5 3.50 [15.12] (41) 0.61 [5.57] (69) 
0.8 0.83 [5.48] (53) 0.16 [2.23] (77) 

0.5 0.2 2.91 [8.90] (22) 0.54 [4.54] (52) 
0.5 1.33 [5.19] (34) 0.30 [2.11] (65) 
0.8 0.23 [2.02] (64) 0.08 [0.82] (81) 

0.8 0.2 0.51 [3.38] (52) 0.10 [1.24] (80) 
0.5 0.21 [2.41] (68) 0.03 [0.96] (90) 
0.8 0.03 [0.60] (87) 0.01 [0.04] (98) 

25 0.2 0.2 4.56 [12.83] (13) 0.49 [2.56] (31) 
0.5 1.99 [5.80] (24) 0.41 [3.60] (40) 
0.8 0.47 [2.16] (25) 0.16 [0.87] (46) 

0.5 0.2 1.77 [5.58] (4) 0.37 [1.68] (22) 
0.5 0.75 [2.67] (19) 0.14 [0.91] (41) 
0.8 0.26 [0.95] (25) 0.08 [0.50] (51) 

0.8 0.2 0.25 [1.08] (25) 0.06 [0.46] (57) 
0.5 0.12 [0.70] (37) 0.03 [0.30] (64) 
0.8 0.02 [0.19] (62) 0.01 [0.12] (82) 

50 0.2 0.2 2.51 [6.61] (7) 0.12 [0.84] (17) 
0.5 1.18 [3.35] (16) 0.12 [0.92] (29) 
0.8 0.36 [1.09] (20) 0.08 [0.42] (38) 

0.5 0.2 0.78 [2.30] (4) 0.09 [0.54] (15) 
0.5 0.48 [1.43] (11) 0.11 [0.67] (27) 
0.8 0.17 [0.53] (16) 0.05 [0.32] (33) 

0.8 0.2 0.14 [0.37] (15) 0.03 [0.19] (33) 
0.5 0.07 [0.38] (33) 0.01 [0.10] (59) 
0.8 0.03 [0.13] (36) 0.01 [0.05] (64) 
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Note that WSPT and FNEH provide good results, i.e., their greatest mean relative 
errors were about 9.92% and 1.83%, respectively, and the maximum relative errors 
were 35.20% and 11.59%, respectively (see Table 1). Moreover, the running times of 
WSPT and FNEH were less than 1ms even for instances with 200 jobs (see Table 2). It 
is worth noticing that the constructed FNEH is over 24 times faster than the primary 
NEH with complexity O(n3). Therefore, the WSPT and FNEH can be applied in real-
time systems (e.g., adaptive routers), where the calculation time is a crucial criterion. 

Table 2. Mean running times (in seconds) of the algorithms (pj ∈ [1, 10] and wj ∈ [1, 10],  
g’ = 0.5 and α = 0.5); < 0.001 denotes a value lower than 1ms 

n DP NEH FNEHDS 
10 0.003 <0.001 <0.001
25 0.128 <0.001 <0.001
50 2.065 <0.001 <0.001

100 32.008 0.004 <0.001
150 176.281 0.012 <0.001
200 497.621 0.024 <0.001

 
Finally, it can be seen (Table 2), that the constructed DP is a very efficient algo-

rithm that can be applied for systems, where the calculation time is not fundamental 
(few minutes for 200 jobs). 

6. CONCLUSIONS 

In this work, we analysed the single processor scheduling problem with the learn-
ing effect (where the processing time of each job is a non-increasing function depen-
dent on the sum of the normal processing times of preceding jobs) to minimize the 
total weighted completion time objective. We showed that the considered problem is 
at least NP-hard. Furthermore, we constructed the optimal pseudpolynomial time algo-
rithm for the analysed problem. We also provided fast approximation algorithms for 
the general version of the problem. The extensive numerical analysis revealed that the 
algorithms are characterized by low relative errors and running times. 

Our further research will focus on a construction of more precise approximation al-
gorithms, especially metaheuristics such as simulated annealing and tabu search. 
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COMPUTATIONAL COMPLEXITY OF SCHEDULING 
PROBLEMS WITH VARYING PROCESSING 

Improvement or a degradation of a system can be modelled by job processing times that arede-
scribed by non-increasing (improvement) or non-decreasing (degradation) functions dependent on the 
number of previously processed jobs. In this work, we focus on scheduling problems with such vary-
ing processing times and the following minimization objectives: the maximum completion time and 
the maximum lateness. Although the scheduling problems with varying processing times have at-
tracted particular attention of a research society, the computational complexity of some problems has 
not been determined. Therefore, we fill this gap and we show that these problems are NP-hard. 

1. INTRODUCTION 

The classical scheduling problems assume that the processing times of jobs are 
constant. However, in many real-life cases the efficiency of a processor can change 
due to its aging or learning (e.g., [2], [5], [8]). Therefore, to precisely describe and 
efficiently solve such problems more advanced models have to be analysed. In the 
scheduling literature, the phenomena of learning and aging are usually modelled by 
job processing times dependent on the number of processed jobs, where the relation 
between the processing time and the number of jobs (function) is non-increasing for 
learning (see [1], [7]) and non-decreasing for aging (e.g., [6]). Nevertheless, the com-
putational complexity of some scheduling problems with these effects are still an open 
issue. Therefore, in this work, we analyse computational complexity of some single 
processor scheduling problems with learning and aging effects with the following 
minimization objectives: the maximum lateness, the makespan with release dates. We 
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prove that these problems are strongly NP-hard. Furthermore, we show that the mini-
mization of the makespan with release dates is equivalent to the minimization of the 
maximum lateness if job processing times are described by functions dependent on the 
number of processed jobs. The remainder of this work is organized as follows. Section 
2 contains formulation of problems and their computational complexity is determined 
in Section 3. Finally Section 4 concludes the work. 

2. PROBLEM FORMULATION 

In this section, we will formulate scheduling problems with two phenomenon: ag-
ing (fatigue) and learning.  

There is given a single processor and a set J = {1,...,n} of n jobs (e.g., tasks, prod-
ucts, cleaned items) that have to be processed by a processor; there are no precedence 
constraints between jobs. The processor is continuously available and can process at 
most one job at a time. Once it begins processing a job it will continue until this job is 
finished. Each job is characterized by its aging/learning curve pj(v) that describes in-
creasing/decreasing of the time required to perform this job depending on the number 
of jobs completed before it. In other words, we will say that pj(v) is a processing time 
of job j if it is processed as the vth job in a sequence. Moreover, each job j is also cha-
racterized by the normal processing time aj that is the time required to perform the job 
if the processor is not influenced by aging/learning (i.e., aj , pj(1)). Other job parame-
ters are the release date rj that is the time at which the job is available for processing 
and the due-date dj when it should be completed.  

For the aging effect, the processing time (aging/fatigue curve) of job j is described 
by a function of its position v in a sequence: 

 αvavp jj =)(   (1) 

where α > 0 is the aging index common for all jobs that describes the aging characte-
ristics. On the other hand, for the learning effect the processing time (learning curve) 
is given as follows: 

 vbavp jjj −=)(  (2) 

where bj is a learning ratio of job j. 
Let )(),(,),1( ni ππππ KK=  denote the sequence of jobs (permutation of the 

elements of the set J), where π(i) is the job processed in position i in this sequence. By 
Π we will denote the set of all such permutations. For the given sequence (permuta-
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tion) π, we can easily determine the completion time Cπ(i) of a job placed in the i-th 
position in π from the following recursive formulae: 

 )(},max{ )()()1()( iprCC iiii ππππ += −   (3) 

where Cπ(0) = 0 and the lateness Lπ (i) is defined as follows: 

 )()()( iii dCL πππ −=  (4) 

We will say that job π(i) is late if Lπ(i) > 0. The objective is to find such an optimal 
sequence (schedule) π* ∈ Π of jobs on the single processor, which minimizes one of 
the following objective functions: the maximum completion time (makespan) 

}{max )*(,1max ini CC πK== , (i.e., Cmax = Cπ*(n)) and the maximum lateness 
}.{max )*(,1max ini LL πK==  

Formally the optimal schedule π* ∈ Π for the considered minimization objectives 
is defined as follows }{minarg* }(nCπππ Π∈=  and }}{{maxminarg* }(,1 nni Lπππ K=Π∈= , 
respectively. 

For convenience and to keep an elegant description of the considered problems we 
will use the standard three field notation scheme X | Y | Z, where X describes the pro-
cessor environment, Y describes job characteristics and constraints and Z represents 
the minimization objectives. According to this notation, the problems will be denoted 
as follows: 1 | rj, ALE |Cmax and 1 | ALE |Lmax, where 
ALE ∈ { αvavp jj =)( , vbavp jjj −=)( }. If rj = 0 for j = 1,..., n then it is omitted in 
the given notation. 

3. COMPUTATIONAL COMPLEXITY 

In this section, we will prove that the considered problems are strongly NP-hard. 
First, we will determine the computational complexity of the maximum lateness mi-
nimization problem with the aging effect and then with the learning effect. Next we 
will prove, on the basis of a problem equivalency, the makespan minimization with 
release dates is also strongly NP-hard with aging/learning models. 

3.1. AGING EFFECT 

We will show that the problem 1| αvavp jj =)( |Lmax is strongly NP-hard. At first, 
we will provide the pseudopolynomial time transformation from the strongly 
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NP-complete problem 3-PARTITION ([4]) to the decision version of the considered 
scheduling problem, 1| αvavp jj =)( |Lmax. 

3-PARTITION (3PP) ([4): There are given positive integers m, B and x1,...,x3m of 
3m positive integers satisfying ∑ =

=
m

q q mBx3

1
 and B/4 < xq < B/2 for q = 1,..., 3m. 

Does there exist a partition of the set X = {1,...,m} into m disjoint subsets X1,..., Xm 
such that Bx

iXq q =∑ ∈
 for i = 1,...,m? 

The decision version of the scheduling problem with aging, 1| αvavp jj =)( |Lmax 

(DSPA) is given as follows: Does there exist such a schedule π of jobs on the proces-
sor for which Lmax ≤ y? 

The transformation from 3PP to DSPA is given as follows. The instance of DSPA 
contains the set X = {1,..., 3m} of 3m partition jobs (constructed on the basis of the 
elements from the set Y of 3PP) and the set E = {1,...., mN} of mN enforcer jobs 
(where N = mB). The enforcer jobs can be partitioned into m sets 

},,{ 1)1( NiiNi eeE K+−= for i = 1,..., m, such that jobs within each set Ei have the same 

parameters, i.e., ak = al and dk = dl for k, l ∈ Ei for i = 1,..., m. 
The parameters of the enforcer jobs are defined as follows: 
 

,
)3(

1
1)1( +

=====+− Nm
aaaa EEiieNieN K  

( ) ,
1

1
1)1( i

i

l
llEiieNieN WVWddd ++==== ∑

−

=
+− K  

 
for i = 1,..., m and α = 1. The parameters of the partition jobs are: 
 

),( jj xMa +=  

( ),
1
∑
=

+==
m

i
iij VWDd  

 
for j = 1,..., 3m, where ,mBN =  ,)3()1( 2 BNmM ++=

 ( )( ) ( ) ,
4
33133 BBNiNiMVi −++−+=  

 ( ) ,)3(1
1
⎟
⎠

⎞
⎜
⎝

⎛
++−= ∑

=

N

l
Ei lNNiaW  (5) 

for i = 1,..., m and y = 0. 
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Let Xi denote the set of the partition jobs that are processed just after jobs from the 
set Ei (for i = 1,..., m). Define a schedule π* where jobs are scheduled as follows: (E1, 
X1, E2, X2, E3..., Ei, Xi, Ei+1..., Xm–1, Em, Xm), where Xi={3i–2, 3i–1, 3i} for i=1,..., m, if 
it is not a case we can always renumber the partition jobs. Let V (Xi) and Wi denote the 
sum of processing times of the partition jobs from Xi and the enforcer jobs from Ei, 
respectively, for the schedule π*. Based on the transformation V (Xi) is defined as: 

 
( )( ) ,2)3(133)( 1323 −−

∈

−−++−+= ∑ ii
Xq

qi xxxNiNiMXV
i

 

for i = 1,..., m and it can be estimated as follows: 

( )( )

( )( ) BxNiNiM

XVBxNiNiM

i

i

Xq
q

i
Xq

q

4
3)3(133

)(
2
3)3(133

−++−+

<<−++−+

∑

∑

∈

∈  

It is easy to observe that the sum of processing times of the enforcer jobs from the 
set Ei, i.e., Wi, (i = 1,..., m) in schedule π* is given by (5). The completion time of the 
last job in Ei is 

iEC  and of the last job in Xi is 
iXC  for i = 1,..., m. 

Let us also define useful inequalities: 

 ,
4
3)3()( BBNiVXV ii −+−>   

( )( ) ,)3(
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1
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4
33)3)(1(   

for i = 1,..., m. Note also that the processing times of the partition jobs can be esti-
mated as follows pj(v) > M for j = 1,..., 3m and v = 1,..., m(N + 3). 

On this basis, we will provide properties of an optimal solution for DSPA, but due 
to the lack of space the proofs are omitted. 

 
Lemma 1 The optimal sequence of jobs for the problem 1| αavvp j =)( , dj=d|Lmax is 
arbitrary.  

Lemma 2 The problem 1| αavvp j =)( |Lmax can be solved in O(n log n) steps by sche-
duling jobs according to the non-decreasing order of their due dates (the EDD rule). 

Lemma 3 The problem 1| αvavp jj =)( |Cmax can be solved in O(n log n) steps by sche-
duling jobs according to the non-increasing order of their normal processing times 
(LPT rule). 
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Lemma 4 There is an optimal schedule π, for the given instance of DSPA, in which, 
before the enforcer jobs from Ei (i = 1,..., m) at last 3(i – 1) partition jobs can be 
scheduled. 

Lemma 5 Jobs in each block Ei are processed one after another and between Ei and 
Ei+1 exactly 3 partition jobs are scheduled for i = 1,..., m – 1. 

Based on the above lemmas, the following theorem can be proved. 
 
Theorem 1 The problem 1| vavp jj =)( |Lmax  is strongly NP-hard. 

Proof. Based on the given transformation from 3PP to DSPA and on Lemma 5 we 
construct a schedule π for DSPA, that is given as follows: (E1, X1, E2, X2, E3..., Ei, Xi, 
Ei+1..., Xm–1, Em, Xm). Recall that blocks of the enforcer jobs are scheduled according to 
the EDD rule and the schedule of jobs within each Ei is immaterial and the sequence 
of jobs within each set Xi  is arbitrary. 

On this basis, it can be shown that the answer for DSPA is yes (i.e., Lmax ≤ y) if and 
only if it is yes for 3PP (i.e., ∑ ∈

=
iYq q Bx  for i = 1,..., m). Due to the lack of space, 

the rest of the proof is omitted.   □ 

3.2. LEARNING EFFECT 

Cheng and Wang [3] proved that the problem max|},1min{)(|1 Lgvbavp jjjj −−=  

is strongly NP-hard. We will show that already the problem max|)(|1 Lvbavp jjj −= is 
strongly NP-hard. It will be proved in the similar manner as in case of the problem 

max|)(|1 Lvavp jj
α= . 

At first, we will provide the pseudopolynomial time transformation from the 
strongly NP-complete problem 3-PARTITION ([4]) to the decision version of the 
considered scheduling problem, max|)(|1 Lvbavp jjj −= . 

The decision version of the scheduling problem with learning 
max|)(|1 Lvbavp jjj −=  (DSPL) is given as follows: Does there exist such a schedule 

π of jobs on the processor for which Lmax ≤ y? 
The pseudopolynomial time transformation from 3PP to DSPL is given. The con-

structed instance of DSPL contains 3m partition jobs and mN enforcer jobs partitioned 
into m sets Ei, such that },,{ 1)1( NiiNi eeE K+−=  for i = 1,..., m, where N = mB (i.e., 
number of jobs in each set Ei). The parameters of the enforcer jobs are defined as fol-
lows: 
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for i = 1,..., m and y = 0. 
Let Xi denotes the set of the partition jobs that are processed just after jobs from the 

set Ei (for i = 1,..., m). Define a schedule π*, where jobs are scheduled as follows: (E1, 
X1, E2, X2, E3..., Ei, Xi, Ei+1..., Xm–1, Em, Xm), where Xi={3i–2, 3i–1, 3i} for i = 1,..., m,  
if it is not a case we can always renumber the partition jobs. Let V (Xi) and Wi denote 
the sum of processing times of the partition jobs from Xi and the enforcer jobs from Ei, 
respectively, for the schedule π*. Based on the transformation V (Xi) is defined as: 
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It is easy to observe that the sum of processing times of the enforcer jobs from the 
set Ei, i.e., Wi, (i = 1,..., m) in schedule π* is given by (6). The completion time of the 
last job in Ei is 

iEC  and of the last job in Xi is 
iXC  for i = 1,..., m. 
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Let us also define useful inequalities: 
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for i = 1,..., m.  
On this basis, we will provide properties of an optimal solution for DSPL, but due 

to the lack of space the proofs are omitted. 
 

Lemma 6 The optimal sequence of jobs for the problem 
max|,)(|1 Lddbvavp jjj =−=  is arbitrary. 

Lemma 7 The problem max|)(|1 Lbvavp jj −= can be solved in O(n log n) steps by 
scheduling jobs according to the non-decreasing order of their due dates (the EDD 
rule). 

Lemma 8 The problem max|)(|1 Cvbavp jjj −= can be solved in O(n log n) steps by 
scheduling jobs according to the non-decreasing order bj / aj parameters. 

Lemma 9 There is an optimal schedule π, for the given instance of DSPL, in which, 
before the enforcer jobs from Ei (i = 1,..., m) at last 3(i – 1) partition jobs can be 
scheduled. 

Lemma 10 Jobs in each block Ei are processed one after another and between Ei and 
Ei+1 exactly 3 partition jobs are scheduled for i = 1,..., m – 1. 

Theorem 2 The problem max|)(|1 Lvbavp jjj −=  is strongly NP-hard. 

Proof. Based on the given transformation from 3PP to DSPL and on Lemma 10 we 
construct a schedule π for DSPL, that is given as follows: (E1, X1, E2, X2, E3..., Ei, Xi, 
Ei+1..., Xm–1, Em, Xm). Recall that blocks of the enforcer jobs are scheduled according to 
the EDD rule and the schedule of jobs within each Ei is immaterial and the sequence 
of jobs within each set Xi  is arbitrary. 

The further part of the proof can be done exactly the same as for Theorem 1. □ 
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3.3. PROBLEM EQUIVALENCY 

In classical scheduling theory, the following problems 1||Lmax and 1| rj | Cmax are 
equivalent with respect to the criterion value. Moreover, an algorithm solving problem 
1||Lmax can be taken as an algorithm solving the problem 1| rj | Cmax. Now, we will 
show that this equivalency still holds in the presence of learning and aging, but if the 
corresponding job processing times are symmetric for the both phenomena. The proof 
is omitted. 

 
Theorem 3 The problems 1| pj(v) |Lmax and 1| r’j, p’j(v) | C’max are equivalent in the 

following sense: the optimal schedules are inverse and the criterion values differ only 
by a constant, if pj(v) is a positive function of a job position and )1()(' +−= vnvp j  for 
v, j = 1,..., n. 

 
On this basis, we can easily prove the complexity of the following problems. 
 

Corollary 1 The problem max|)1()(,|1 Cvnavpr jjj −+=  is strongly NP-hard. 
Corollary 2 The problem max|)),1((',')(,|1 Cnacnacavaavpr jjjjjjj >+−=+=  
is strongly NP-hard. 

4. CONCLUSIONS 

In this work, we showed that the minimization of the maximum lateness or of the 
makespan with release dates is strongly NP-hard even if job processing times are de-
scribed by functions dependent on a number of processed jobs (i.e., a job position in a 
sequence). Moreover, we showed that the minimization of the makespan with release 
dates is equivalent to the minimization of the maximum lateness if job processing 
times are described by functions dependent on the number of processed jobs. 
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VLSI MODULE PLACEMENT BASED ON 
RECTANGLE-PACKING BY  

THE NEURAL NETWORK BASED ALGORITHM 

The significance and hardness of the floorplanning in the VLSI physical design caused that much 
effort have been taken to address this bottleneck. The floorplanning problem can be expressed as  
a classic rectangle packing problem: given a set of rectangular modules of arbitrary size the goal is to 
place them on a two-dimensional space without overlapping, subject to minimize the area of  
a minimum bounding rectangle. 

In this work we propose a novel approach based on neural network. We take as a basis the GIT 
algorithm that iteratively inserts blocks into initially empty solution. Considering the solution space is 
spanned by Sequence-Pair layout representation, in each step of the GIT algorithm the best solution 
from the neighborhood have to be selected as a representative.  

In our approach we use a neural network to pick such a solution. Neural is trained using 
previously prepared optimal instances of the problem. Training is based on inverse GIT algorithm 
method – we iteratively remove modules from optimal placement and train neural network with such 
partial solutions. 

Numerical experiments showed that GIT algorithm with such trained neural network can solve 
efficiently any instances of rectangle packing problem. We show that a well trained neural network 
can be used as a technique of choosing the best element from a neighborhood. Such a method seems 
to be very useful in case of combining it with some heuristic algorithms such as tabu search, what is  
a topic of our further research. 
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1. INTRODUCTION 

The significance and hardness of the floorplanning in the VLSI physical design [1, 
8] caused that much effort have been taken to address this bottleneck. Recent advances 
in this field [5] include introduction of strong properties of solution representation, as 
incremental evaluation of solution neighborhood and, on this basis, successful 
application of greedy insertion technique. 

This floorplanning problem can be expressed as a classic Rectangle (Block) 
Packing Problem [2]: given a set of rectangular modules, representing parts of 
integrate circuit, e.g., transistors, cells, (…), of given sizes the goal is to place them on 
a two-dimensional space without overlapping, subject to minimize the area of 
a minimum bounding rectangle. 

In this work we propose a novel approach based on neural network. We take as 
a basis the GIT algorithm [5] that iteratively inserts blocks into initially empty 
solution. Considering the solution space is spanned by Sequence-Pair layout 
representation, in each step of the GIT algorithm the best solution from the 
neighborhood have to be selected as a representative. In our approach we use a neural 
network to pick such a solution. Neural network has been trained using previously 
prepared optimal instances of this problem. Training is based on inverse to GIT 
algorithm method – we iteratively remove modules from optimal placement and train 
neural network with such partial solutions. Numerical experiments clearly showed that 
GIT algorithm with such trained neural network can efficiently solve the rectangle 
packing problem. 

The rest of the work is organized as follows. The next section formulates the 
problem and describes Sequence Pair solution representation. Section 3 describes the 
Neuron-GIT approach. In Section 4 results of numerical experiments are presented 
and discussed. Finally, Section 5 concludes the work. 

2. PROBLEM FORMULATION 

There is given a set { }nB ,,1K=  of n rectangular blocks. Each block Bi∈  is 
characterized by its width iw , height ih  and area iii hwa ⋅= . The goal of the Block 
Packing Problem (BPP) is to find such a packing, i.e., placement coordinates of 
a bottom-left corner ( )ii yx ,  and orientation (horizontally or vertically laid) of each 
block Bi∈ , that no two blocks overlap and the area of minimum enclosing rectangle 
of the packing is minimized. 
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To represent a packing solution and to create a solution space for BPP we make 
use of a concise and elegant packing representation called Sequence-Pair (SP), 
introduced by Murata et al. [9]. Sequence-Pair, as well as other known 
representations, is useful only for reflecting a packing solution into its appropriate 
coding. A sequence pair, say ( )−+ ΓΓ , , is a pair of n-element sequences 
(permutations), each representing some order of elements of the set B of blocks 
having orientations and dimensions fixed.  

The solution space provided by SP consists of ( )2!n  sequence-pairs, each of which 
can be mapped to a packing in polynomial time, and at least one of which corresponds 
to an optimal solution. The SP casts BPP as a discrete optimization problem [4], 
allowing finding a coding that represents an optimal solution, which could be solved 
by variety of methods developed in the past four decades [3]. 

3. THE NEURON-GIT ALGORITHM 

In this section we present a novel approach to solve BPP. We take as a basis the 
GIT algorithm that iteratively inserts blocks into initially empty solution. 
Considering the solution space is spanned by Sequence-Pair layout representation, in 
each step of the GIT algorithm the best solution from the neighborhood have to be 
selected as a representative. In our approach we use a neural network to pick such  
a solution. Neural network is trained using previously prepared optimal instances of 
the problem. Training is based on inverse to GIT algorithm method – we iteratively 
remove modules from optimal placement and train neural network with such partial 
solutions. 

The GIT algorithm. The GIT algorithm, presented in [5], resembles the 
insertion technique, primarily applied to flow-shop scheduling [10].  

Let ܱ ൌ ሺ݋ଵ, … , ܤ ௡ሻ be such an order of blocks from݋ ൌ ሺ1, … , ݊ሻ that ܽ௢భ ൒ܽ௢మ ൒ ڮ ൒ ܽ௢೙ . Denote by ߪ ൌ ,ଵߪۃ … , ௜ߪ a sequence of partial solutions, where ۄ௡ߪ ൌ ൫Γା௜ , Γି௜ ൯ and Γା௜  and Γି௜  are sequences of blocks from ܤ௜ ൌ ሺ݋ଵ, … ,  .௜ሻ݋
The solution is constructed by successively inserting blocks ݋ଵ, … ,  ௡ into an݋

initially empty solution. In the insertion step, all possible positions of inserting block ݋௜  into ߪ௜ିଵ are evaluated, considering both cases of block orientation. The 
representative solution (evaluated as best in the neighborhood) creates a base 
solution ߪ௜ for the next step. The pseudo-code of the GIT algorithm is given as 
Algorithm 1. 
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Algorithm 1: GIT )(B  
1: Define order O 
2: FOR i = 1 TO n DO: 
3:  =iσ EvalNeighborhood ),,,( 111

i
iii oB −
−

−
+

− ΓΓ  

4:  }{1
i

ii oBB ∪= −  
5: ENDFOR 
6: RETURN: nσ  
 
The EvalNeighborhood function evaluates one of the solutions in the neighborhood 

of the actual base solution as the best. Classically, it is done by considering some 
function giving a score to each solution from the neighborhood; solution with the 
greatest score is selected as the representative. The problem is, however, with proper 
choice of such a function. The still open question is what aspects are crucial in 
differentiating between good and bad choices. Knowing, that criterion function only is 
insufficient to build an evaluating function, should the neighborhood search 
concentrate on sequence pair view on solution or rather on the geometrical view on the 
packing solution? Trying to answer this question, in this work we propose a novel 
approach to develop such a scoring function based on neural network. 

The Neuron-GIT algorithm. In our approach, we substitute classical scoring 
function by a neural network. The idea is based on the possibility that a properly 
developed and learned neural network can approximate unknown function.  In our 
case we use neural network as a black-box that classifies solutions from the 
neighborhood as bad or promising choices from the perspective of future iterations of 
GIT algorithm. 

The learning algorithm. Learning a neural network requires knowledge of the 
desired output for any input in the training set. In our approach we reverse the choices 
of the GIT algorithm assuming, its result was an optimal packing solutions. 

Let ߪ௡ ൌ ሺΓା௡, Γି௡ሻ be an optimal packing of blocks from ܤ ൌ ሺ1, … , ݊ሻ. Let ܱ ൌ ሺ݋ଵ, … , ௡ሻ be such an order of blocks that ܽ௢భ݋ ൒ ܽ௢మ ൒ ڮ ൒ ܽ௢೙; note the GIT 
proceeds blocks in this order. Knowing ߪ௡ and ܱ we may reverse the steps taken by 
GIT, obtaining the sequence ߪۃ௡, … ,  of partial solutions (choices) that lead GIT to ۄଵߪ
the optimal solution. Consider the GIT inserts the block ݋௜ into ߪ௜ିଵ picking ߪ௜ as 
a best solution from the neighborhood. On this basis we can assign to each solution 
from a neighborhood the desired output – solutions similar to ߪ௜ are labeled as good, 
while all remaining solutions are labeled as bad. 

Construction of the training set. In case to train our neural network and to test 
efficiency of our algorithm we prepare some instances of BPP problem. We create sets 
of modules with different cardinality in case of checking how the neural network and 
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the algorithm cope with it. Each of prepared input set of modules can be placed on  
a two-dimensional space without overlapping such that wasted space is either equal 
zero of relatively small in comparison to the size of bounding rectangle. Optimal 
instances received from given input sets can be divided into two groups. An instance is 
called slicing [11] if modules can be received by the division of a bounding rectangle 
of an optimal schedule into smaller rectangles by parallel lines. The operation can be 
applied to each of the resulting rectangles (slices) with lines perpendicular to the 
previous set of dividing lines. Slicing can be repeated to any depth alternating the 
orientation of the dividing lines. A non-slicing is an instance which modules can by 
constructed with above dividing formula but do not have to. Instances of a floorplan 
design problem based on non-slicing structures are much more difficult to solve. 
Slicing structures have more tools to deal with, despite the problem of the 
floorplanning in the VLSI physical design has found its description rather in non-
slicing based structures. 

We prepare slicing sets of cardinality from 5 up to 100 modules and total area from 
10^4 and 10^6 square units. These instances were received from described above 
dividing formula from square figure, thus wasted area of optimal solution to these 
instances is equal zero. Non-slicing instances have also cardinality from 5 to 100. We 
use some empirical method to get such instances. The method was fully random to get 
a wide range of instances. This causes that filling coefficient (quotient of bounding 
rectangle to sum of modules area) is bigger than 1. This also better matches the real 
floorplan design problem.   

Previously prepared sets of modules were used as testing sets for neural network. 
Thus we have certainty of comparability between differently trained networks. As 
training set we use other instances prepared in the same way as testing ones. Despite 
having the knowledge of the proportion between cardinality of training and testing sets 
we use as the training set only one instance of a problem. This was caused by limited 
computational power of used machine. Even though, by the construction of the 
training set, it was very big.  

Training is based on inverse to GIT algorithm method – we iteratively remove 
modules from optimal schedule and train neural network with such partial schedules. 
To prepare a testing set, denoted as Φ, we follow the following steps. 

 
Algorithm 2: TrainingSet )(B  
1: Define order O 
2: FOR i = n DOWNTO 1 DO: 
3:  FOR j = 1 TO ݅ଶ DO: 
4:   ቀ 11, −

−
−

+ ΓΓ ii ቁ=nextPerm ),,,( 111
i

iii oB −
−

−
+

− ΓΓ  

௢௨௧௝,௜ିଵݓ   :5 ൌ ݐݑ݌ݐݑܱݐ݊ݑ݋ܿ ),,,( 111
i

iii oB −
−

−
+

− ΓΓ  
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6:   Φ ൌ Φ ׫ ൬ݓ௢௨௧௝,௜ିଵ, ቀ 11, −
−

−
+ ΓΓ ii ቁ൰ 

7:  ENDFOR 

8:  }{1
i

ii oBB −=−  
9: ENDFOR 
10:RETURN: Φ 
 
Where nextPerm is a function which changes the sequence-pair of partial 

solution to the next permutation in neighborhood. ܿݐݑ݌ݐݑܱݐ݊ݑ݋ clearly counts the 
desired output. 

Neural network. Now we will describe the properties of neural network used in 
our algorithm. Since slicing based structures and non-slicing are different we use 
different settings for each one. Differences are especially in input neurons, both in 
cardinality and the form. We use a unidirectional neural network with backward 
propagation of errors and supervised learning method. As the activation function we 
use hyperbolic tangent sigmoid transfer function. 

 tanhሺݔሻ ൌ ௘ೣି௘షೣ௘ೣା௘షೣ            (1) 

 

Since backpropagation requires that the activation function used by the artificial 
neurons to be differentiable, we have 

 tanh Ԣሺݔሻ ൌ ସሺ௘ೣା௘షೣሻమ                               (2) 

 

Kalman and Kwasny in [6] show that the fastest learning process is under 
hyperbolic tangent sigmoid transfer function. In [7] it was shown that small value of 
derivative function makes a learning process slower, hyperbolic tangent also fits this 
assumption. 

As a backward propagation of errors we use the Levenberg–Marquardt Algorithm 
which is widely known to be very good for the unidirectional neural network. This 
algorithm modifies weights of neuron inputs in groups. This combines the 
convergence algorithm, Gauss–Newton near the minimum, with the fastest descent, 
which quickly reduces the error when the solution is far. 
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Fig. 1. Decrease the gradient while training with Levenberg–Marquardt Algorithm 

In our algorithm we use a neural network with three input neurons. These neurons 
are described as follow: 

• first input neuron: 
ଵݓ  ൌ ௔బଶ ∑ ௫೔௬೔೔אಳ                     (3) 

 

Where ܽ଴ denotes the area of bounding rectangle of input instance, 
• second input neuron: 

ଶݓ  ൌ ௜௡     (4) 

 

Describes the quotient of number of modules in partial instance to total number of 
modules, 

• third input neuron: 
ଷݓ  ൌ ௪೔௛೔      (5) 

 

Describes the quotient of width of i-th module to its height. The i-th module is the 
smallest module over all modules in partial instance. 
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We set numbers of hidden layer to one with eight neurons. Number of epoch was 
set to 1000 and performance goal was set to 10ିହ. The desired output which is 
calculated for every input instance has the form: 

௢௨௧ݓ  ൌ ௔಴ି|௔బି௔಴|∑ ௫೔௬೔೔אಳ                           (6) 

 

Where ܽ஼ denotes the area of bounding rectangle of partial instance received by 
removing proper number of modules from optimal schedule, ܽ଴ as before. 

It is easily seen that  ݓ௢௨௧ gets the largest value for partial instance that is received 
from optimal one by removing proper number of modules. Any other instance with 
such module cardinality has smaller ݓ௢௨௧ factor. Thus we can label the best partial 
solutions as good and all remaining as bad ones. 

4. COMPUTATIONAL RESULTS AND DISCUSSION 

Having the neural network trained with the learning set described above, we use 
our Neuron-GIT algorithm to solve testing instances. The following results were 
received. 

As we can see from above table the filling coefficient is very high, more than 85%. 
Non-slicing based structures as we supposed, turn out to be more difficult for our 
algorithm. 

Table 1. Statistics of the results 

Type of 
structure 

Average value of filling 
percentage(VoFP) 

Variance 
VoFP 

Maximum 
VoFP 

Minimum 
VoFP 

Slicing 0,89 0,036 1,00 0,52 

Non-slicing 0,86 0,007 1,00 0,76 

All 0,88 0,020 1,00 0,52 

 

Worth noticing is that algorithm over non-slicing instances is much more stable 
and the variance is smaller for such sets of modules. There were no solutions worse 
than 76% percent of filling. Following figures show sample solution received with our 
algorithm. Both slicing and non-slicing instances are presented. 
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Fig. 2. Solutions received from Neuron-GIT algorithm, slicing instance on the left-90 Vofp,  
non-slicing on the right-76 VoFP. 

5. CONCLUSIONS AND TOPIC FOR FURTHER RESEARCH 

In this work we develop a novel algorithm based on neural network. We modify 
widely known GIT algorithm. Neural network as a method of evaluation the best 
solution in the neighborhood turns out to be very effective. The obtained results can be 
compared to results of best known heuristic algorithms. The advantage is that 
computational complexity of presented algorithm is polynomial. Nonetheless this 
work shows that there are some improvements that can be applied to this algorithm. 
Especially analyzing inputs of neural network is interesting topic. Finding coefficients 
which better describe differences between partial solution corresponding to optimal 
solution and its neighborhood is a core to improve such algorithm. 

Another interesting topic is using our method of evaluation the best solution in the 
neighborhood in some heuristic algorithms such as tabu search. 
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ON AUTOMATIC SP-DISSECTION IN COMPLEX 
OUTLINE FLOORPLANNING 

Recently, we have presented an algorithmic attempt to perform a frame sp-dissection in complex-
outline floorplanning problem: given a rectilinear packing outline, enclose it with minimum bounding 
rectangle and cut the resulting figure (called frame) into rectangles such that there exists a sequence-
pair (defined on set of resulting rectangles) which codes such obtained placement (it decodes into 
frame). 

Our previous algorithm started with an optimal solution of the classical dissection problem, 
which, however, often cannot be represented with sequence-pair representation. Therefore, in the 
second stage, we applied an iterative algorithm that, by performing additional cuts of some rectan-
gles, produces a sp-dissection.  

In this work, we first give a counterexample, showing that our previous two-phase approach can-
not lead to an optimal sp-dissection (sp-dissection of minimum number of rectangles) – a single-
phase sp-dissection algorithm is needed. We present several properties of optimal sp-dissection prob-
lem solution. Presented properties can lead to an efficient algorithm solving the SP-dissection prob-
lem in single-phase. 

1. INTRODUCTION 

The success of nowadays min-cut floorplanning techniques in VLSI [3, 4, 9, 14] is 
based on algorithms solving fixed-outline problem [2], in which the integrated circuit 
elements like transistors, cells or modules have to be placed without overlapping in-
side given rectangular outline. The further development, however, is frustrated by 
additional requirements that have appeared with billion-transistor circuits: first and 
foremost new circuits demand the outlines to be of rectilinear shapes, and second, 

 __________  
* Institute of Computer Engineering, Control and Robotics, Janiszewskiego 11/17, 50-372  

Wrocław. 
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there are rectilinear obstacles in the layout, e.g., modules of predefined positions in the 
circuit layout [1]. In our previous works [11, 12] we presented a methodology to cope 
with such complex-outline problem, showing, that any set of geometric placement 
constraints could be represented within Sequence-Pair [6] representation. 

Rest of the work is organized as follows. The next section describes the sp-
dissection problem. In Section 3 properties of an optimal sp-dissection are presented. 
Section 4 describes a new concept in sp-dissection – zero-blocks, which introduction 
allows to achieve optimal sp-dissections. Section 5 concludes the work. 

2. FRAME SP-DISSECTION 

In our previous paper [12], we have presented a methodology that allows to tackle 
the complex-outline floorplanning problem: having a set of n rectangular blocks, the 
goal is to place them inside a rectilinear complex-outline without any overlaps 
between blocks and rectilinear obstacles in the layout area (fixed positions). We 
showed that any complex outline and rectilinear obstacles can be represented using 
Sequence-Pair representation. The Sequence-Pair, introduced by Murata et al. [6], as 
well as other known representations, is useful for reflecting a packing solution into its 
appropriate coding and creates a solution space to be traversed for the optimal packing 
solutions. A sequence pair, say ( )−+ ΓΓ , , is a pair of n-element sequences 
(permutations), each representing some order of elements of the set of blocks having 
orientations and dimensions fixed. Such a packing representation encodes pairwise 
relative placements, i.e., the topological relation between each pair of blocks ),,( ji  

ji ≠ , Bji ∈,  imposed by their relative order in the ( +Γ , −Γ ), is either horizontal (1) 
or vertical (2): 

 ( ) jijiji h⎯→⎯⇒KKKKKK ,,,,,,,,,  (1) 

 ( ) jijiij v⎯→⎯⇒KKKKKK ,,,,,,,,,  (2) 

Horizontal relation between pair of blocks imposes their left-to-right arrangement 
in a packing, i.e., ji h⎯→⎯  forces block j  to be placed horizontally on the right of 
block i . In the case of vertical relations, the arrangement is bottom-up. If a block has 
no relations oriented to it, it is assumed to be aligned to the reference axis. 

The solution space provided by SP consists of ( )2!n  sequence-pairs, each of which 
can be mapped to a packing in polynomial time, and at least one of which corresponds 
to an optimal solution.  



On Automatic SP-Dissection in Complex Outline Floorplanning 341

To make this mapping, a geometrical description of placement constraints (outline 
and obstacles) must be represented by artificial blocks added to the original problem 
instance. The construction of such a set of artificial blocks is the sp-dissection: given  
a rectilinear packing outline, enclose it with minimum bounding rectangle and cut the 
resulting figure (called frame) and rectilinear obstacles (if any) inside the packing area 
into rectangles such that there exists a sequence-pair (defined on the set of resulting 
rectangles) which codes such obtained placement. 

Recently, we have presented an algorithmic attempt to perform a frame sp-
dissection in complex-outline floorplanning problem [12]. Our algorithm started with 
an optimal solution of the classical dissection problem [8, 15], which, however, often 
cannot be represented with Sequence-Pair representation. Therefore, in the second 
stage, we applied an iterative algorithm that, by performing additional cuts of some 
rectangles, produces a sp-dissection. An example of frame sp-dissection is presented 
in Fig. 1a. Observe a frame composed of artificial blocks. In Fig. 1b an obstacle in the 
layout is added. Note, that in order to fix the position of the obstacle, some of the 
frame blocks have to be divided (in the second stage of our algorithm). 

 

 
Fig. 1. Examples of sp-dissection of complex-outline (a)  

and complex outline with obstacle in the layout 

 Our previous two-phase approach, unfortunately, cannot lead to an optimal sp-
dissection (sp-dissection of minimum number of rectangles). The counter-example is 
presented in Fig. 2, where classical dissection of rectilinear obstacle (a) is composed 
of 11 rectangles (b), its sp-dissection produced by our two-phase algorithm is com-
posed of 19 rectangles (c), while optimal sp-dissection is of only 13 rectangles (d).  

Property 1. The optimal sp-dissection must be produced by a single-phase algo-
rithm.  



A. Kozik, B. Tomeczko 342

3. PROPERTIES OF OPTIMAL SP-DISSECTION 

3.1. DISSECTION OF THE FRAME BOUNDARY 

Consider a fragment of frame left boundary given in Fig. 4. It can be divided as in 
Fig. 4a into 6 frame blocks (blocks composing the frame, for details see [12]) or into 
11 blocks as in Fig. 4b (2 frame blocks, 4 inside-blocks, and 5 cut-lines producing 5 
additional blocks). This shows, that the frame should be divided horizontally. Now, 
consider a simple rectangular obstacle in the layout (inside-block). If the frame was 
divides as in Fig. 4a, then fixing an obstacle results in 19 blocks in total (Fig. 4c); if 
the frame was divides as in Fig. 4b, then fixing an obstacle results in 16 blocks in to-
tal, what contradicts the earlier statement. 

 

 
Fig. 2. Example of obstacle dissection – shape of rectilinear obstacle (a), optimal classical dissection (b), 

sp-dissection result of two-phase algorithm (c), optimal sp-dissection (d) 
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Property 2. The sp-dissection of the frame to be optimal have to consider the ob-
stacles in the layout. 

3.2. DISSECTION OF THE FRAME BOUNDARY 

Consider the obstacle in the layout presented in Fig. 3. It can be internally divided 
in many ways, e.g., into 5 blocks in Fig. 3a or 7 blocks in Fig. 3b. In order to fix its 
position in the layout, it generates cut-lines, that divide the frame. Note, in both cases 
the set of cut-lines (denoted as arrows in Fig. 3) is the same. 

Property 3. The internal dissection of obstacle has no effect on dissection of the 
frame. The frame dissection depends only on the shape of the obstacle. Obstacle com-
posed of k corners can produce at most k/2 + 2 cut-lines. 

3.3. CUT-LINES ABSORPTION 

Consider a frame with two obstacles given in Fig. 5. Observe that some cut-lines 
(denoted as dotted arrows) result in division of other obstacles (they not divide frame), 
i.e., some cut-lines of Property 3 are absorbed by other obstacles. 

Property 4. The set of obstacles can be preprocessed in such a way, that some cut-
lines can be absorbed. Resulting reduced set of cut-lines, according to Property 2, 
should be considered in the division of frame. 

 

 
Fig. 3. Example of internal division of obstacle in the layout 
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Fig. 4. Example of frame division 

 

 
Fig. 5. Example dissection of frame with two obstacles 
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3.3. RECURSIVE CUT-LINES 

Consider the frame and obstacle presented in Fig. 6. Fixing the obstacle I1 pro-
duces the cut-line C1 which, in turn, cuts off inside-block I2 from the frame-block. 
The new inside-block I2 generates two additional cut-lines in order to fix its position 
in the layout. This process can be recursively continued – an extreme example is given 
in Fig. 4c.  

Similar situation to that of Fig. 6 is depicted in Fig. 7. In Fig. 7a an inside block 
divides a frame-block what results in 10 blocks in total (6 blocks and 4 cut-lines). 
Note, that the frame-block that remain after the division by cut-line forms a left base 
for inside-block, i.e., there is a horizontal relation in sequence pair between those two 
blocks.  

 

 
Fig. 6. Division of frame-block generates a new inside-block 

4. PROPERTIES OF ZERO-BLOCKS 

In Fig. 7b, an artificial zero-block, of size zero in one dimension, is introduced to 
form such a left-base. Observe, original frame-block does not to be divided anymore 
(forming a left-base does not introduce new inside-blocks with new cut-lines). 

Property 5. The zero-blocks can stop the recurrent division of blocks caused by 
formation of left-base for inside-block. 
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There are situation, however, that introduction of zero-block does not result in less 
block in total. Consider a frame presented in Fig. 8, where two example dissections are 
depicted. Observe, layout of Fig. 8a needs 13 blocks (with 2 zero-blocks), while lay-
out of Fig. 8b needs 12 blocks. This suggests that introducing a zero-block does not 
always brings desired results. 

 

 
Fig. 7. Examples of forming a left-base for inside-block: by block division (a) and by zero-block (b) 

There are, however, situations, where introducing more than one zero-block can 
help in obtaining better sp-dissection. In Fig. 9 a situation similar to that of Fig. 8 is 
presented. Note, that in this case, layout of Fig. 9a needs 13 blocks, while layout of 
Fig. 9b needs 14 blocks. 

 

 
Fig. 8. Examples of forming a left-base for inside-block: by two zero-blocks (a) 

and by single zero-block and division (b) 
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Fig. 9. Examples of forming a left-base for inside-block: by two zero-blocks (a)  

and by single zero-block and division (b) 

5. CONCLUSIONS 

In this work we considered a problem of automatic translation of complex geomet-
ric layout constraints into Sequence-Pair representation. We showed, that our previous 
(two-phase) algorithmic approach to sp-dissection problem cannot lead to dissections 
of minimum sizes, and showed several properties of optimal sp-dissections. We intro-
duced a concept of zero-blocks, that artificially added to the problem instance, lead to 
solutions with fewer blocks. Presented properties can form a basis for a single-phase 
algorithm solving sp-dissection problem optimally.   

Further research, apart from development of such algorithm, will be concentrated 
on application of proposed methodology to algorithms solving complex-outline floor-
planning problem. Ongoing research includes enhancing simulated annealing ap-
proach [7] and building constructive heuristic based on greedy insertion technique [5, 
10] and fast Sequence-Pair neighborhood evaluation [13]. Already obtained results are 
promising. 
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