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1. INTRODUCTION

Since the 1980s, with the rapid development of the capital market and its derivatives market, the traditional monetary quantity theory has often been challenged, and the stable relationship between money supply and economic growth has become even more uncertain. Under the circumstances, the major Western countries have decided to give up money supply as a policy instrument. Instead, interest rate rules have gradually become the intermediate target of monetary rules. Taylor (1993) finds that among various fundamentals which affect price level and economic growth rate, the real interest rate is the only variable that can maintain the long-term stable relationship with price and economic growth. Therefore, Taylor believes that adjusting the real interest rate should be the main operation of the monetary
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The Taylor’s rule is the monetary rule which mainly refers to the central bank – how to control the monetary policy of the country based on the target real interest rate and the target inflation rate. Although the Taylor rule is simple, it can well encapsulate the basic factors that affect the monetary policy in reality, as well as reflect the ultimate goal of monetary policy, i.e. the real output can be stabilized near the potential level in the short term and inflation could be effectively controlled over the long term.

The standard Taylor rule suggests that the nominal interest rate responds to the inflation rate and its target, the output gap and the equilibrium real interest rate. Many scholars have noted that the central bank has a favorable interest rate trend preferences (Clarida et al., 1999, 2000; Gerlach-Kristen, 2004; Consolo and Favero, 2009), so that the current interest rate not only depends on the output gap and inflation rate, but also depends on the last interest rate. The results show that the Taylor rule with a smoothing interest rate is better able to fit the actual observed policy than the original Taylor rule. In view of the forward-looking characteristics of monetary policy, the short-term interest rate is set as a function of the expected inflation gap and output gap, thus more truly reflecting the central bank’s actual decision-making process.

Moreover, if a central bank targets the purchasing power parity (PPP) level of the exchange rate, the real exchange rate will also influence the nominal interest rate. It turns out that the Taylor rule of an open economy displays exchange rate behavior that is quite different from that in the traditional exchange rate model. The adoption of the Taylor rule by the central bank helps to establish effective communication channels and feedback mechanisms between the public and the central bank, guide the formation of public expectations and improve the effectiveness and transparency of monetary policy. The central bank would take a number of anti-inflation measures and achieve other objectives with the implementation of the Taylor rules to increase the credibility of monetary policy. The public can understand the inherent rationality of the role of monetary policy through the Taylor rules, so as to reduce the psychological uneasiness, avoid the disorder caused by the expected effect and ensure the smooth implementation of monetary policy. If employment is higher than the natural level of employment and real GDP will be below potential, the central bank will take action to deal with the economic issue. The greater the deviation from the target level, the stronger the response of monetary policy, so it is more beneficial for the ease of mitigating the adverse effects of macroeconomic volatility.
During the period from the mid-1970s to the early 1980s, international economists mainly focused their attention on three major structural approaches to modeling exchange rates. There are the flexible-price monetary models, sticky-price monetary models, and portfolio balance models, although those models have been rejected by most researchers due to the result that none of the specifications could outperform the random walk model in predicting the exchange rate out-of-sample. Meese and Rogoff (1983a, 1983b) put an end to the atmosphere of optimism in exchange rate economics by concluding that exchange rate determination models do not perform better than a random walk model out-of-sample. Mark (1995) used error correction methods to compare Purchasing Power Parity, Interest Rate Parity and monetary models with the random walk model with the Diebold-Mariano-West statistic (henceforth, DMW), and found that no systematic evidence of predictability could be found in the short term. Groen (2000) and Mark and Sul (2001) detect exchange rate predictability by using panel data. Kilian and Taylor (2003) find that exchange rates can be predicted from economic models at horizons of two to three years after taking into account the possibility of nonlinear exchange rate dynamics. Faust et al. (2003) find that the economic models consistently perform better using real-time data than revised data, though they do not perform better than the random walk. Cheung et al. (2005) examine the out-of-sample performance of the interest rate parity, monetary, productivity-based and behavioral exchange rate models and conclude that none of the models consistently outperforms the random walk at any horizon.

This problem is avoided by extending the Taylor rule exchange rate models, the new strand of literature includes the endogenous of monetary policy using an interest rate rule as proposed by Taylor (1993). Comparing the traditional monetary model with the Taylor rule exchange rate model, we can find that the major shortcomings of traditional exchange rate models are in paying too little attention to the market’s expectations of future values of the macroeconomic fundamentals (Engel and West, 2004, 2005, 2006; Bacchetta and van Wincoop, 2006; Engel et al., 2008). In particular, most standard monetary models fail to incorporate the endogeneity of monetary policy. Another possible reason for the failure of the economic exchange rate models is inadequate economic models for exchange rate forecasting. Kilian and Taylor (2003) argue that the underlying economic theory of exchange rate models is fundamentally sound. However, there are various non-linearities in deviations of the spot exchange rate from economic fundamentals. Under the Taylor rule fundamental framework, Engel and
West (2005) use their model to predict the exchange rate. They combine the monetary model, uncovered interest rate parity (UIP) and purchasing power parity (PPP) with the Taylor rule so as to derive the Taylor rule exchange rate model. This means that the Taylor rule exchange rate model relies on the stance true for PPP. PPP states that the exchange rates between currencies are in equilibrium when their purchasing power is the same in each of the two countries, if PPP holds true, the equilibrium exchange rate could be determined by the Taylor rule exchange rate model. Molodtsova and Papell (2009) find strong out-of-sample predictability for a group of major exchange rates. Engel et al. (2007) using a panel regression framework to test the exchange rate predictive ability find that the Taylor rule exchange rate performed better than standard monetary models and random walk model. Clarida and Waldman (2007) find a significant appreciation of exchange rates in response to positive inflation surprises for inflation targeting countries, which is one of the major predictions of these types of models. Mark (2007) considers the Taylor rule in interest rate reaction functions for Germany and the U.S. and estimates the real USD-DEM exchange rate path assuming that the exchange rate is priced by uncovered interest rate parity, and provides evidence that the interest rate differential can be modeled as a Taylor rule differential and the real USD-DEM exchange rate is linked to the Taylor rule fundamentals, which may provide a resolution for the exchange rate disconnect puzzle. Gali (2008) embeds the Taylor rules in open economy dynamic stochastic general equilibrium models and maps out the effects of monetary policy shocks on real and nominal exchange rates.

In this paper, we examine whether the Taylor rules can explain the exchange rates for Central and Eastern European countries. Since the Central and Eastern European countries joined the UEM (Union Economique et Monetaire) or the European Union (depending on the country), they are being increasingly explored by scholars. At the same time, price liberalization was accompanied by very high inflation rates in the earlier period, and then disinflated successfully after the exchange rate regimes switch. A standard approach to describe such monetary policy switching is to estimate a Taylor-like interest rate reaction function (Frömmel et al., 2011). The empirical literature concludes that the monetary policy interest rule (the Taylor rule) for most successful central banks in developed countries can be explained by such a reaction function, while relatively poor for transition economies (Clarida et al., 1998). Therefore, the features of CEECs’ transition economies provide an interesting study of whether the
Taylor rule can explain exchange rates movements. The reasons for studying Central and Eastern countries are as follows. First, they were centrally planned and underwent a rapid liberalization of prices and markets, and some markets suffered from high inflation. Second, most of the countries such as the Czech Republic, Hungary, Poland and the Slovak Republic focused on exchange rate targeting during the nineties and have mostly switched to inflation targeting after the 1997/98 Asian and Russian financial crisis. Third, and most important, the initial conditions for CEEC transition varied extensively, and they may be an important indicator in explaining the magnitude of deviations from the Taylor rules. Frömmel et al. (2011) explore monetary policy rules for Central and Eastern European Countries by explicitly accounting for changes in policy settings. The process of economic transition started in 1992 in the former Soviet Union complied with the liberalization of the foreign exchange markets and the provision of currency convertibility. These drastic steps resulted in initial deep undervaluation of the national currencies. We would like to compare CEECs in this paper as they are deeply influenced by the U.S. economy. The reason is that with the internationalization of Central and Eastern European countries and the continuous progress of global economic integration, and the United States as the world’s largest economy, CEECs’ economies are tightly connected with the world economy and thus with the economic condition of the U.S.

Usually, the Taylor rule relates to the short-term interest rate that specifies how the central bank should regulate its interest rate to the inflation rate to its past values, inflation and output gap. According to the Taylor rule, the central bank raises the target for the short-term nominal interest rate if inflation rises above its desired level and/or output is above potential output. This linear interest rate rule represents an optimal policy rule under the condition that the central bank minimizes a symmetric quadratic loss function (Svensson, 2000; Clarida et al., 1998, 2001). However, both theoretical and empirical studies exist to suggest that the central bank may follow a non-linear Taylor rule. Nobay and Peel (2003), Ruge-Murcia (2003), Dolado et al. (2005), Surico (2007), among others hold the view that if the central bank minimizes an asymmetric loss function in which negative and positive inflation and output-gap deviations are assigned different weights, then a non-linear Taylor rule is optimal. Engel and West (2005) use the Taylor rule model as an example of present value models in which asset prices (including exchange rates) will approach a random walk as the discount factor approaches one. Engel and West (2006) construct a “model-
based” real exchange rate (RER) as the present value of the difference between home and foreign output gaps and inflation rates and find a positive correlation between the “model-based” rate and the actual RER. Because we know that the RER might be affected by the internal and external shocks generated by unexpected policies or political events, thus creating structural changes, they may be subject to considerable short-term variation. It is important to know whether the RER has any tendency to settle down to a long-run equilibrium level because the Taylor rules require that RER revolves around a constant or a time trend. If RER is found to be stationary using a unit root test with structural break(s), the effects of shocks such as real and monetary shocks that cause deviations around a mean value or deterministic trend are only temporary, then the Taylor rules are valid in the long run.

As for methodology, most of the studies have utilized conventional unit root tests such as the Augmented Dickey Fuller test (1981, ADF), the Phillips-Perron test (1988, PP), the Kwiatkowski et al. test (1992, KPSS) and time series cointegration, panel cointegration and error correction techniques to test the exchange rate determination. Unfortunately, they fail to reject the unit root hypothesis of the real exchange. The linear unit root test methodology assumes that in spite of the deviation situation, the process of urbanization moving to the equilibrium is linear and the velocity of adjustment is constant. However, if the nonlinear factors were neglected in the data generating process (DGP), we cannot receive the expected results. The linear model critically underestimates the velocity of adjustment of long-term equilibrium, and usually we accept the null hypothesis because of the low power of the traditional unit root test. The omission of some structural breaks is a possible cause of the traditional unit root tests failing to reject the null hypothesis for stationarity. It is well known that if the RER follows a nonlinear stationary process, then tests based on linear models such as the widely used ADF unit root models will be misspecified (Chortareas et al., 2002). Moreover, Sarno (2000) and Taylor and Peel (2000) also demonstrate that the adoption of linear stationary tests is inappropriate for the detection of a mean reversion if the true process of the data generation of the exchange rate is in fact a stationary non-linear process. Perron (1989) argued that if there is a structural break, the power to reject a unit root decreases when the stationary alternative is true and the structural break is ignored. Therefore we need to apply a technical method that could be of significance when structural breaks occur. The general method to account for breaks is to approximate them using dummy variables. However,
this approach has several undesirable consequences. First, when the break
dates are unknown, it is useful to have information regarding the presence or
absence of a change to investigate the potential presence of a unit root, but
these are usually not known and therefore need to be estimated. This
introduces an undesirable pre-selection bias (see Maddala and Kim, 1998).
Second, the models with dummy variables allow up to two breaks,
otherwise, it will be result in information loss. Nunes et al. (1997), Lee and
Strazicich (2003) and Kim and Perron (2009), among others, demonstrate
that such tests suffer from serious power and size distortions due to the
asymmetric treatment of breaks under the null and alternative hypotheses.
Third, the use of dummies suggests sharp and sudden changes in trend or
level. As a result, the test may reject the unit root null when the noise
component is integrated but the trend is changing, leading to spurious
evidence in favor of broken trend stationary. Besides, the traditional linear
unit root test focused exclusively on stationary at the conditional mean of the
data set, and cannot detect the heterogeneities among different quantiles of
data distribution, thus we do not know the deep characteristics of data
changes.

These arguments motivate the use of the recently developed non-linear
quantile unit root with the Fourier function. Li and Park (2016) develop
nonlinear Kapetanios-Shin-Snell quantile unit root test (KSS hereafter) to
investigate stationarity in various quantiles. We extend their model with the
Fourier function to capture possible structural breaks of an unknown form as
a smooth process in the global and various quantiles. Several authors,
including Gallant (1981) and Enders and Lee (2012), show that a Fourier
approximation can control the unknown nature of the break(s). The authors
argue that their testing framework requires only the specification of the
proper frequency in the estimating equations. By reducing the number of
estimated parameters they ensure that the tests have good size and power,
irrespective of the time or shape of the break. One advantage of this Fourier
approximation is that it is able to capture the essential characteristics of a
series of breaks using low-frequency components, and the key feature is that
we do not need to assume the break dates, the precise number of breaks
and/or the exact form of the breaks are known priori. In particular, this test
only works best in analyzing the global changing process, but deeply viewed
different quantiles of sample data distribution.

This empirical study explores the link between an interest rate rule for
monetary policy and the behavior of the RER. Whereas Engel and West
(2006) use the model to explain the RER exclusively in terms of observable
macroeconomic aggregates, we link these fundamentals with the transitory component of the exchange rate and also let both the transitory and the long-term equilibrium RER be influenced by random determinants. We base our analysis on a variant of the two-country Taylor rule model introduced by Engel and West (2006). It contributes to this line of research by determining the unit root process of RER of ten CEECs using the Taylor rules and the unit root test with a Fourier function proposed by Enders and Lee (2012). We analyze RER using Lagrange Multiplier (LM) unit root tests that allow for breaks in the trend and the level of a series at an unknown time. With this, the current research raises hopes to fill the existing gap in the literature. To the best of our knowledge, this study is the first that utilizes the unit root test with a Fourier function in RER based on the Taylor rules for CEECs. This empirical study contributes to the field of empirical research by determining whether the unit root process is a characteristic of the Taylor rules in CEECs.

The remainder of this empirical study is organized as follows. Section 2 describes the Taylor rules model. Section 3 presents the methodology of the nonlinear quantile unit root with the Fourier function. Section 4 presents the data used and discusses the empirical findings. Section 5 concludes the paper.

2. THE TAYLOR RULE MODEL

Taylor (1993) assumed a simple monetary policy rule to be followed by central banks. We examine the link between the exchange rates and a series of fundamental variables followed the Taylor rule. In general, a Taylor rule looks as follows:

\[ i_t^* = r^* + \pi_t + b_1(\pi_t - \pi^*) + b_2 y_t^{eg}, \]

where \( i_t^* \) is the target for the short-term nominal interest rate, \( r^* \) is the equilibrium level of the real interest rate, \( \pi_t \) is the inflation rate, \( \pi^* \) is the target level of inflation, and \( y_t^{eg} \) is the output gap, or percent deviation of actual real GDP from an estimate of its potential level. According to Taylor, central banks adjust the nominal interest rate based on the inflation gap and the output gap, and keep the real interest rate at the equilibrium real interest rate so that the real interest rate level can be neutral to avoid real interest rate fluctuations, then the economy grows steadily at the level of the target inflation rate, and ultimately achieve price stability and stable growth of the total output.
Defined $u = r^* - b_1 \pi^*$, $\lambda = 1 + b_1$, equation (1) can be expressed by

$$i_i^* = u + \lambda \pi_i + b_2 y^s_i$$

(2)

Incorporating exchange rate into the original Taylor rule, we can get,

$$i_i^* = u + \lambda \pi_i + b_2 y^s_i + b_3 (e_i - \overline{e}_i),$$

(3)

where $e_i$ is the nominal exchange rate, $\overline{e}_i$ is the benchmark exchange rate from PPP, so $e_i - \overline{e}_i$ is the deviation from exchange rate.

Besides, some studies suggest that through adding a smoothing factor in the form of the interest rate (Clarida, 1998; Romer, 2011), the adjusted Taylor rule has the better policy implications. This is done by including a lagged interest rate differential in the form of a partial adjustment model:

$$i_t = \rho i_{t-1} + (1 - \rho)i_i^* + \epsilon_i,$$

(4)

where $\rho$ is the smoothing factor, substituting (4) into (3):

$$i_t = \rho i_{t-1} + (1 - \rho)[b_1 \pi_i + b_2 y^s_i + b_3 (e_i - \overline{e}_i) + \mu] + \epsilon_i.$$

(5)

Similarly, we assume that the foreign country also follows the Taylor rule but reacts differently from the home country. To derive the Taylor-rule based forecasting equation, we construct the interest rate differential by subtracting the interest rate reaction function for the foreign country from that for the U.S.:

$$i_t - i_i^f = \rho(i_{t-1} - i_i^{f, t-1}) + (1 - \rho)b_1(\pi_i - \pi_i^f) + (1 - \rho)b_2(y^s_i - y^s_i^f) + \ldots$$

$$+ (1 - \rho)(b_3 - b_3^f)(e_i - \overline{e}_i) + (1 - \rho)(\mu - \mu^f) + \epsilon_i - \epsilon_i^f,$$

(6)

where $f$ denotes the foreign country.

Moreover, we shall assume that monetary authorities target the PPP level of the exchange rate:

$$\overline{e}_i = p_i^f - p_t,$$

(7)

and the real exchange rate can be expressed as the sum of the nominal exchange rate and price difference of the two countries:

$$q_i = e_i + p_i - p_i^f.$$

(8)
Organizing the above equations, we get:

\[ q_t = s(i_t - i_t') - s\rho(i_{t-1} - i_{t-1}') - s(1 - \rho)[b_1(\pi_t - \pi_t') + \ldots \nonumber \\
+ b_2(y_t^g - y_t'^g)] - s(1 - \rho)(\mu - \mu') - s(\epsilon_t - \epsilon_t'), \]

where \( s = \frac{1}{(1 - \rho)(b_1 - b_1')} \).

This equation implies that the real exchange rate can be affected by interest rate differentials, output gap differentials and inflation differentials.

3. NONLINEAR QUANTILE UNIT ROOT TEST WITH THE FOURIER FUNCTION

Li and Park (2016) developed the nonlinear unit root test of Kapetanios et al. (2003) on quantile regression framework than the ordinary least squares (OLS) estimator. The simulation results show that it has much more power than the standard ADF test when the data follow a different distribution. Another advantage of the test is that it allows for different adjustment mechanism towards the long-term equilibrium at different quantiles. According to Kapetanios et al. (2003), the KSS test is based on detecting the presence of non-stationarity against a nonlinear but globally stationary exponential smooth transition autoregressive (ESTAR) process. The model form is as follows:

\[ \Delta Y_t = \gamma Y_{t-1} \left[ 1 - \exp\left(-\sigma Y_{t-1}^2\right) \right] + \epsilon_t, \]  

where \( Y_t \) is the data series of interest, \( \epsilon_t \) is an i.i.d. error with zero mean and constant variance, and \( \sigma \geq 0 \) is the transition parameter of the ESTAR model and governs the speed of transition. Under the null hypothesis \( Y_t \) follows a linear unit root process, but \( Y_t \) follows a nonlinear stationary ESTAR process under the alternative. One shortcoming of this framework is that the parameter \( \gamma \) is not identified under the null hypothesis. Kapetanios et al. (2003) used a first-order Taylor series approximation for \( \left[ 1 - \exp\left(-\sigma Y_{t-1}^2\right) \right] \) under the null hypothesis \( \sigma = 0 \) and then approximated Equation (10) by using the following auxiliary regression:

\[ \Delta Y_t = \xi + \delta Y_{t-1}^3 + \sum_{i=1}^{k} b_i \Delta Y_{t-i} + \nu_t, \]
where \( k \) represents the frequency. In this framework the null hypothesis and alternative hypotheses are expressed as \( \delta = 0 \) (non-stationarity) against \( \delta < 0 \) (non-linear ESTAR stationarity). The system of the KSS equations with a Fourier function that we estimate is of the form:

\[
\Delta Y_t = \alpha_1 + \beta_1 Y_{t-1}^3 + \sum_{j=1}^{k} \theta_j \Delta Y_{t-j} + a_1 \sin\left(\frac{2\pi kt}{T}\right) + b_1 \cos\left(\frac{2\pi kt}{T}\right) + \epsilon_t, \\
t = 1, 2, \ldots, T,
\]

(12)

where \( k \) represents the frequency for the approximation. It is important to note that the real exchange rate may present asymmetric characteristic in different distribution, then we assume that the real exchange rate data generating process can be written as Equation (4) based on quantile function form:

\[
Y_t = \alpha_1(t) + c_1(t) + \beta_1(t) Y_{t-1}^3 + \\
+ \sum_{i=1}^{4} \gamma_i(t) \Delta Y_{t-1} + \theta_i \sin\left(\frac{2\pi kt}{T}\right) + \theta_i \cos\left(\frac{2\pi kt}{T}\right) + \epsilon_t, \\
\]

(13)

where \( \tau \) stands for quantiles \([0.1, 0.9]\). In order to construct a statistic test, we rewrite the above function as a reduced form as follows:

\[
Q_\lambda(t | \zeta_{t-1}) = \rho_1(t) \lambda^3_{t-1} + \sum_{i=1}^{m} \rho_{i+1}(t) \Delta \lambda_{t-i} + \epsilon_t, \\
\]

(14)

where \( Q_\lambda(t | \zeta_{t-1}) \) is the \( \tau_{th} \) quantile of \( \lambda_t \) condition on the past information set, \( \zeta_{t-1} \). Optimum lags are selected by the Bayesian information criterion (BIC) or by Schwarz criterion.

The coefficients of \( \rho_1(t) \), \( \rho_2(t) \), \ldots, \( \rho_{k+1}(t) \) are estimated by minimizing the sum of the asymmetrically weighted absolute deviations:

\[
\min \sum_{t=1}^{n} \left( \tau - I(e_t < \alpha_0(t) + \alpha_1(t) e_{t-1} + \sum_{k=1}^{l} \alpha_{1+k}(t) \Delta e_{t-k}) \right) |e_t - \ldots \\
- \alpha_0(t) + \alpha_1(t) e_{t-1} + \sum_{k=1}^{l} \rho_{1+k}(t) \Delta e_{t-k} \right), \\
\]

(15)

where \( l \) is lag order, and \( l=1 \) if \( e_t < \alpha_0(t) + \alpha_1(t) e_{t-1} + \sum_{k=1}^{l} \alpha_{1+k}(t) \Delta e_{t-k} \) and \( l=0 \), otherwise. As suggested by Koenker and Xiao (2004), after solving Equation
we can test the stochastic properties of $e_i$ within the $\tau_{th}$ quantile by using the following $t$ ratio statistic:

$$t_n(\tau_i) = \frac{\hat{f}(F^{-1}(\tau_i))}{\sqrt{\tau_i(1-\tau_i)}} \left( E'_1 P_X E_{-1} \right)^{1/2} (\hat{a}_i(\tau_i) - 1),$$

(16)

where $E_{-1}$ is the vector of lagged dependent variable $e_{t-1}$, $P_X$ is the projection matrix onto the space orthogonal to $X = (1, \Delta e_{t-1}, ..., \Delta e_{t-k})$ and $\hat{f}(F^{-1}(\tau_i))$ is a consistent estimator of $f(F^{-1}(\tau_i))$. Koenker and Xiao (2004) suggest that it can be expressed as:

$$\hat{f}(F^{-1}(\tau_i)) = \frac{(\tau_i - \tau_{i-1})}{x'(\beta(\tau_i) - \beta(\tau_{i-1}))}$$

(17)

where $\beta(\tau_i) = (\alpha_0(\tau_i), \alpha_1(\tau_i), \alpha_2(\tau_i), ..., \alpha_{i+k}(\tau_i))$, $\tau_i \in [0.1, 0.9]$. As can be seen, when using $t_n(\tau_i)$ statistics we are able to test the unit root hypothesis in each quantile while ADF and other conventional unit root tests examine the unit root only on the conditional central tendency.

To assess the unit root behavior over a range of quantiles, Koenker and Xiao (2004) recommend the following Quantile Kolmogorov-Smirnov (QKS) test:

$$QKS = \sup_{\tau_i \in [\min, \max]} |t_n(\tau_i)|.$$

(18)

In this paper we construct the QKS statistics by choosing maximum $t_n(\tau_i)$ and QKS test statistics are nonstandard and depend on nuisance parameters. Hence, to derive critical values for the above mentioned test we implement the re-sampling procedures of Koenker and Xiao (2004) as follows.

Firstly, we run following $k$-order autoregression by the ordinary least square method:

$$\Delta e_t = \sum_{k=1}^{l} \rho_k \Delta e_{t-k} + e_t.$$

(19)

Secondly, we save fitted values $\Delta \hat{e}_i = \sum_{k=1}^{l} \hat{\alpha}_k \Delta \hat{e}_{t-k}$ and residuals $\hat{e}_i$ and then create bootstrap residuals $\left\{ \hat{e}_i^b \right\}$ with replacement from the centered residuals $\hat{e}_i = \hat{e}_i - \frac{1}{n-1} \sum_{i=1}^{n} \hat{e}_i$. 

Thirdly, we calculate the bootstrap sample of observations $e_t^b$ as follows:
\[ e_t^b = e_{t-1}^b + \Delta e_t^b, \] (20)
where $\Delta e_t^b = \sum_{k=1}^{k} \hat{\alpha}_k \Delta e_{t-k}^b + e_t^b$, $\Delta e_j^b = \Delta e_j$, $j = 1,2,\ldots,l$, $e_1^b = e_1$.

We construct the $\alpha_0(\tau)$ and $\alpha_l(\tau)$ based on Equation (13), $t_n(\tau)$ statistics based on Equation (17) and QKS statistics based on Equation (18), and the QKS tests would be used to judge whether the data contains a unit root or not in different quantiles.

4. DATA AND EMPIRICAL FINDINGS

We investigate whether the Taylor rule can explain exchange rate movements in ten selected Central and Eastern European countries by using the quantile unit root with the Fourier function based on the KSS test. Our monthly data cover the time span from January 1994 to December 2016. During this period, Central and Eastern European countries undertook a number of reforms, such as starting their liberalization programs and transition to market economies and so on. This empirical study covers ten countries: Bulgaria, Croatia, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania and the Slovak Republic versus the United States. For the interest rates, we consider the choice of the interest rate measure robust to our estimates and base our choice on the availability of the data, we use the money market rate or deposit rate, specifically, Bulgaria (LEONIA reference rate), Croatia (short-term rate determined on the Zagreb Money Market), Czech Republic (money market rate), Estonia (lowest rate on household deposits), Hungary (simple arithmetic rate offered by banks on deposits), Latvia (weighted average rate on overnight loans in national currency transacted in the interbank market), Lithuania (money market rate), Poland (money market rate), Romania (daily average rate on deposits between commercial banks in national currency), the Slovak Republic (money market rate). The sampling period is chosen for two main reasons: first, it is the source employed by the European Central Bank; second, it offers homogeneous data for all European countries; besides, the choice of a monthly frequency allows us to use exogenously defined periods of crises.

Furthermore, when measuring the output gap variable, many countries release quarterly or annual data for GDP, so in order to avoid the information loss of real-time data and be consistent with the monthly frequency, we choose the seasonally adjusted Industrial Production Index
(IPI) as a proxy indicator of output. Generally, the way to calculate the potential output is a difficult task and would affect the results seriously if calculated wrongly. However, most studies use a filter to calculate the potential output and output gap. If we assume the original series to exhibit a deterministic trend, we can measure the potential output by the Hodrick-Prescott filter of the IPI. The output gap is then computed as the deviation of the logarithm of the actual industrial production from its HP trend.

Inflation is measured by the monthly percentage change in the seasonally adjusted Harmonized Consumer Price Index (HCPI). Judd and Rudebusch (1998) base their inflation rates on different price indices and conclude that the estimation is not very sensitive to different measures of inflation. Kozichi (1999), Bodenstein et al. (2008), Mehra and Sawhney (2010), Airaudo and Zanna (2012) come to the opposite conclusion that the recommendations given by the Taylor rule are not robust to the inflation measures. We will base our estimates on a single index, the Harmonized Index of Consumer Prices (HICP) from Eurostat.

Lastly, when calculating the bilateral real exchange rates based on the Taylor rules, we first calculate the ratio of the price level US and the price levels for Central and Eastern European countries, then we use the ratios minus the inflation differentials, interest rate differentials and output gap differentials, to get the bilateral real exchange rates of Central and Eastern European countries versus the US based on the Taylor rules.

Table 1 provides a summary statistics of the real exchange rates for ten Central and Eastern European countries. The maximum value of RER is 121.920 for Poland, the Slovak Republic has the largest standard deviation, indicating that real exchange rate fluctuated the most in the Slovak Republic. The coefficients of skewness of all countries except Croatia, show that the real exchange rates are flatter to the right compared to the normal distribution, except for Croatia. We can also observe that the coefficients of kurtosis for some data sets exceed 3 associated with a normal distribution for Estonia, Latvia, Lithuania and Poland, meaning that the empirical distributions of these samples have fat tails. The Jarque-Bera test results indicate that the sample data are normally distributed except for Poland.

As a comparison, several univariate unit root tests, ADF, PP and the KPSS, are employed to test the null hypothesis of a unit root in bilateral RERs based on the Taylor rules for the ten CEECs under study. Based on the results from Table 2, we find that with the exceptions of Estonia, Lithuania and Poland, the null hypothesis of a unit root cannot be rejected at the 10% significance level for the ADF statistics. The results from PP test show that the real exchange rates contain a unit root except for Estonia, Latvia and
Table 1
Summary statistics of real exchange rates (Jan 1994 – Dec 2016)

<table>
<thead>
<tr>
<th>Country</th>
<th>Mean</th>
<th>Max.</th>
<th>Min.</th>
<th>Std.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>J-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>81.346</td>
<td>104.950</td>
<td>35.020</td>
<td>18.911</td>
<td>-0.602</td>
<td>2.251</td>
<td>23.155***</td>
</tr>
<tr>
<td>Croatia</td>
<td>94.153</td>
<td>104.620</td>
<td>86.270</td>
<td>4.214</td>
<td>0.431</td>
<td>2.603</td>
<td>10.322***</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>80.929</td>
<td>111.300</td>
<td>53.110</td>
<td>15.749</td>
<td>-0.192</td>
<td>1.753</td>
<td>19.932***</td>
</tr>
<tr>
<td>Estonia</td>
<td>88.578</td>
<td>90.835</td>
<td>41.510</td>
<td>14.477</td>
<td>-1.017</td>
<td>3.463</td>
<td>50.087***</td>
</tr>
<tr>
<td>Hungary</td>
<td>86.748</td>
<td>115.390</td>
<td>65.170</td>
<td>12.743</td>
<td>-0.211</td>
<td>1.753</td>
<td>19.932***</td>
</tr>
<tr>
<td>Latvia</td>
<td>90.800</td>
<td>110.250</td>
<td>57.100</td>
<td>11.688</td>
<td>-0.894</td>
<td>3.019</td>
<td>36.851***</td>
</tr>
<tr>
<td>Lithuania</td>
<td>87.026</td>
<td>106.420</td>
<td>40.310</td>
<td>16.479</td>
<td>-1.329</td>
<td>3.835</td>
<td>89.352***</td>
</tr>
<tr>
<td>Poland</td>
<td>91.812</td>
<td>121.920</td>
<td>67.470</td>
<td>10.520</td>
<td>-0.241</td>
<td>3.022</td>
<td>2.686</td>
</tr>
<tr>
<td>Romania</td>
<td>88.018</td>
<td>119.340</td>
<td>44.540</td>
<td>16.378</td>
<td>-0.623</td>
<td>2.451</td>
<td>21.372***</td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>77.437</td>
<td>105.870</td>
<td>47.920</td>
<td>20.955</td>
<td>-0.059</td>
<td>1.321</td>
<td>32.561***</td>
</tr>
</tbody>
</table>

Note: 1. Std denotes standard deviation, and J-B denotes the Jarque-Bera test for normality.
2. *** indicates significance at the 1% level.
Source: authors’ calculations.

Table 2
Univariate unit root test for real exchange rates

<table>
<thead>
<tr>
<th>Country</th>
<th>ADF</th>
<th>Levels</th>
<th>PP</th>
<th>KPSS</th>
<th>ADF</th>
<th>First Differences</th>
<th>PP</th>
<th>KPSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Republic</td>
<td>-1.687[0]</td>
<td>-1.687[0]</td>
<td>1.682[14]</td>
<td>-14.491[0]***</td>
<td>-14.467[5]***</td>
<td>0.308[0]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: ***, ** and * indicate significance at the 1%, 5% and 10% levels, respectively. The numbers in parentheses indicate the lag orders selected based on the recursive t-statistic, as suggested by Perron (1989). The numbers in the brackets indicate the truncation for the Bartlett kernel, as suggested by the Newey-West test (1987).
Source: authors’ calculations.

Lithuania. However, the results of the KPSS test cannot reject the stationary process hypothesis except for Croatia and the Czech Republic, meaning that the real exchange rate in Croatia and the Czech Republic are stationary, and others contain unit root. Based on these linear unit root test
<table>
<thead>
<tr>
<th>Country</th>
<th>$\tau$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_s(\tau)$</td>
<td>-1.166***</td>
<td>-0.677***</td>
<td>-0.446***</td>
<td>-0.242**</td>
<td>-0.065</td>
<td>0.153</td>
<td>0.347**</td>
<td>0.794***</td>
<td>1.281***</td>
</tr>
<tr>
<td></td>
<td>$\alpha_t(\tau)$</td>
<td>-0.972</td>
<td>-0.768</td>
<td>-0.719</td>
<td>-0.115***</td>
<td>-0.510***</td>
<td>-3.838***</td>
<td>-2.977**</td>
<td>-14.140***</td>
<td>-15.505***</td>
</tr>
<tr>
<td>Bulgaria</td>
<td></td>
<td>QKS for quantiles of 10-90%</td>
<td>15.505***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency</td>
<td>0.5</td>
<td>F-Statistics for Optimal Frequency</td>
<td>299.168***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Croatia</td>
<td>$\alpha_s(\tau)$</td>
<td>-0.967***</td>
<td>-0.572***</td>
<td>-0.341***</td>
<td>-0.182**</td>
<td>-0.001</td>
<td>0.184**</td>
<td>0.436***</td>
<td>0.603***</td>
<td>1.041***</td>
</tr>
<tr>
<td></td>
<td>$\alpha_t(\tau)$</td>
<td>-1.300</td>
<td>-1.769</td>
<td>-2.318*</td>
<td>-3.229**</td>
<td>-2.426*</td>
<td>-2.282</td>
<td>-3.335**</td>
<td>-2.747**</td>
<td>-2.287*</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%</td>
<td>3.315</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency</td>
<td>1.0</td>
<td>F-Statistics for Optimal Frequency</td>
<td>453.175***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czech Republic</td>
<td>$\alpha_s(\tau)$</td>
<td>-1.349***</td>
<td>-0.731***</td>
<td>-0.416***</td>
<td>-0.128</td>
<td>0.026</td>
<td>0.238**</td>
<td>0.521***</td>
<td>0.956***</td>
<td>1.380</td>
</tr>
<tr>
<td></td>
<td>$\alpha_t(\tau)$</td>
<td>-7.314***</td>
<td>-3.386**</td>
<td>-4.800***</td>
<td>-5.929***</td>
<td>-7.285***</td>
<td>-4.676***</td>
<td>-4.061***</td>
<td>-1.155</td>
<td>2.796</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%</td>
<td>7.314***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency</td>
<td>0.7</td>
<td>F-Statistics for Optimal Frequency</td>
<td>248.857***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estonia</td>
<td>$\alpha_s(\tau)$</td>
<td>-0.808***</td>
<td>-0.529***</td>
<td>-0.347***</td>
<td>-0.168**</td>
<td>-0.019</td>
<td>0.122</td>
<td>0.334***</td>
<td>0.589***</td>
<td>0.901***</td>
</tr>
<tr>
<td></td>
<td>$\alpha_t(\tau)$</td>
<td>-2.882</td>
<td>-1.946</td>
<td>-2.201</td>
<td>-2.32</td>
<td>-2.512</td>
<td>-2.511</td>
<td>-1.73</td>
<td>-2.4</td>
<td>-1.486</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%</td>
<td>2.882</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency</td>
<td>0.1</td>
<td>F-Statistics for Optimal Frequency</td>
<td>269.178***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hungary</td>
<td>$\alpha_s(\tau)$</td>
<td>-1.425***</td>
<td>-0.960***</td>
<td>-0.537***</td>
<td>-0.290**</td>
<td>-0.077</td>
<td>0.323**</td>
<td>0.538***</td>
<td>1.001***</td>
<td>1.791***</td>
</tr>
<tr>
<td></td>
<td>$\alpha_t(\tau)$</td>
<td>-1.606</td>
<td>-2.968***</td>
<td>-4.034***</td>
<td>-5.662***</td>
<td>-4.577***</td>
<td>-4.480***</td>
<td>-4.687***</td>
<td>-3.510***</td>
<td>-3.190**</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%</td>
<td>5.662***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency</td>
<td>0.8</td>
<td>F-Statistics for Optimal Frequency</td>
<td>151.480***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country</td>
<td>( \alpha_0(\tau) )</td>
<td>( \alpha_1(\tau) )</td>
<td>( -0.952*** )</td>
<td>( -0.605*** )</td>
<td>( -0.377*** )</td>
<td>( -0.121 )</td>
<td>( 0.043 )</td>
<td>( 0.219** )</td>
<td>( 0.399*** )</td>
<td>( 0.611*** )</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Latvia</td>
<td>( \alpha_0(\tau) )</td>
<td>( \alpha_1(\tau) )</td>
<td>-3.457***</td>
<td>-3.704***</td>
<td>-3.111***</td>
<td>-1.448</td>
<td>-0.588</td>
<td>-1.098</td>
<td>-0.501</td>
<td>-0.511</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%**</td>
<td>3.704**</td>
<td>F-Statistics for Optimal Frequency 489.880***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency 0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lithuania</td>
<td>( \alpha_0(\tau) )</td>
<td>( \alpha_1(\tau) )</td>
<td>-0.943***</td>
<td>-0.606***</td>
<td>-0.400***</td>
<td>-0.213***</td>
<td>-0.019</td>
<td>0.205**</td>
<td>0.415***</td>
<td>0.687***</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%**</td>
<td>5.078***</td>
<td>F-Statistics for Optimal Frequency 195.672***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency 0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>( \alpha_0(\tau) )</td>
<td>( \alpha_1(\tau) )</td>
<td>-2.356***</td>
<td>-1.374***</td>
<td>-0.773***</td>
<td>-0.341*</td>
<td>0.066</td>
<td>0.438**</td>
<td>0.956***</td>
<td>1.500***</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%**</td>
<td>3.883**</td>
<td>F-Statistics for Optimal Frequency 348.103***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency 0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Romania</td>
<td>( \alpha_0(\tau) )</td>
<td>( \alpha_1(\tau) )</td>
<td>-1.672***</td>
<td>-1.013***</td>
<td>-0.617***</td>
<td>-0.332**</td>
<td>-0.022</td>
<td>0.347**</td>
<td>0.775***</td>
<td>1.189***</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%**</td>
<td>5.956***</td>
<td>F-Statistics for Optimal Frequency 759.034***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency 0.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slovak Republic</td>
<td>( \alpha_0(\tau) )</td>
<td>( \alpha_1(\tau) )</td>
<td>-0.842***</td>
<td>-0.525***</td>
<td>-0.286***</td>
<td>-0.144**</td>
<td>-0.009</td>
<td>0.146**</td>
<td>0.330***</td>
<td>0.550***</td>
</tr>
<tr>
<td>QKS for quantiles of 10-90%</td>
<td>2.948</td>
<td>F-Statistics for Optimal Frequency 661.510***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Optimal Frequency 0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. Real exchange rate convergence and fitted nonlinearities

Source: authors’ calculations.
results, we cannot reach a general agreement on the stationarity of these Central and Eastern European real exchange rates. A possible reason for getting mixed and ambiguous results from the standard linear unit root tests is that we ignore the feature of structural breaks. As Perron (1989) pointed out, if there is a structural break, its omission would probably reduce the ability to reject a unit root when the stationary alternative is true. Accordingly, it appears sensible to allow for structural breaks in testing for a unit root (and/or stationarity). To address this problem, we employ a newly developed quantile-based KSS unit root test with the Fourier function to re-examine the stationary of bilateral real exchange rates based on the Taylor rules. As shown in Table 3, the values of $\alpha(\tau)$ present an almost monotonically rising pattern for all the countries, which indicates that the larger values of $\tau$, the bigger the values of $\alpha(\tau)$ across all these countries. Moreover, when $\tau = 0.5$, the magnitude of shock is not significantly different from zero at the 10% level for almost all countries. We know that $\alpha(\tau)$ denotes the size of the observed shock within each $\tau$ quantile that hits the real exchange rates; when $\alpha(\tau)$ is less (more) than zero, it means that the shock is negative (positive). To gain more insight, we also display the time paths of inflation rate and the estimated Fourier function in Figure 1. We can clearly observe structural shifts in the trend of the data.

Finally, we look at the estimated values of $\alpha_1(\tau)$ and QKS statistic reported in Table 3, which are the key to making a judgment of stationarity of real exchange rates in each of the quantiles. Generally speaking, the real exchange rate has a unit root in some quantiles, but is stationary in others. According to the $p$-values for the QKS statistic, we find that the null hypothesis of unit root is rejected for all the countries except for Croatia, Estonia and the Slovak Republic. In global terms, these results supporting real exchange rates stationarity and the global mean reversion results also imply that even if the shocks to real exchange rates are respectively short, they are long-lived in small and large quantiles. In particular, in Latvia, Lithuania and the Slovak Republic, the $\alpha_1(\tau)$ coefficients are significant at low quantiles $\tau \in [0.1, 0.3], \tau \in [0.1, 0.4]$ and $\tau \in [0.2, 0.4]$, indicating that when the real exchange rates are at low levels, they are stationary, but contain a unit root when they stay at a relatively high level, which implies that the government would take corresponding measures to intervene the high exchange rate. For Croatia and Romania, the $\alpha_1(\tau)$ coefficients are significant in quantiles $\tau \in [0.3, 0.5], \tau \in [0.2, 0.4]$ and $\tau \in [0.7, 0.9]$, respectively. This
implies that when the real exchange rates are extremely low or high, then the real rate would contain a unit root with the feature of random walk. For Bulgaria and Poland the $\alpha_1(\tau)$ coefficients are significant during $\tau \in [0.4, 0.9]$ and $\tau \in [0.1, 0.6]$, respectively, which indicates that the real exchange rates present stationary behavior during the medium quantiles. Note that none of the quantiles of the real exchange rate is significant for Estonia, meaning that the real exchange rate in Estonia follows the random walk process in global terms and each quantile, thus the exchange rate cannot be explained by the Taylor rule, rather it follows a random walk process.

It is worth noting that the dynamic behaviors of real exchange rates for the selected ten Central and Eastern European countries are asymmetric, meaning that they are far from being persistent in some quantiles, while containing a unit root in the other quantiles. The different effects of real exchange rate shocks depending on the size of a shock might be caused by asymmetric monetary policy. We also find that these selected countries have already taken a series of policy reforms, such as exchange rate regime reform and some innovations in monetary policy. We investigate the role of the exchange rate by examining the Taylor rules of the central bank and the extent to which the interest rate-setting behavior has accounted for exchange rate developments. When evaluating monetary policy rules, it is important to consider the conversion of exchange rate regimes. The interest rate setting behavior of the central bank and to what extent the interest setting behavior has taken exchange rate developments into account, is a valuable procedure to analyze the role of the exchange rate. Since the exchange rate regime sometimes moves substantially against some of the other currencies, it is important that such fluctuations should also be taken into account. For example, the Czech Republic, Hungary, Poland and Slovakia switched from fixed to flexible exchange rate regimes during the sample period and then chose inflation targeting as a monetary strategy. Hungary and the Czech Republic have shifted the role of the exchange rate in their interest rate setting behavior in line with their official policy shifts from fixed to flexible exchange rate regimes. Poland gives the strongest results for pure inflation targeting, which are also in line with the official announcements, while the results for Slovakia may reflect the discretionary stance of the central bank as observed by the members of the central bank themselves. Romania officially declared managed floating exchange rate regimes during the entire sample period but Romania never officially declared any monetary policy strategy and pursued different forms of monetary targeting, later moving to
a two-pillar strategy akin to the strategy of the European Central Bank. Apart from Romania, which officially claimed to have had managed floating regimes during the total sample period, the CEECs have successively moved from rather fixed to more flexible exchange rate regimes by widening the exchange rate bands over time. Thus, such a strategy of monetary policy has made the role of exchange rate decline over time. Nevertheless the exchange rate may still have been of implicit significance in monetary policy strategies.

An important point needs to be noted that the nonlinear quantile stationary test with a Fourier function employed in our study provides evidence favoring that the Taylor rules can explain exchange rates movements for the seven CEECs under study. The major policy implication that emerges from this study is that the Taylor rules can be used to forecast exchange rate movements for these seven selected Central and Eastern European countries. The public can predict the exchange rate movements and the dynamic tendency according to interest rate differentials, output gap differential and inflation differentials. Our results also indicate that strict inflation targeting implies the vigorous use of the direct exchange rate channel for stabilizing inflation on a short horizon. In contrast, flexible inflation targeting ends up stabilizing inflation on a longer horizon, and thereby also stabilizes RERs and other variables to a significant extent. In comparison with the Taylor rule, the reaction function under inflation targeting in an open economy responds to more information, particularly to foreign disturbances. Our findings also show that we can use the Taylor rules to predict exchange rates for seven CEE countries and to determine whether a currency is over- or undervalued and the tendency of real exchange rate using domestic and foreign inflation rates, output gaps and interest rate differentials changes. Nevertheless, reaping unbounded gains from arbitrage in traded goods is not possible in these seven CEE countries.

CONCLUSIONS

This paper applies nonlinear quantile unit root test with the Fourier function to test whether the Taylor rule predicted the exchange rate for Central and Eastern countries from January 1994 to December 2016. Traditional linear methods are inadequate for detecting series nonlinearity and cannot detect various smooth structural breaks of an unknown form. Our nonlinear quantile unit root test with the Fourier function cannot only provide more power than a standard univariate and linear unit root to reject
a false null hypothesis of unit root behavior, but is flexible enough to allow for asymmetries in the dynamic behaviors of real exchange rates across a range of quantiles. Moreover, the method allows that shocks of different signs and sizes have different impacts on real exchange rate and accounts for the possible asymmetric adjustment of the real exchange rate towards its long-term equilibrium. The empirical evidence suggests that the real exchange rates based on the Taylor rules are well characterized in CEECs by a non-linear mean-reverting process which exhibits periods of structural breaks.
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